The ABINIT project: Impact, environment and recent developments


ABINIT is a material- and nanostructure-oriented package that implements density-functional theory (DFT) and many-body perturbation theory (MBPT) to find, from first principles, numerous properties including total energy, electronic structure, vibrational and thermodynamic properties, different dielectric and non-linear optical properties, and related spectra. In the special issue to celebrate the 40th anniversary of CPC, published in 2009, a detailed account of ABINIT was included [Gonze et al. (2009)], and has been amply cited. The present article comes as a follow-up to this 2009 publication. It includes an analysis of the impact that ABINIT has had, through for example the bibliometric indicators of the article history:
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2009 publication. Links with several other computational materials science projects are described. This article also covers the new capabilities of Abinit that have been implemented during the last three years, complementing a recent update of the 2009 article published in 2016. Physical and technical developments inside the abinit application are covered, as well as developments provided with the Abinit package, such as the Multibinit and a-tdep projects, and related Abinit organization developments such as AbiPy. The new developments are described with relevant references, input variables, tests, and tutorials.

Program summary
Program Title: Abinit
Program Files doi: http://dx.doi.org/10.17632/csvdrr4d68.1
Licensing provisions: GPLv3
Programming language: Fortran2003, Python
Does the new version supersede the previous version: Yes. The present 8.10.3 version is now the up-to-date stable version of abinit, and supersedes the 7.10.5 version.
Reasons for the new version: New developments
Summary of revisions:

- Many new capabilities of the main abinit application, related to density-functional theory, density-functional perturbation theory, GW, the Bethe–Salpeter equation, dynamical mean-field theory, etc.
- New applications in the package: multibinit (second-principles calculations) and tdep (temperature-dependent properties)

Nature of problem: Computing accurately material and nanostructure properties: electronic structure, bond lengths, bond angles, primitive cell, cohesive energy, dielectric properties, vibrational properties, elastic properties, optical properties, magnetic properties, non-linear couplings, electronic and vibrational lifetimes, etc. For large-scale systems, second-principles calculations, building upon the first-principles results, are also possible.

Solution method: Software application based on density-functional theory and many-body perturbation theory, pseudopotentials, with plane waves or wavelets as basis functions. Different real-time algorithms are implemented for second-principles calculations.
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1. Introduction

The search for materials and nanostructures with desirable properties and functionalities, constrained by cost, durability and environmental concerns, is interestingly evolving toward a combined experimental–theoretical endeavor [1]. Progress in computers and algorithms, combined with many years of development of software applications, has largely driven this evolution, with simulations becoming increasingly fast and accurate and allowing to target more and more properties. Although many software applications contribute to the enormous number of first-principles calculations of material and nanostructure properties [2], the Abinit project stands out as having pioneered the open-source approach, about twenty years ago, and still relies on the same, community-driven, development model. The description of the Abinit project in the Computer Physics Communication 40th anniversary issue [3] is one of the most cited CPC articles. In this context, for the CPC 50th anniversary, the present article has the goal to provide an overview of recent developments and ongoing efforts within the Abinit project, but also, to provide a brief assessment of the impact of this previous anniversary publication [3], and to highlight the links of the Abinit project with several other computational material science projects.

The main Abinit application implements density-functional theory (DFT) [4–6], density-functional perturbation theory (DPPT) [7–12], many-body perturbation theory [13,14], including the GW approximation and the Bethe–Salpeter equation (BSE), and other first-principles formalisms. It calculates the total energy, electronic structure, and numerous electronic, optical, vibrational, magnetic, mechanical, transport and thermodynamical properties of materials and nanostructures. The description of recent developments within the Abinit project in the present article will cover the period between 2016, version 7.10.5 of the Abinit package, and 2019, version 8.10.3 of the Abinit package, respectively the last v7 and v8 Abinit package releases. Abinit v8.10.3 is uploaded in the CPC software library with the present publication. Ongoing developments, not available in Abinit v8.10.3, but already integrated and tested in the Abinit trunk at the time of writing, will also be briefly described and should be made available soon with Abinit v9.x.y, possibly at the end of 2019 or beginning of 2020. The description of other capabilities of Abinit (either prior to v7.10.5 or, on the contrary, to be integrated in the trunk in the future) will not be covered here. Similarly, the numerous software-engineering techniques and its multifaceted documentation system, on which Abinit has built its success and its sustainability, will only be marginally covered. We refer the reader to other previous incremental descriptions of the Abinit project, in Refs. [3,15–17], to complement the present work.

The structure of the article is as follows. After the present introductory section, we will first describe in Section 2 the impact of Ref. [3], summarize the results of a user survey performed in 2016, and then present the four projects mentioned explicitly on the right-hand side of Fig. 1, for which the link with Abinit has been particularly strong in the 2016–2019 period.

In Section 3, we will focus on the inner ‘Abinit’ box in Fig. 1: the new and ongoing developments in the main abinit application. They are numerous. We present them using different acronyms and keywords inside this ‘Abinit’ box. We will focus first on the generic improvements in the DFT part of abinit (Section 3.1), including work on algorithms for geometry optimization or dynamics, LDA-1/2 band gap evaluation, interpolation of electronic structure, PAW orbital magnetization and magnetic shielding, and hybrid functionals. Then we will focus on DPPT (Section 3.2) with the treatment of non-collinear systems and Zeeman magnetic field perturbation, the inclusion of van der Waals interactions, and Raman intensities computed with the
projector-augmented wave method (PAW). The new dedicated electron-phonon driver is presented in Section 3.3. Specific PAW-related developments are grouped in Section 3.4. We will also detail the improvements and new capabilities of the GW driver (Section 3.5), the BSE driver (Section 3.6), progress related to dynamical mean-field theory (DMFT, Section 3.7), and some improvements concerning the high-performance computing with abinit (HPC, Section 3.8).

In Section 4, we present new applications delivered inside the ABINIT package, from the MULTIBINIT project, for second-principles calculations of materials properties, and from the A-TDEP project, the ABINIT implementation of the TDEP algorithm, for temperature-dependent materials properties beyond the quasi-harmonic approximation. They are noted in Fig. 1 the inner ‘ABINIT’ box.

We complete the description of the new developments delivered in the ABINIT package in Section 5, with those related to the post-processor anadbb and the ElectronPhononCoupling script as well as with improvements in the documentation, build and testing systems. This completes the topics in the ‘ABINIT package’ box of Fig. 1.

In Section 6, we focus on the additional components of the ABINIT project that are not delivered directly in the ABINIT package, thus shown outside the left box of Fig. 1, but made available through the ABINIT Github site (https://github.com/abinit). In this respect, AniPy provides a scripting environment for preparing abinit runs as well as post-processing tools for the graphical analysis of their results, while the AFlows package offers an infrastructure for workflows aimed at high-throughput applications. Section 7 presents perspectives for the project.

The text often refers to input variables and input files inside the ABINIT package. The input variable descriptions can be found in the on-line documentation of ABINIT, https://docs.abinit.org/variables, but can also be found, in the package, in the abimkdocs directory, for example in abimkdocs/variables.abinit.py for the main abinit application. The input files can be found in the packages inside the tests directory, with generic path tests/name_of_group/Input, where name_of_group is one of 27 different tests groups, such as v1–v8, paral, libxc, wannier90, and so forth. Each group of tests has at most 100 input files, each labeled with an index from 00 to 99. Reference output files can be found in the directory with generic path tests/name_of_group/Refs. We adopt the notation name_of_group#index_of_test in the present publication to refer to a test. Moreover, in the on-line or electronic.pdf version of this publication, a hyperlink is provided to the on-line version of such files.

2. ABINIT: impact and related projects

2.1. The 2009 CPC publication

ABINIT is one of the most used electronic structure codes by the materials science community. While distinct publications have reported the different developments within this package, this section focuses on the impact produced by our 2009 ABINIT publication [3]. For the analysis published here, we will use the citations gathered by the Web of Science [18] (WoS) up to June 2019. Though Google Scholar reports a higher number of citations, we used the results from the WoS, as the bibliometric analysis can be performed using established and well-developed software or even in WoS itself.

The 2009 ABINIT publication [3] has been cited 1530 times as of June 19, 2019, by research papers that have themselves been cited 24500 times (without self-citations) to the same date. These data demonstrate that the ABINIT package is recognized by leaders in the field, as the impact of citing publications is very noticeable. The paper’s H-index is 67, which indicates that a large number of high-impact papers cite ABINIT as one of the main packages used in electronic structure characterization. While the majority of citations comes from the United States (450) followed by France (313), Germany (170) and China (161), citations are diverse, and researchers from 52 different countries in all continents have cited this particular ABINIT publication. Since 2010, the citation count per year has rapidly increased to 230 in 2016. Since then the citation count is decreasing, with 175 in 2018. This citation change leads us to predict that this paper will have a significant citation half-life as, after the maximum, the citations decrease very slowly compared to the initial rapid growth. We note that the decrease observed in recent years is likely due to the publication of a more recent article on ABINIT [17].

To provide a measure of the impact of ABINIT in different computational science communities, the number of fields that cite ABINIT can be used. In particular, the 2009 ABINIT publication has been cited by 34 distinct research areas (according to the WoS classification), where “Physics” is the research area with the highest citation count, with 1007 citations. Along the same lines, but now using the Web of Science Categories, we find that 63 different categories have cited this paper, with “Materials Science Multidisciplinary” being the highest citing category with 672 citations.

To understand the diversity of groups invested in ABINIT, we have counted the different affiliations reported in the papers citing our 2009 ABINIT publication [3]. We found 1220 different institutions, with “CEA France” and “Université catholique de Louvain” the institutions with the largest count: 84 and 75.
publications respectively. Similarly, the supporting agencies are also included in the acknowledgments of most publications and we can study the impact of this computer package in relation to the funding support received by different research groups. In that respect, WoS data show that the Abinit publication has been cited in publications that acknowledge 1931 different financial institutions, with the US National Science Foundation the largest one with 189 citations. It is important to note a shortcoming of this analysis, as the WoS tools are unable to merge institutions that are identified with different names, such as, for example, NSF and National Science Foundation, or the DOE and Office of Science of the US Department of Energy. Therefore the numbers per supporting agency should be larger, but here we only report the results obtained directly from the WoS analysis.

To characterize the community of users of the Abinit package, we have performed an analysis of the coauthor network, which is the list of authors from works citing the Abinit publication. This network corresponds to a graph obtained from the author field “AU” from the WoS data and relates authors within the same publication. A full record of all papers citing our 2009 Abinit publication [3] was obtained from WoS, analyzed with the package Tethe [15], and visualized with Cytospace [20]. The results, illustrated in Fig. 2, show a large number of clusters of connected components. The social interpretation of these series of networks is that there are a large number of Abinit user research groups that work quite independently of each other, and that there are a few groups that collaborate quite intensively. In this network plot, a node is associated with each author and a link exists between two nodes if the two authors are coauthors on a publication. In this plot, we only include clusters that have at least eight linked nodes, which means that at least eight different coauthors have collaborated on publications. Each node is embedded in a rectangle with color proportional to the number of publications involved. Many of the nodes with darker colors correspond to Abinit developers. Some of them are present in different clusters, which indicates that they work in collaboration with different research groups. At the same time, we can see that several of the more massive clusters involved several Abinit developers, demonstrating the close collaboration between them. There is also a large number of small clusters with no developer involved in the publications; this shows that the code is used by groups with electronic structure training but no Abinit developers. In some clusters, the color allocated for an Abinit developer is faint, which also demonstrates that there are cases, where the developer started collaborating with a research group but over time the group became independent and developed the corresponding expertise.

2.2. User survey

Starting from the initial release of Abinit version 8, in May 2016, all users downloading the new version from the website were asked to complete a user survey. The responses were collected during one month, yielding a total of 507 replies. The survey showed that most people found Abinit via a colleague (34%) or from the internet (31%), while 24% found Abinit via a scientific paper. The remainder indicated other channels.

The basic features of DFT (total energy, structure relaxation, DOS, and so forth) are by far the most commonly cited reason for obtaining Abinit. Vibrational properties, GW, optical properties, electron–phonon coupling and dielectric properties are also mentioned with a relatively high frequency. The survey also provided valuable information on the use of the build system. The Intel and Gnu compilers are used in almost equal ratios, all other compilers together make up only 3%. For the core libraries (mpi, fft, and linear algebra), all available options are used to a more or less similar amount. The (optional) plugin libraries (WANNIERGO, LBXC, netCDF, etc.) are also used systematically.

In terms of MPI parallelization, the users indicate that any amount from 2 to 100 cores are used on a regular basis (81% of the responses). Running abinit in serial makes up about 10% of the calculations. About 7% of the users indicate running Abinit on between 100 and 500 cores. Calculations on more than 500 cores are mentioned in less than 2% of the responses.

2.3. The Materials Project

We now present several projects for which the link with Abinit has been particularly strong in the 2016–2019 period. The first of these, the Materials Project, is an online database of material properties. In the past, such databases were collections of experimental data which were often incomplete, as measurements of properties were not available for all materials. As calculations of material properties have become more accurate, nowadays we see databases that harvest this new source of information and aim to provide complete calculated properties. The Materials Project has recently incorporated data from Abinit to increase its material properties coverage.

The goal of the Materials Project (MP, online at http://www.materialsproject.org) [21] is to accelerate materials discovery and education through advanced scientific computing and innovative design methods, provide computational data for all known inorganic compounds, and finally, to disseminate that information and design tools to the materials community. Founded in 2011 at Lawrence Berkeley National Laboratory, the Materials Project is known worldwide as a leading computational effort within the Materials Genome Initiative. Through this effort, materials researchers and designers now have access to a comprehensive database of predicted properties of materials.

This constantly growing resource contains computations on over 130,000 inorganic crystalline materials, including total energy, X-ray diffraction spectra, crystal structure, volume, density, etc. Additionally, MP disseminates a range of complex quantities that describe the fundamental behavior of materials including, for example, more than 13,000 full elastic tensors [22], over 500,000 k-edge XANES spectra [23], more than 3000 piezoelectric tensors [24], some 6000 dielectric tensors [25], over 58,000 bandstructures [26], over 1000 elemental surface energies [27], and more than 3000 phonon band structures [28]. The ability to generate such materials property data quickly and accurately relies on a software infrastructure that combines well-maintained first-principles DFT codes such as VASP, Abinit, and QChem [2] with automated workflows, analysis, and database management.

To advance such infrastructure, the Materials Project pioneered open-source software libraries for setting up, executing, analyzing, and deriving insights from calculations. These libraries include pymatgen [29], Custodian, FireWorks [30], and Atomate [31], which in themselves attract a cohort of active developers and users worldwide. In order to calculate automatically a specific property of any inorganic material, the MP infrastructure provides the necessary I/O, runtime management, and choice of specific numeric and physical parameters to provide a balance of accuracy, robustness and computing cost. In addition to data and software infrastructure, the Materials Project web site provides access to applications that combine and visually present the data for specific analyses such as phase diagram generation, aqueous stability, reaction energies, XAS spectral matching or battery electrode evaluation. Engagement with the community is evidenced by the MP's rapidly growing user base which, at the time of writing, includes over 85,000 registered users, consisting of a diverse set of researchers and students from academia and
industry. Every day, more than 1500 distinct users log on to the site and on average, 600,000 data items are downloaded through its API. The diversity of the audience base showcases the usefulness of a first-principles materials database across the spectrum of education, research, and development activities.

As the state of the art in theory and computing advances, the specifics of the MATERIALS PROJECT data, scope, capabilities, and infrastructure will no doubt change as well. New algorithms, software, functionals and implementations become available, and the MATERIALS PROJECT will adapt and strive to expose state-of-the-art, well-benchmarked materials data and associated algorithms. In this vein, the MATERIALS PROJECT recently partnered with Abinit to include vibrational properties of materials [28].
2.4. The \( \Delta \)-project

The \texttt{abinit} application is one of the 40–50 DFT codes currently available capable of dealing with periodic crystals [32]. Its core task is to solve the Kohn–Sham equations, which are at the heart of DFT. It is clearly important to assess whether \texttt{abinit}, and indeed all of the available codes, is a reliable implementation of DFT. Such an assessment is not straightforward, as there are no analytical solutions available to compare with. The best one can do in this respect is to compare the output of a standard set of tests for several independently written DFT codes. As long as they all produce essentially the same results, one can have confidence that there is no intrinsic deviation or crucial bug in any of them. Such an approach is the goal of the \( \Delta \)-project [33,34], a community effort by code developers and expert users to run the same set of tasks through a list of DFT methods and codes. This exercise tests the \textit{reproducibility} of DFT implementations, that is, whether a given exchange–correlation functional all implementations find a sufficiently similar numerical solution to the Kohn–Sham equations. It does not test the \textit{accuracy} of DFT (or rather of the exchange–correlation functional used), namely how close the predictions are to experimental values [35,36].

The \( \Delta \)-project concentrates on the most basic quantity that every DFT code calculates: the total energy. The total energy and its derivatives determine the phase and properties of a crystal, and are therefore of fundamental importance. The set of tasks assigned to all codes focus on the energy–volume behavior. The total energy is calculated for 71 elemental crystals, for 7 volumes around the equilibrium volume, to construct the energy–volume curve \( E(V) \). For every element, the ground state crystal structure (or a structure very similar to the ground state) is used. This choice guarantees some structural variety, while scanning a considerable part of the periodic table. Therefore, the same scanning can be used as well to examine the performance of libraries of atomic datasets for both projector-augmented wave (PAW) and pseudopotential.

The major conclusion from this exercise is that all mainstream DFT codes produce total energies that are indistinguishable from each other: \( E(V) \) curves predicted by two independent DFT codes vary less from each other than \( E(V) \) curves determined by two independent experiments. This finding is true for all-electron DFT codes, but also for PAW and pseudopotential codes. \texttt{abinit}, for example, has been tested using a wide array of PAW datasets (JTH [37], GPAW [37,38], and GBRV [39]), and norm-conserving pseudopotential libraries (\texttt{PseudoDojo ONCVPSP} [40, 41], HGHk [42,43], and Troullier–Martins FHI [44]). The results of these calculations agree very well with implementations in other codes [33,34]. The ability to test multiple PAW or pseudopotential libraries using the same DFT code, or to test the same PAW or pseudopotential library with two different DFT codes, is also useful in the development of better PAW potentials and pseudopotentials.

Further efforts are currently ongoing, and include expanding the test set, by examining the same element in multiple structurally and chemically different environments, and examining properties beyond total energies. Such tests are more stringent, but also more representative of production runs of DFT on real materials.

2.5. The \texttt{libxc} project

In any implementation of DFT, the specific exchange–correlation functional employed is a crucial ingredient. The development of functionals is an active line of research, and the availability of recent functionals in a particular code is desirable to serve its user community better. Although \texttt{abinit} implements some functionals internally, most of the available functionals come from the \texttt{libxc} project, a library [45,46] of functionals for DFT. \texttt{libxc} includes functionals of the first 3 rungs of Jacob's ladder of density functionals [47], i.e. local-density approximations (LDAs), generalized gradient approximations (GGAs), and meta-GGAs. It also includes the semi-local components of many hybrid functionals that belong to the fourth rung.

There were many objectives when developing this library. The first was to make all relevant functionals available consistently to scientists in different fields, from solid-state to atomic and molecular physics, from quantum chemistry to theoretical biochemistry. This goal, of course, was only possible if \texttt{libxc} was included in a variety of density-functional theory codes, an objective largely attained, as \texttt{libxc} is by now used in almost 30 different projects from several communities. The second was to provide a detailed historical account of the development of density functionals. For this, the literature of the past 55 years was sieved and the expressions implemented. Most of the historical (and sometimes obscure) functionals that were found were documented. The final objective was to allow for an easy comparison of different density-functional programs and a straightforward way to benchmark functionals.

At present \texttt{libxc} includes a grand total of 486 functionals, of which 59 are LDAs, 306 GGAs, and 121 meta-GGAs. By looking at the year that each of these functionals was proposed one can easily trace the history of this field, from its beginning in the 1960s, to its exponential growth starting around 1990. The field seems to have reached its peak at around 2010, with some years witnessing the publication of 20 articles proposing new functionals. The research seems to be still rather active nowadays, with 5–10 new functionals put forward each year.

Technically, \texttt{libxc} provides the energy functional, together with its derivatives with respect to all arguments (densities, gradients etc.). A standard Kohn–Sham equation only requires the first derivatives, which are enough to build the exchange–correlation potential \( v_{xc} \). However, the calculation of linear and non-linear response properties within DFT requires higher-order derivatives. This is relatively simple for the LDAs, as they are only written in terms of the spin-densities \( n_\uparrow \) and \( n_\downarrow \). However, the number of derivatives increases dramatically for the GGAs and the meta-GGAs. Also, the complexity of the mathematical expressions typically increases going up the rungs of Jacob's ladder.

This problem is tackled in \texttt{libxc} by using a mathematical symbolic language, specifically \texttt{maple}. The workflow is then: (i) functionals are written in \texttt{maple} language (that is very similar to traditional mathematical notation); (ii) \texttt{maple} is then used to perform the symbolic derivation of all required derivatives and to translate the result to the C language; (iii) the resulting code is post-processed into a form suitable for inclusion in \texttt{libxc}. In this way, one is able to provide up to the third derivatives for the majority of the functionals. Incidentally, the use of \texttt{maple} also allows one to easily produce specialized routines for spin-unpolarized, ferromagnetic, and spin-polarized densities. This is particularly important not only for efficiency reasons, but also to circumvent numerical problems in many functionals.

\texttt{libxc} is, and will certainly continue to be, a work in progress. Not only are several new functionals added each year, but also new functionalities make their way into the code. In the near
future, it is planned, for example, to have the possibility of using non-collinear densities, or the creation of a large test set reproducing key calculations performed in the literature.

libxc has been especially useful for abinit in providing the exchange–correlation kernels for DFPT, the results of which (phonon frequencies, thermodynamic quantities) have been compared in Ref. [48]. At present libxc versions 2.2.3 and 3.0.0 are recommended for use with abinit v8.10.3. libxc version 4.3 is interfaced with the forthcoming abinit v9. This new version addresses directly the C API of libxc, so that additional Fortran mod files will no longer be needed. All the tests related to libxc are provided in the tests/libxc directory, in which hundreds of functionalities are indeed used, at the level of total energy calculations (also for hybrid functionals), as well as DFPT calculations.

2.6. The PseudoDojo project

The abinit application employs a planewave basis set to describe the electronic states. This approach has many advantages but also some inconveniences, the most severe being the inevitable use of pseudopotentials. These reduce the required number of basis functions by replacing the bare nuclear potential by a softer pseudized one. In the past, the availability of “standardized” accurate pseudopotentials was problematic. The PseudoDojo project was created to address this situation. This project had its roots in Abinit but now serves the broader electronic structure community.

Norm-conserving pseudopotentials and PAW datasets are collected and maintained within the PseudoDojo project [41], which provides several tools to generate pseudopotentials and validate them using benchmark sets based on all-electron calculations [34,35,39]. The pseudopotential data files and the corresponding test results are available via the web-interface at pseudodojo.org. The norm-conserving pseudopotentials generated with the oncvpsp code by Hamann [40] are available in psph, upf, and psml [49] formats. These formats are compatible with several codes, including Abinit, Siesta, Quantum Espresso, CP2K, QBox, and QuantumATK. The PAW datasets [37] are available in the pawxml format shared by Abinit and GPAW.

The PseudoDojo provides LDA, PBE and PBEsol norm-conserving pseudopotentials both in a scalar relativistic and a fully relativistic version including spin–orbit coupling. These tables all come in two versions, standard and stringent. The standard version is sufficient for ground-state and DFPT calculations. For complicated systems, mostly magnetic materials or calculations requiring an accurate description of the scattering properties in the unoccupied state energy range, which are important for GW calculations, the stringent table provides alternatives with full shells in the valence. The pseudopotentials in the stringent table tend to have smaller core radii and/or include more semi-core electrons. For the lanthanide series, a special table of norm-conserving pseudopotentials, with f-electrons frozen in the core, is also available. These pseudopotentials are intended only to be used to study systems in which the lanthanide is in the 3+ oxidation state.

The pseudopotentials at the PseudoDojo have been subjected to a series of tests including the Δ-project [34] and the GBRV benchmark set [39], phonon mode calculations at the Γ-point, and ghost-state detection. A full description of the tests is given in Ref. [41]. Based on the convergence behavior of the results of these tests, hints for the plane-wave energy cutoff are provided.

2.7. Other projects with a significant link to Abinit

The ecosystem in which Abinit grows is very rich, and does not simply include the four above-mentioned projects, for which the links were particularly strong in the 2016–2019 period. Without being exhaustive, several other projects are described below, some of which are also mentioned in other sections of the present article.

In addition to the files made available by the PseudoDojo project, generators of pseudopotentials and PAW datasets are highly useful for Abinit users. Two particularly notable projects are oncvpsp [40], for norm-conserving pseudopotentials, and atompaw [50] for PAW datasets.

The software applications inside the Abinit package are often linked to several libraries besides libxc, including WAN99RO [51], ELPA [52], TRIQS [53], the ESL bundle [54], and others. Interfacing of multibinit with SCALE-UP [55] (which implements coupled tight binding and interatomic potential dynamics) is functional and ongoing. Similarly, the LibPAW library, present within the Abinit package, is used by BigDFT [56] as well as a recently developed DFT code based on Gaussian orbitals [57].

Finally, other projects can employ wavefunctions and other data generated by abinit, including PEFF [58] (that uses abinit wavefunctions), dynamical matrices and electron–phonon couplings through the OCEAN [59] and DMDW [60] applications, DP [61], EXC [62,63], BerkeleyGW [64] and YAMBO [65], implementing many-body perturbation theory, as well as the databases NOMAD, materialscloud.org and the above-mentioned MATERIALS Project.

3. New capabilities of the main abinit application

As mentioned in the introduction, we will describe the new capabilities by grouping them around the following keywords: properties obtained by standard DFT or generalized DFT (Section 3.1), including work on algorithms for geometry optimization or dynamics, LDA-1/2 band gap evaluation, interpolation of electronic structure, PAW orbital magnetization and magnetic shielding, and hybrid functionals; density-functional perturbation theory (Section 3.2) with the treatment of non-collinear systems and Zeeman magnetic field perturbation, the inclusion of van der Waals interactions, and Raman intensities computed within PAW; the electron–phonon driver (Section 3.3); new PAW (Section 3.4) and GW (Section 3.5) capabilities; the Bethe–Salpeter equation (Section 3.6); dynamical mean-field theory (Section 3.7); and high-performance computing capabilities (Section 3.8).

3.1. DFT and generalized DFT

3.1.1. Algorithms for dynamics, geometry optimization, ensemble of images, and transition states

The capability to compute the forces and stresses of a given ion configuration in a periodic cell opens different possibilities: the equilibrium geometry can be obtained (possibly under constraints), the Born–Oppenheimer hypersurface can be constructed, and the ion dynamics can be examined or sampled. Moreover, replicating a set of ions in different configurations, and exchanging information between configurations also opens a large class of algorithms based on “images” or “replicas”, allowing for example transition state searches and path-integral molecular dynamics.

Many geometry optimization and ion dynamics algorithms were already available in abinit v7.10.3. These were selected by the ionmov input variable, complemented by the optcell input variable for defining specifically the cell optimization and dynamics, the iatfix input variable for optionally fixing the position of
given atoms, and the \texttt{strtarget} input variable for imposing an external stress. The Brydon–Fletcher–Goldfarb–Shanno (BFGS) algorithm to optimize the geometry was implemented with \texttt{immov} = 2 in \textit{abinit} v7.10.3. A new variant of this algorithm, the so-called Limited-memory BFGS [66] has been made available, originating from the Netlib implementation (https://www.netlib.org/), restructured and rewritten in modern Fortran. It is activated by using \texttt{immov} = 22, see v8\#02. It is at least as efficient as the \texttt{immov} = 2 implementation, and even outperforms it in the many cases where the latter was either slowing down or stagnating (typically after 10 or 20 computations of forces). It is now the recommended value for \texttt{immov} for performing geometry optimization, as of \textit{abinit} v8.10.3. The FIRE algorithm [67], also for geometry optimization, has been implemented, and is activated with \texttt{immov} = 15, see v8\#17. The original reference describes it as more stable than the BFGS, at the expense of a reasonable increase in the number of evaluation of forces.

The ion dynamics can now be computed using the velocity Verlet algorithm [68], activated with \texttt{immov} = 24, see v8\#12, as well as the isokinetic algorithm for fixed-temperature simulation [69] with \texttt{immov} = 12, see v8\#21 or v8\#22, which is an alternative to the thermostat approaches (for instance the Nosé thermostat, \texttt{immov} = 8). The Born–Oppenheimer hypersurface can be sampled by using a Hybrid Monte Carlo (HMC) approach [70], with \texttt{immov} = 25, see v8\#34. Within the HMC algorithm, the trial states are generated via short \texttt{NVE} trajectories (\texttt{ten immov} = 24 steps in the current implementation). The initial momenta for each trial are randomly sampled from a Boltzmann distribution, and the final trajectory state is either accepted or rejected based on the Metropolis criterion. Such a strategy allows simultaneously updating all reduced coordinates, and achieves a higher acceptance ratio than classical Metropolis Monte Carlo and better sampling efficiency for shallow energy landscapes [71]. As a side note, all these algorithms can be used by the second-principles \texttt{multibinit} main application, see Section 4.1.

The class of “image” algorithms, governed by the additional \texttt{immov} input variable, already included well-known algorithms to find transition states, such as the NEB algorithm with \texttt{immov} = 5, or the simplified String Method with \texttt{immov} = 2, and Path-Integral Molecular Dynamics, \texttt{immov} = 9 or 13. The Path-Integral Molecular Dynamics algorithms have been complemented by the “Blue Moon Ensemble” method [72,73], a constrained Path-Integral Molecular Dynamics, activated by the additional input variable \texttt{pimd_constraint} = 1, v8\#05, which allows one to examine rare events. Practically, the equations of motion are modified by additional forces (including a Lagrange multiplier) that maintain the constrained quantity to its initial value. At present, the only possible constraint is a linear combination of the centroids of the atomic positions (input variables: \texttt{nconeq}, \texttt{natcon}, \texttt{wfatcon}, \texttt{latcon}), but this will be complemented in the near future by other constraints such as the distance between two atoms, or the difference of two interatomic distances. Moreover, currently it is not possible to impose two constraints simultaneously, \texttt{(nconeq} = 1). The idea behind this method is to force the system into high-energy configurations along a reaction coordinate (the occurrence of which constitutes a “rare event”), and compute the free-energy profile along the reaction coordinate. At each time step, \textit{abinit} prints the quantity whose time-average over the constrained trajectory is the derivative of the free energy with respect to the reaction coordinate. If the reaction coordinate is sampled by a large enough number of constrained Molecular-Dynamics trajectories, corresponding to sufficiently dense values of the reaction coordinate, then the free energy profile can be obtained by integration. This constrained Path-Integral Molecular Dynamics approach is implemented in the canonical ensemble and coupled to a Langevin thermostat, \texttt{(immov} = 9).

Additionally, a “linear combination of images” algorithm [74] has been implemented. It is activated by \texttt{immov} = 6, see v8\#20. In this method, the different images have the same ionic configuration and cell, but the electronic state is different for each image. The global total energy is a fixed linear combination of the total energies of each image, and the dynamics of the ions and cell is governed by this global total energy, from which forces and stresses are computed: they are simple linear combinations of the forces and stresses for each image. This approach allows one to perform ensemble density-functional theory calculations, multiplet structure calculations [75], or to determine optimized configuration paths thanks to a Lagrange multiplier approach, as in Ref. [74].

3.1.2. LDA-1/2 band gap evaluation

It is well known that the band gaps of semi-conductors and insulators are poorly reproduced by \textit{ab initio} DFT calculations. Many methods have been proposed in the literature to overcome this problem, most of them relying on the framework of many-body perturbation theory, which are, however, considerably more time consuming than the underlying DFT calculation. However, Slater proposed years ago the method of half occupation to calculate ionization and affinity energies for molecules and atoms. A simple scheme to extend this method to infinite systems has been proposed by Ferreira et al. [76] It is named the LDA-1/2 method, and consists in adding a local potential of negative half charge to the system. It has been shown to be very competitive in terms of accuracy for band gaps, for the same computational cost as a \textit{ab initio} \textit{GGA} calculation [77].

The LDA-1/2 method has been implemented in \textit{ab initio}. Following [76], the LDA-1/2 pseudopotential is obtained adding a local part, \textit{V}_S, to the usual local pseudopotential. It is defined by:

\[
\textit{V}_S = \textit{V}(\textit{S}/2, \textit{r}) - \textit{V}(0, \textit{r}),
\]

in which \textit{V}(0, \textit{r}) is the atomic potential for the neutral atom and \textit{V}(\textit{S}/2, \textit{r}) is the potential of an ion with half an electron removed. This potential is trimmed with a function \textit{\theta}(\textit{r}) = \left(1 - (\textit{r}/\textit{rcut})^3\right)^3 where \textit{rcut} is a cutoff radius, that is given in Ref. [76] for ten elements (Si, N, As, O, Ga, Ge, P, Zn, S, In).

The \textit{V}(0, \textit{r}) and \textit{V}(\textit{S}/2, \textit{r}) potentials are obtained from the PAW atomic data generator \texttt{atompaw} [50] for the neutral and ionic configurations. A new XML tag has been added in the JTH PAW atomic data files of the ten elements so that \textit{V}_S will be available in the next version (v1.2) of the JTH table [37].

In \textit{ab initio}, \textit{V}_S is treated as an external potential. To activate the LDA-1/2 calculation the new keyword \texttt{ldaminushalf} must be set to 1, as in v8\#32.

3.1.3. Star function interpolation of electronic band structure

Despite all the advancements in \textit{ab initio} techniques to describe crystalline solids, it is often still difficult to achieve the
high k-space resolution required to converge certain integrals in the Brillouin zone (BZ). Besides, hybrid-functional calculations or beyond-DFT methods such as GW can only compute single-particle energies on a discrete set of k-points belonging to a homogeneous mesh, thus rendering the computation of band structures along a high-symmetry path computationally expensive. To address these problems, significant efforts have been spent to develop accurate techniques for interpolating eigenvalues and/or matrix elements in k-space. Unfortunately, reaching high accuracy requires complicated interpolation schemes involving wavefunctions and/or several input parameters that must be specified by the user. For this reason, abinit v8 provides an implementation with the user with the Shankland-Koelling-Wood (SKW) interpolation method [78-82], which requires as input a set of eigenvalues in the IBZ and a single parameter defining the basis set for the interpolation.

In the SKW method, the single-particle energies are expressed in terms of the (symmetrized) Fourier sum

$$\varepsilon_{nk} = \sum_R c_{nR} S_g(k).$$

where the star function, $S_g(k)$, is defined by

$$S_g(k) = \frac{1}{N} \sum_{C} e^{i k \cdot C R},$$

$R$ is a lattice vector and the sum is over the $N$ rotations of the crystallographic point group. By construction, the expansion in Eq. (2) fulfills the basic symmetry properties of the single-particle energies:

$$\varepsilon_{nk} = \varepsilon_{nk} + G,$$

$$\varepsilon_{nk} = \varepsilon_{nC} R.$$

In principle, the expansion coefficients in Eq. (2) can be uniquely determined by using a number of star functions equal to the number of $ab initio$ k-points but this usually leads to sharp oscillations between the input eigenvalues. To avoid this problem, one uses more star functions than $ab initio$ k-points and constrains the fit so that the interpolant function passes through the input energies and a roughness function is minimized.

This einterp variable activates the interpolation of the electronic eigenvalues. The user can specify the number of star functions per $ab initio$ k-point and an optional Fourier filtering as proposed in [83]. einterp can be used to interpolate KS eigenvalues at the end of the ground state calculation (v8#42) or to interpolate GW energies (libxc#42) when optdriver = 4. For GW band structures, however, we found that interpolating the GW corrections instead of the quasi-particle energies helps improve the fit [84]. In this case, one can employ the Python interface provided by AmPy to automate the procedure. An example can be found in this jupyter notebook.

3.1.4. Orbital magnetization and nuclear magnetic shieldings: ongoing developments

The presence of an external homogeneous magnetic field induces orbital electronic currents and hence additional effects in the energy, even in the absence of electron spin. At first order in the magnetic field, the induced current is observed through its coupling to nuclear magnetic dipoles, that is, the nuclear magnetic shielding, measured in nuclear magnetic resonance spectra. At second order, the field is detected through the magnetic susceptibility. Such effects may be computed by exploiting the so-called Modern Theory of Magnetization, which takes advantage of magnetic translation symmetry [85]. Two of us developed this approach to all orders in the magnetic field [86], leading to the perturbed energy

$$E^{(n)} = \int_{BZ} d\mathbf{k} \text{Tr} \left[ \left( \rho^{\text{CC}}_{\mathbf{k}\mathbf{k}'} + \rho^{\text{VV}}_{\mathbf{k}\mathbf{k}'} \right) H^{(0)}_{\mathbf{k}} \right],$$

where CC and CV refer to the conduction and valence subspaces respectively (an insulator is assumed), $\rho$ is the density matrix, and $H^{(0)}$ is the magnetic-field-free Hamiltonian. Thus all field dependence is transferred to the density operator. The perturbed density operators are developed based on a mixed field and k-space expansion, necessary to express operator products with magnetic translation symmetry.

This approach yields directly all-electron expressions. To implement this approach in abinit we have generalized the operator product formula to products of three terms, so that the idempotency condition in a PAW context, namely $\rho = \rho S \rho$, where $S$ is the overlap operator, may be used to develop a perturbative treatment of the density operator in the presence of magnetic translation symmetry. As in the original treatment [86], the magnetic perturbation is reflected in the density operator through products of $\text{d}$-derivatives, for example $\varepsilon_{\alpha \beta} B_{\mathbf{k} \mathbf{k}'} \rho(\mathbf{k}), \rho(\mathbf{k}').$ We treat the derivatives with a finite-difference formula in $\rho$, in contrast to finite differences of the wavefunctions, which leads to much more tractable formulae that do not require re-phasing in order to compute overlaps between neighboring k-points. Our implementation includes a full PAW treatment of the orbital magnetization and Berry curvature, and does not require special PAW datasets (for example, it is not necessary to use norm-conserving PAW sets).

We have also implemented nuclear magnetic dipoles, as vector potential terms in the electronic energy. Computing $E^{(1)}$ from Eq. (6) in the presence of nuclear dipoles returns the nuclear magnetic shielding, as in the work of Thonhauser et al. [87]. We have in parallel implemented the computation of the Berry curvature and its integral over the Brillouin zone, returning the vector Chern invariant. In insulators with time-reversal invariance the Chern number is zero, but in the presence of nuclear magnetic dipoles it is non-zero and this provides for a useful additional check on the system response.

3.1.5. Hybrid functionals: ongoing developments

Hybrid functional calculations (generalized Kohn–Sham DFT) can be performed in abinit with different values of the input variable libxc or icexsma: PBE0 (41), HSE06 (-428), HSE03 (-427), B3LYP (-402), where the negative values correspond to functionals defined through the libxc library [45]. Also, simple Hartree–Fock (40) is available.

Two calculation procedures have been implemented: (1) using a Kohn–Sham orbital basis set, as for GW calculations; (2) using a plane wave basis set, as for usual self-consistent calculations. The first implementation follows a prior Kohn–Sham calculation, and delivers the eigenenergies (but not the total energy, forces and stresses). It can be activated using optdriver = 3 or 4, with gwcaltyp = 5, 15 or 25 and the above-mentioned different values for icexsma. The second implementation can be activated with the usual optdriver = 1 and the above-mentioned values for icexsma. Both work with norm-conserving pseudopotentials (including non-linear core corrections) as well as PAW, for insulators and metals, for spin-unpolarized and collinear spin-polarized cases, while the spin-non-collinear case is under development.

The plane wave basis set implementation is based on a double self-consistent loop. Inside the outer self-consistent loop, an "adaptively compressed exchange" (ACE) operator is first generated, following Ref. [88]. This is the most time-consuming step of the methodology, the occurrence of which, for this reason, has to be minimized. The Kohn–Sham equation and the density
self-consistent updates are performed in an inner loop, with the ACE operator being kept constant. This inner loop, with fixed ACE operator, is very similar to the usual SCF loop of DFT, for which the choice of the algorithm for mixing the density or potential is governed by the input variable iscfc.

The outer loop methodology involves combining input and output wavefunctions from previous steps. It is done thanks to a biorthogonalization procedure, that allows abinit to combine linearly such wavefunctions, bypassing the phase-matching problem between different sets of wavefunctions. More precisely, the last set of wavefunctions $|\psi_m^{n}\rangle$ is chosen as reference, $|\phi_{mk}^{n}\rangle = |\psi_m^{n}\rangle$. The other sets $|\psi_m^{n}\rangle$ (input or output of previous steps) are biorthogonalized to it by computing the overlap matrix with the reference set, then inverting this matrix and applying it to the wavefunctions $|\psi_m^{n}\rangle$, to deliver $|\psi_{mk}^{n}\rangle$ with the biorthogonal property:

$$\langle \psi_{mk}^{n} | \psi_{mk}^{n} \rangle = \delta_{nn'}.$$  

(7)

Such biorthogonalized sets of wavefunctions $|\psi_{mk}^{n}\rangle$ can then be linearly combined using coefficients $\alpha_{mk}$ determined from standard iterative algorithms (for example, the Pulay DIIS method [89,90]) to deliver new biorthogonalized wavefunctions, $|\psi_{mk}^{n+1}\rangle = \sum_{m} \alpha_{mk}|\psi_{mk}^{n}\rangle$, then orthonormalized, and used as input for the next step in the outer loop.

The plane wave implementation includes the possibility to downsample the wavefunction wavevector grid [91], to speed up the computation of the ACE operator. Parallelism over wavevectors is available. Forces and stresses are computed.

On top of such plane wave basis set hybrid functional calculations, GW calculations can be performed, both non-self-consistently (for example G $\partial W$ @HSE06) or self-consistently, with the different types of self-consistency that are allowed by the GW computation implementation in abinit governed by gwvaltyp. Note that the facilities for GW calculations in Abinit are already relatively mature, and described in previous publications [3,16,17].

Currently, the tests of the implementation are as follows: v7#68 to v7#72; libxc#51-libxc#53; libxc#67-libxc#74; para0#09; para1#09-para1#94.

3.2. Progress in density-functional perturbation theory calculations

3.2.1. DFPT for non-collinear systems and Zeeman magnetic field perturbation

While the implementation of DFPT in abinit already included the collinear spin case as well as the spin–orbit coupling case [92], it has now been extended to the case of non-collinear magnetic systems [93].² The main problem to face for such an extension is to treat the exchange–correlation term, for which most of the present functionals have been built through a collinear framework. With such collinear functionals, the off-diagonal derivatives (containing the magnetization densities along the x and y directions) cannot be calculated since these components are neglected. One solution would be to use non-collinear exchange–correlation functionals recently proposed for LDA and GGA functionals [94–96]. Here, we have implemented approaches that allow to nevertheless exploit the collinear exchange–correlation functional derivatives to solve a non-collinear problem. The main idea is to transform locally the non-collinear derivatives to a collinear regime by aligning the local magnetization with the local quantization axis for each real space point. This alignment permits the computation of the derivatives locally in the usual collinear framework and then recovery of the global non-collinear orientation by performing the inverse transformation.

We have implemented two main methods to do the back and forth transformations, selected by the ixcrrot input variable. The first method consists in a Taylor expansion of the spin rotation matrix (ixcrrot = 1): it is independent of the choice of exchange–correlation potential (although only LDA is available at the moment). The second method uses an analytical expression for the LDA exchange–correlation derivatives (ixcrrot = 2). As an alternative, the first method has also been implemented using an analytical expression of the transformation matrix (ixcrrot = 3). These methods give the same results but we observed that the second one could be slower to converge than the other two (for the SCF cycle), though it might be system dependent. The default value has thus been set to ixcrrot = 1. About a dozen of tests of the implementation are present, grouped in tests/v8, from v8#68 to v8#80.

As of abinit v.8.10.3, the implementation has been completed for norm-conserving pseudopotentials and LDA functionals only; the atomic and electric field perturbations are treated only at the Γ point. Further developments will extend this implementation to the PAW case and to the q-dependent atomic perturbation as well as the strain perturbation. Eventually, GGA and hybrid functionals will be considered.

Within this formalism, we have also extended the DFPT implementation of abinit to the homogeneous magnetic field perturbation applied to the electronic spins, yielding the electron spin part of the Zeeman interaction. Note that this does not include the coupling between the homogeneous magnetic field and the electronic orbital motion, which is considered separately and currently only for the ground state (Section 3.1.4). The non-collinear spin DFPT framework naturally allows for the linear response calculation of the electron spin susceptibility $\chi''_e$ [97,98]. The magnetic susceptibility components can be estimated either through the second derivatives of the total energy, $\chi_{e\alpha\beta} = \frac{1}{2}\frac{\partial^2 E}{\partial B_\alpha \partial B_\beta}$, or, equivalently, by integrating the first derivative of the magnetization density with respect to the magnetic field perturbation, $m_{\alpha\beta} = \frac{\partial m_{\alpha\beta}}{\partial B_\beta}$, to $B_{\beta}$ perturbation. This implementation has been done for LDA functionals and within the norm-conserving formalism and for static $\mathbf{q}$-dependent first potential derivative $v'_{\mathbf{r}} = (\mathbf{B}_{\mathbf{r}} \cdot \mathbf{q} + c.c.) \cdot \mathbf{\sigma}$ where $\mathbf{B}$ is the magnetic field perturbation, $\mathbf{\sigma}$ the Pauli matrices and c.c. stands for complex conjugate.

The input variable to activate the DFPT electron spin magnetic field perturbation is rimagn = 1, the direction of the field is given by rdifdr and the $\mathbf{q}$ vector by the qpt input variable. The implementation has been done for both collinear and noncollinear cases, the rdifdr flag being meaningless for the collinear case. We note that care should be taken for the transverse response at $\mathbf{q} = 0$, which could give divergent spin magnetic susceptibility for the transverse direction of the magnetic field in ferromagnetic cases where no anisotropy term is present (in this case there is no energy cost to turn all the spins together, which is often the

² As a side note, in ABINIT, the determination of the group of symmetries of a system explicitly takes into account not only the types and positions of all atoms, but also their magnetic characteristics, as defined by the user using the spinm input variable and optionally the symad or spgad input variables: in the collinear case, abinit possibly finds and handles spin-flipping symmetries, needed to deal with antiferromagnetic (Shubnikov) space groups, while in the non-collinear case, abinit selects the symmetry operations that are compatible with atomic types, positions and magnetizations (but no magnetic operations of symmetry are yet allowed in that case). Such characteristics of the system are then preserved during the whole simulation, i.e. the charge and magnetization are symmetrized using the determined set of symmetries, including the spin-flipping ones, and the wavevector sampling is reduced to the corresponding irreducible Brillouin zone. This amounts to an interesting direct halving of the CPU time in the case of antiferromagnetic space groups, since abinit only computes the spin-up wavefunctions and densities, and deduces from symmetry operations the spin-down wavefunctions and densities. Such treatments are also available in the DFPT case. By the way, abinit can handle all 1191 "black-white" Shubnikov antiferromagnetic space groups (type III and type IV, see the input variable spgad), in addition to the usual 230 Fedorov space groups.
case in the absence of spin–orbit coupling). The implementation is tested in v8#66, v8#68, v8#69, and v8#70.

As noted, the magnetic field perturbation has been implemented for LDA functionals and norm-conserving pseudopotentials. In the future it will be extended to the PAW formalism and to GGA and hybrid functionals.

3.2.2. DFPT including van der Waals interactions

The implementation of the DFT-D dispersion schemes [99–101], introduced briefly in a previous Abinit publication [17], has been completed. These DFT-D methods, namely DFT-D2, DFT-D3 and DFT-D3(BJ), add a pairwise term to some common functionals such as GGA-PBE, in order to capture more accurately long-range electron–electron correlation. They can be activated using the vdw xc variable, with precision controlled using the vdw tol variable. A three-body term can also be introduced using vdw tol 3bt, but its use is questionable for periodic systems [102]. The DFT-D pairwise terms not only can be added to ground-state and relaxation computations, but also to response functions calculated by DFPT, including phonons and strain. The corresponding theoretical derivations and implementation validations can be found in Ref. [102] for interatomic force constants and in Ref. [103] for elastic constants, respectively. Examples of usage and of application can be found in the tests vdwxc#10, v7#97 to v7#99, in the previously cited references, or in Ref. [104].

3.2.3. Raman intensities in PAW

Within the Placzek’s approximation, the Raman intensity of the Stokes process associated to a phonon mode m depends on experimental parameters and the Raman tensor $\alpha^m$ [105–107]:

$$\omega_j = \sum_{\kappa,\beta} \frac{d\chi_{ij}}{d\xi_{ij}} u_m(\kappa,\beta),$$

where i and j stand for spatial directions, $\chi$ is the electric susceptibility, $\xi_{ij}$ is the coordinate of the atom $\kappa$ in the direction $\beta$ and $u_m$ is the displacement of the atom for the mode m. $\chi$ describes the linear response of the system with respect to the application of an external electric field, which can be obtained from DFPT at second-order, the Raman tensor is obtained from the third-order level of perturbation.

The computation of the Raman tensor was already implemented in Abinit in the so-called “Berry phase” formalism [107], but was limited to norm-conserving pseudopotentials. Here we present a new implementation, valid for both norm-conserving pseudopotentials and the PAW formalism, in which both TO and LO modes can be treated. We follow the scheme presented by Miwa [108], where the electric field is treated analytically in a full DFPT formalism, leading to the resolution of a non-self-consistent second-order Sternheimer equation.

For the user the workflow is as follows. After having obtained the ground-state and first-order wavefunctions, one has to add two supplementary datasets to compute the second-order wavefunction derivatives, the first one with the keyword rf2_dkdl and the second one with rf2_dkde = 1. getwf (resp. getdke, get1den, getdeld) are used to read ground-state (resp. first-order) quantities in both datasets. The second dataset also needs getdke, as it uses the second-order derivative of wavefunctions computed by the first one. The directions to be computed are given by rf2_pert1_dir and rf2_pert2_dir. However, when computing third-order derivatives of the energy, symmetries can be used to reduce the number of directions to be actually computed. prepanl = 1 can be used in rf2_dkdk = 1 or rf2_dkde = 1 datasets to automatically compute the needed directions only. A final dataset is needed to compute third derivatives of the energy, activated with opdriver = 5. The new implementation is activated with usepead = 0, and the required second-order wavefunction derivatives are read using getdke. The tests v8#81 to v8#89 are examples of such a workflow.

The Raman tensor is obtained with the mrgddb and anadbb Abinit tools, as explained in the DFPT/NLO tutorial. One obtains relative intensities with [105,106]:

$$I_m \propto (\eta_m + 1) \left( \frac{\omega_0 - \omega_m}{\omega_m} \right)^4 \left| \frac{\epsilon_i \alpha^m \epsilon_j}{\epsilon_i} \right|^2,$$

where $\omega_0$ and $\omega_m$ are the laser and the phonon frequencies respectively, $\epsilon_i$ and $\epsilon_j$ are the polarization direction of the incident and scattered light respectively, and $\eta_m = (\epsilon^{\text{phonon}}/\epsilon^{\text{light}} - 1)^{-1}$ is the Boson occupation factor. The anadbb output can be analyzed to produced Raman intensities using Eq. (10) with the post-processing Python script Raman_spec.py. Powder spectra can also be computed, see Fig. 3.

For this version of abinit, the computation of Raman intensities is now available for both norm-conserving and PAW pseudopotentials. In both cases, only LDA functionals can be used, and the system must be unpolarized or collinear spin-polarized (nspinor = 1 and nspnop = 1 or = 2). The extension to the PAW+U formalism is under development.

3.3. Progress in electron–phonon calculations with Abinit

3.3.1. Recent developments

Electron–phonon (EPh) calculations have been available in Abinit for a long time with the help provided by the anadbb tool designed as a post-processing step of the EPh matrix elements computed at the end of the DFPT calculation. On the one hand, this approach was relatively easy to implement as most of the work, in particular the computation of the EPh matrix elements, was already performed by the DFPT code. On the other hand, the resulting implementation was too rigid as several important dimensions such as the number of k-points, q-points and bands in the EPh matrix elements had to be fixed at the level of the DFPT calculation. Performing convergence studies with respect to the k-point sampling, for instance, required performing new (and more expensive) DFPT calculations with denser k-meshes. Similarly, convergence studies for the q-points required additional DFPT computations, possibly on meshes that were multiples of the initial sampling so to reuse the q-points computed previously.

To address these limitations, abinitv8 provides a new driver explicitly designed to compute the EPh matrix elements and
related physical properties. A different philosophy is used, in which EPH matrix elements are computed directly starting from the basic ingredients, namely, the ground-state wavefunctions stored in the WFK file, and the first-order change of the Kohn–Sham (KS) potential produced by the DFPT code. This approach allows for more flexibility because electron and phonon calculations are now partly decoupled: the \( \mathbf{k} \)-mesh can be densified by performing non-self-consistent calculations, thus bypassing the DFPT part, and interpolation schemes for the linear-response in \( \mathbf{q} \)-space can be readily implemented.

Unlike the previous algorithms implemented in anaddb, the new driver is directly interfaced with the \textit{abinit} executable. This means that important anaddb variables related to the computation and diagonalization of the dynamical matrix such as \textit{asr} and \textit{dipdip} have been added to the \textit{abinit} input file as well. A typical EPH calculation with the new driver is schematically depicted in Fig. 4. The brown boxes represent standard DFPT calculations done with relatively coarse \( \mathbf{k} \)- and \( \mathbf{q} \)-meshes. These calculations produce Derivative DataBase (DDB) files with dynamical matrix elements, and POT files with the local part of the first-order change of the KS potential (referred to as the DFPT potential below). A new utility, \texttt{mgdvd}, has been added to merge the DFPT potentials in a single “Derivative of V(\( \mathbf{r} \)) DataBase” DDB file, while the partial DDB files can be merged, as in previous versions, with the \texttt{mgdadb} tool. The EPH driver (blue box) receives as input the two databases and a ground-state WFK file that may have been produced with a different \( \mathbf{k} \)-mesh (or even with a different number of bands) and uses these ingredients to compute the EPH matrix elements and associated physical properties. As the calculation of the DFPT potentials represents a significant fraction of the overall computational time, especially when compared with the non-self-consistent computation of the WFK file, the new EPH driver allows the user to densify the \( \mathbf{q} \)-mesh for phonons using the Fourier-based interpolation technique proposed by Figueres and Ambrosch-Draxl in Ref. [110]. In this method, one computes the Fourier transform

\[
W_{\omega\alpha}(\mathbf{r}, \mathbf{R}) = \frac{1}{N_q} \sum_{\mathbf{q}} e^{-i\mathbf{q}\cdot(\mathbf{r}-\mathbf{R})} \tilde{W}_{\omega\alpha}(\mathbf{q}),
\]

(11)

where the sum is over the \( \mathbf{q} \)-points belonging to the coarse grid used for the DFPT calculation and \( \tilde{W}_{\omega\alpha}(\mathbf{q}) \) represents the (lattice-periodic) first order derivative of the local part of the KS potential associated to atom \( \kappa \) along the cartesian direction \( \alpha \). Once \( W_{\omega\alpha}(\mathbf{r}, \mathbf{R}) \) is known, one can interpolate the potential at an arbitrary point \( \mathbf{q} \) using the inverse Fourier transform

\[
\tilde{v}_{\omega\alpha}^{\text{scf}}(\mathbf{q}) \approx \sum_{\mathbf{R}} e^{i\mathbf{q} \cdot (\mathbf{R}-\mathbf{r})} W_{\omega\alpha}(\mathbf{r}, \mathbf{R}).
\]

(12)

The accuracy of this interpolation technique depends on two factors: the density of the initial \( \mathbf{q} \)-mesh defining the Born–von Karman supercell, and the localization in \( \mathbf{R} \)-space of \( W \). The long-range behavior of the DFPT potential in polar semiconductors and insulators is therefore problematic and a special numerical treatment is needed to enforce localization. As discussed in Refs. [111, 112], the long-range part associated to the displacement of atom \( \kappa \) along the cartesian direction \( \alpha \) can be modeled with

\[
V_{\omega\alpha}(\mathbf{q}) = \frac{4\pi}{\Omega} \sum_{\mathbf{G} \neq -\mathbf{q}} \left( \mathbf{q} + \mathbf{G} \right) \cdot \mathbf{Z}_{\omega\alpha}^{\text{lo}}(\mathbf{q}+\mathbf{G}) e^{i\mathbf{q}\cdot(\mathbf{r}_{\alpha} - \mathbf{r}_{\kappa})}.
\]

(13)

where \( \mathbf{r}_{\alpha} \) is the atom position, \( \Omega \) is the volume of the unit cell, \( \mathbf{Z}^{\text{lo}} \) and \( \mathbf{e}^{-\text{lo}} \) are the Born effective charge tensor and the dielectric tensor, respectively, and summation over the cartesian directions \( \beta \) is implied. Inspired by the approach used for the Fourier interpolation of the dynamical matrix in polar materials [10], we subtract the long-range part from the DFPT potentials before computing Eq. (11).

The EPH calculation is activated by \texttt{optdriver} = 7 while \texttt{eph_task} defines the physical properties to be computed. In \textit{abinit} v8, one can obtain phonon linewidths in metals \texttt{v7#88}, compute EPH matrix elements and save the results in netCDF files that can be used by external codes, as illustrated in \texttt{v7#89}. Last but not least, one can estimate the correction to the zero-point renormalization of the band gap in polar materials using a generalized Fröhlich model based on \textit{ab initio} effective masses [113]. An example input file is available in \texttt{v7#88}. Note that not all the new EPH features are available in \textit{abinit} v8. Some of the ongoing developments, which will be made available in version 9, are briefly discussed in the following.

### 3.3.2. Ongoing developments

The electron–phonon self-energy [112] describes the renormalization of the single-particle energies due to the EPH interactions as well as the lifetime of the excitations. First-principles calculations of the EPH self-energy are therefore crucial to understand the temperature-dependence of band gaps, including the correction due to zero-point motion, as well as for computing phonon-limited mobilities within the Boltzmann transport equation. In \textit{abinit} v9, it will be possible to compute the EPH self-energy in the Kohn–Sham representation using the EPH matrix elements. The code employs optimized algorithms to compute either the full self-energy (needed for QP corrections and spectral functions) or just the imaginary part that is then used to evaluate mobilities within the self-energy relaxation time approximation (SERTA) [112,114]. The computation of the mobility will be fully integrated inside \textit{abinit}, and will be an automatic output of the computation of the imaginary part of the self-energy, bypassing the need to post-process results. When computing the full self-energy, it is possible to reduce the number of empty states required for convergence by using the first-order wavefunctions obtained by solving the relevant Sternheimer equation. In the case of lifetime computations, the code takes advantage of the tetrahedron method to filter contributing \( \mathbf{q} \)-points, a double-grid integration technique to accelerate the convergence at marginal additional computational cost, and samples the relevant regions in the Brillouin zone contributing to transport properties, thus leading to a significant reduction of the computational effort.
Crystalline symmetries are used throughout the code in order to reduce the number of \( \mathbf{k} \)- and \( \mathbf{q} \)-points that must be explicitly included in the integrals. To achieve good parallel efficiency, the most CPU demanding parts are parallelized with MPI employing a distribution schemes over \( \mathbf{q} \)-points, perturbations and bands (the band level is available only when computing the full self-energy).

### 3.4. PAW-related ongoing developments

PAW-related improvements and features are currently in various stages of development, including improvements for the optical and X-ray spectroscopy within the PAW framework, the possibility to relax core wavefunctions and the option to use meta-GGA functionals within the PAW method. These are described below.

Within the PAW framework, it has been possible for quite some time to calculate dipole matrix elements between (explicitly treated) valence/conduction electronic states (\( \text{prtnabl}\alpha = 1 \)) and between such states and core states (\( \text{prtnabl}a = 3 \)). They can be used by the post-processing tool \( \text{conduction-tol} \) to calculate the optical conductivity and X-ray absorption spectra, respectively [115]. Current development is focused on ensuring full compatibility of these spectroscopy features with spinor calculations (\( \text{ns} i\text{np} = 2 \)). In addition, in spinor calculations the consideration of spin–orbit coupling effects in the dipole matrix element \( M_{ij,k} \) using a semi-relativistic current operator [116] will also be possible:

\[
M_{ij,k} = \langle \psi_{j,k} | \mathbf{v} | \psi_{i,k} \rangle ,
\]

where \( \mathbf{v} \) is the velocity operator, \( \mathbf{V}(\mathbf{r}) \) is the spherical potential and \( \sigma \) is the vector of Pauli matrices. The use of spinors in the PAW framework will also allow for the use of spinor core wavefunctions in the core-valence dipole matrix elements. The spinor core wavefunction, which is calculated Dirac-relativistically in a new version of the PAW dataset generator \( \text{atomps} \alpha \) [50], has the following structure [6]:

\[
\psi_{ij,m} = \begin{pmatrix} g_{ij}(r) \psi_{ij}^m \\ f_{ij}(r)^* \psi_{ij}^m \end{pmatrix} ,
\]

two dimensional analytic expression given by:

\[
\psi_{ij}^m = \sqrt{\frac{1 + \frac{1}{2} \pm m_j}{2l + 1}} v_{ij}^m \chi_j \pm \sqrt{\frac{1 + \frac{1}{2} \pm m_l}{2l + 1}} v_{ij}^m \chi_l ,
\]

with \( j = l \pm \frac{1}{2} \). The analytic expression is directly implemented in the calculation of the matrix elements, while the radial wavefunctions are read from \( \text{atomps} \alpha \) output files. Note that only the particle part (upper components) of the Dirac 4-spinor will be used in \( \text{abinit} \). The use of spinor wavefunctions will allow for the prediction of spin–orbit splittings and branching ratios within X-ray absorption spectroscopy. All the aforementioned matrix elements will also be available as \( \text{m} \) \( \text{ncdf}\) files for use in other codes (\( \text{iomod}\alpha = 3 \)). The improvements to spectroscopy within the PAW framework are currently in the final testing and documentation stage and will be released soon.

The implementation of the relaxed core PAW (RCPAW) method is currently in an earlier stage of development. Originally proposed by Marsman and Kresse [117], this method allows for the relaxation of core wavefunctions in between SCF cycles, which is a compromise between a costly all-electron code and the frozen core approximation. Core relaxation is especially of interest for X-ray spectroscopy under warm dense matter conditions (high temperature and pressure).

Finally, in order to have a good estimation of electronic gaps at an economical computation cost, the possibility of using the exchange–correlation meta-generalized gradient approximation (meta-GGA) will be extended to the PAW approach following the work of Sun et al. [118]. It will be necessary to include the meta-GGA functional in the formalism implemented in \( \text{abinit} \) based on a Taylor series around the spherical contribution to the density (see Section 4.3.1 of [119]). A possible application of meta-GGA is to associate it with methods of energy landscape exploration. In this context, it will also be necessary to access the dynamic stability of materials (vibrational modes).

### 3.5. GW: bootstrap approximation and Monte-Carlo integration

While the core GW approximation in \( \text{ABinit}\) is mature [3,16,17], there are some new developments.

\( \text{GW} \) [120] vertex corrections in the screened interaction \( \mathbf{W} = \varepsilon^{-1} \mathbf{v} \) can be taken into account in \( \text{abinit} \) through the bootstrap approximation of the exchange–correlation kernel [121,122]:

\[
f_{\text{xc}}\mathbf{g}\mathbf{c}\mathbf{c}\mathbf{c}(\mathbf{q}, o) = \mathbf{v}_0 / 2 \mathbf{f}_{\text{xc}}(\mathbf{q}, 0) \mathbf{g}(\mathbf{q}) / \mathbf{v}_0 ,
\]

where \( \mathbf{v}_0 \) is the dielectric matrix within the random-phase approximation (RPA), and \( \mathbf{v} \) the bare Coulomb interaction. The target quantity, namely the inverse dielectric function \( \varepsilon^{-1} \) in Eq. (17), is determined self-consistently along with the \( f_b \) kernel. For homogeneous systems, the bootstrap kernel can be simplified by keeping only the head of the matrix element so that self-consistent iterations are avoided [123]. A related one-shot kernel proposed in Refs. [124,125] is also available in \( \text{abinit} \) through the keyword \( \text{gwgamma} \). Examples of such calculations can be found in the test v67eabpt#36.

Recently, an effort concerning the consistency between pseudopotential and plane-wave-based \( \text{GW} \) codes has been carried out [126]. In this study, the \( \text{abinit} \) GW code was compared to the \( \text{YAMBO} \) code [127] and the \( \text{BerkeleyGW} \) code [64]. It was realized that the main source of discrepancy among the codes is the method used to integrate the divergence in the exchange operator.

The expectation value of the exchange operator, \( \Sigma_e \), in a plane-wave basis reads

\[
\langle \mathbf{k}| \Sigma_e | \mathbf{k} \rangle = - \frac{1}{N_e \Omega} \sum_{\mathbf{q} \mathbf{G}} \mathbf{v}_\mathbf{c}(\mathbf{q}) | \mathbf{M}_{\mathbf{kq}}(\mathbf{q} + \mathbf{G}) |^2 ,
\]

where the matrix elements are defined as

\[
\mathbf{M}_{\mathbf{kq}}(\mathbf{q} + \mathbf{G}) = \langle \mathbf{k} - \mathbf{q} | \varepsilon^{-1} \mathbf{v}_\mathbf{c}(\mathbf{q}) | \mathbf{k} \rangle .
\]

Whereas the matrix elements smoothly converge to \( \delta_{\mathbf{ij}} \) when \( |\mathbf{q} + \mathbf{G}| \) goes to zero, the Coulomb interaction \( \mathbf{v}_\mathbf{c}(\mathbf{q}) = 4 \pi / |\mathbf{q} + \mathbf{G}|^2 \) requires a specific treatment since it is an "integrable divergence". In \( \text{abinit} \), the treatment of this delicate point is governed by the \( \text{icutcoul} \) input variable, \( \text{abinit} \) already contains numerous techniques for handling this term, such as the ones described in Refs. [128–130].

However, the comparison with other codes in Ref. [126] highlighted the performance of a simple Monte-Carlo integration of the Coulomb interaction \( \mathbf{v}_\mathbf{c}(\mathbf{G}) \) in the "mini-Brillouin zone" around \( \mathbf{q} + \mathbf{G} = \mathbf{0} \). This method transforms the \( \mathbf{q} \)-point summation in Eq. (18) back into an integral for the mini-Brillouin zone around the origin. Then, the integral is performed by brute force Monte-Carlo. In \( \text{abinit} \), we further avoid the divergence at the origin by considering a small sphere around it, in which the Monte-Carlo points are discarded and replaced by an analytical integration. The number of Monte-Carlo sampling points is hard-coded to a very large value, which we found adequate for all the cases we have studied so far.

In the future, we plan to extend this technique into the hybrid functional calculations in the ground-state part of \( \text{abinit} \).
3.6. Bethe–Salpeter equation: interpolation and temperature dependence

The computation of the dielectric function thanks to the Bethe–Salpeter equation (BSE) allows one to obtain optical absorption with excitonic effects. This capability of abinit v7, described in Ref. [131], Section 3.5.1, has been improved noticeably in abinit v8, following two directions.

First of all, a large speed up can often be obtained by the use of an interpolation technique, as described in Ref. [131]. This was presented briefly already in Ref. [17], Section 6.2. The relevant keywords are bs_interp_method and bs_interp_mode, while tests v67abpt#32 to v67abpt#35 present examples of such calculations.

Furthermore, the temperature-dependent optical absorption can now be computed. This is described in Ref. [132], Section 5.2. The approximation described in Ref. [133] is used. Namely, the electron–phonon interaction renormalizes the diagonal part of the BSE Hamiltonian according to:

\[ H_{\text{ck},v'/c}(k,T) = H_{\text{ck},v'/c}^{\text{Fock}} + \Delta \epsilon_{\text{ck}}(T) \delta_{v,v'} \delta_{c,c'} \delta_{k,k'} , \tag{20} \]

where \( H_{\text{ck},v'/c}^{\text{Fock}} \) is the “atomic-form” expression for the BSE Hamiltonian introduced in Ref. [17], Section 3.5.1. The diagonalization of Eq. (20) gives complex excitonic eigenenergies and therefore finite (temperature-dependent) lifetimes, and therefore requires a much more careful treatment than the usual Bethe–Salpeter equation. Indeed, the matrix is not Hermitian anymore. It can be diagonalized using a generic non-Hermitian algorithm, but also an iterative Bi-Lanczos algorithm can be used to avoid the direct diagonalization of Eq. (20). More details are given in Ref. [132], Section 5.2 and App. F of that article. An example of such calculations is presented in Fig. 5. Relevant keywords for the temperature dependence are bs_calc_type = 1, bs_calc_algo = 1 or 2. Also, a QPS file that includes the temperature-dependent electronic eigenenergies must be included. The tests v67abpt#50 and v67abpt#51 do not really test such capability, but feed in a BSE calculation quasi-particle energy file which comes from GW, that might alternatively come from a temperature-dependent electronic structure calculation, described in Sections 3.3 and 5.1.

3.7. DMFT: Progress in electronic correlations

Strongly correlated materials exhibit a wide variety of phenomena like magnetism, unconventional superconductivity, metal–insulator transitions and multiferroicity. Strong correlation generally originates from Coulomb repulsion in partially filled localized \( d \) or \( f \) shells, and is not very well described by current exchange–correlation functionals. Including these effects can be accomplished in a first-principles approach by adding explicitly in the Hamiltonian the Coulomb interaction for the localized correlated orbitals. This Hamiltonian can be solved in the static mean-field approximation, giving the DFT+ \( U \) method. A more accurate solution is provided by Dynamical Mean-Field Theory (DMFT) [134]. In this approach, local correlations are exactly solved by mapping each correlated atom to an effective Anderson impurity model (AIM), which is solved using an impurity solver such as the continuous-time quantum Monte Carlo method (CT-QMC) [135–137]. The combination of DFT with DMFT [138] and the calculation of \( U \) with constrained Random Phase Approximation were already present in abinit v7 and are described in Ref. [17], Sections 3.6 and 3.5.2. In the following, we detail recent advances in these implementations.

First, the DFT+ \( U \) implementation was extended by including the possibility of performing “charge only”-DFT+ \( U \) calculations as proposed in Ref. [139,140] in order to improve the description of exchange. In this scheme, the exchange and correlation potential and energy are computed using the total charge density and not the spin resolved densities. This possibility can be enabled for the full localized double counting using the input variable usepauw = 4. An example of such a calculation is given in test v8#35. This implementation was used in Ref. [141].

Secondly, the DFT+DMFT parallelism was improved for large systems. In particular, it is now possible to parallelize the calculation on both \( k \)-points and bands/g-vectors by using the input variable paral_kgb = 1 and related input variables. See examples of these calculations in tests paral#84, paral#85, and paral#86.

Finally, two new approaches to CT-QMC have been added to solve the AIM. In the first one, the density–density CT-QMC code available in abinit [17,142] was generalized in order to take into account off-diagonal elements of the hybridization function. This implementation is activated with the input variable dmft_solv = 8. Spin–orbit coupling calculations are possible, but using a real valued imaginary time hybridization function. An example of such a calculation is available in test paral#83. This solver was used in Refs. [143,144].

In the second approach, we use the Toolbox for Research on Interacting Quantum System (TRIQS) library [53], which is an open-source project that provides a framework for many-body quantum physics and more specifically for strongly-correlated electronic systems. TRIQS provides an open source implementation of the continuous-time hybridization expansion quantum impurity solver (CT-HYB) [145], considered a state-of-the-art solver for multi-orbital AIM. An interface between abinit and the impurity solver TRIQS/CT-HYB is now available and will make use of the independent progress made by the TRIQS library. Relevant input variables for the choice of impurity solver are: dmft_solv = 6 or 7 for the CT-HYB solver with the density-density part or the fully rotationally invariant formulation of the interacting Hamiltonian, respectively. TRIQS uses a linear frequency mesh, the dmft_nwli keyword specifies the number of frequencies for the entire mesh and the keyword dmftqmc_l for the number of time slices for the imaginary time Green function are constrained to dmftqmc_l > 2 \times \text{dmft_nwli}. The TRIQS/CT-HYB library uses the Legendre polynomial basis to efficiently represent Green functions as in Ref. [146]. The input variable which fixes this basis size is dmftqmc_triqs_nleg. Tests paral#99 and v8#01 present examples of such calculations.

3.8. Progress in high-performance computing

In the race to increase computing power, supercomputer architectures have recently changed considerably. Currently, a modern supercomputer can typically perform between dozens and hundreds of teraflops for a few megawatts. This increase in power is due to the use of a new type of processing units, taking advantage of multitasking parallelism, via dedicated graphical processing units, and vectorization in many-integrated-core processors.

To take advantage of this evolution of computing architectures, we included new features in the abinit code. Adaptations for GPUs and CPUs, although implemented a few years ago, were no longer suitable to take advantage of many-core processors.

The current implementation is based on a new abstract layer which manages the memory allocations/deallocations, and drives the linear algebra calculations with a hybrid MPI+OpenMP paradigm. The old Locally Optimal Block Preconditioned Conjugate Gradient (LOBPCG) implementation [147] has been replaced by a new one written from scratch, focusing on the memory footprint and the computational efficiency. The new wavefunction optimization algorithm (wfoptalg = 114) is automatically activated when the band-FFT-k-point parallelization is activated.
Fig. 5. Imaginary part of the temperature-dependent dielectric function of silicon obtained (a) from a $12 \times 12 \times 12$ $k$-point grid with $2 \times 2 \times 2$ multiple shifts and (b) from a $16 \times 16 \times 16$ $k$-point grid with $4 \times 4 \times 4$ multiple shifts. DFT (0.1) is the frozen-atoms results with a numerical broadening of 0.1 eV. From Ref. [132], Section 5.2.

Fig. 6. Performances of Abinit: Locally Optimal Block Preconditioned Conjugate Gradient (LOBPCG) algorithm on a supercomputer. Comparison of old (2008) and new (2018) implementations. The graph shows the time to solution for one iteration of the self-consistent cycle. The test case is a 1960-atom crystal of Ga$_2$O$_3$ (8640 electronic valence bands, 1 $k$-point, no spin polarization). The underlying hardware is the French Joliot-Curie supercomputer (TGCC computing center), a cluster of Intel Skylake 48-core nodes. The old implementation uses only MPI processes whereas the new one is based on hybrid MPI-openMP parallelism (24 tasks per MPI process in the present test).

(paral_lgkb = 1). A compilation of Abinit with both MPI and OpenMP is recommended to get the best of this implementation. Currently, best performance is obtained with the use of Intel MKL multi-threaded library.

To run a calculation with both OpenMP and MPI, first the user should not try to activate MPI FFT parallelism (setting npfft ≠ 1), as this is enforced by the code when abinit runs in multi-threading mode. The parallelization over $k$-point grid must be fully exploited, because it is the most efficient one. Then the number of MPI processes dedicated to band parallelism (npband keyword) and the number of bands per MPI process (bandpp keyword) should be chosen so that their product is a divisor of the number of bands (nband) and the closest to nband; ideally npband $\times$ bandpp = nband. In the latter case, the algorithm reaches its highest efficiency and numerical stability with the inconveniences of an increase of the memory and longer self-consistent electronic steps. A comparison between the old algorithm and the new algorithm described here is illustrated in Fig. 6. In cases where abinit does not use multi-threading, a new implementation of ScalAPACK is used for some critical parts. The keyword slik_rankpp can be set to choose the size of a matrix per MPI process. Usually, a value between 100 and 1000 is fine; the advanced user should run tests to find out the best adequate value which depends on the architecture. Then, the code will automatically switch on/off the use of ScalAPACK and the number of MPI processes. To impose the number of MPI processes used, one can set the np_slk input keyword to the desired value. Note that the new ScalAPACK implementation is not compatible with multi-threading due to non thread safety of some critical functions, whatever the implementation.

Finally, note that ScalAPACK can be replaced by the Eigenvalue solvers for Petaflop-Applications (ELPA) library [52] to obtain even better performances.

4. New projects within Abinit: Multibinit and A-Tdep

4.1. Multibinit: A second-principles approach to materials properties

Although DFT software applications, such as abinit, allow one to compute increasingly complex properties of increasingly complex systems, first-principles computations remain extremely demanding in terms of computer time, limiting their practical use to relatively small unit cells (a few hundred atoms) and time-scales (a few ps). In order to overcome this limitation, many efforts have been devoted to the development of so-called “second-principles” methods, which use first-principles data to build effective potentials [148–155]. These target the modeling of mesoscale systems (up to a few hundred thousand atoms) at operating conditions (finite temperature, appropriate mechanical constraints) while retaining most of the first-principles accuracy and predictive power.

The new multibinit application (Fig. 7) has the goals of automating and integrating (i) the construction of second-principles effective models for distinct degrees of freedom, such as lattice, spin or electrons; and (ii) the use of these models to access dynamical properties at finite temperatures, either independently or coupled together. multibinit has a modular design targeting high extensibility. A basic architecture, common to all degrees of freedom, was put in place so that the physics, including the potentials and equations of motion, can be expressed in a systematic way, allowing for an easier treatment of a combination of distinct degrees of freedom (for example, simultaneous spin and lattice). The first release of multibinit was restricted to the atomistic lattice model (Fig. 7, red part). The next release will include the spin model (Fig. 7, cyan part). Ongoing developments concern the spin-lattice coupling, the projection on lattice modes and the interface with the SCALE-UP electron module (Fig. 7, gray part).

3 link abinit with $\text{–lmkl\_intel\_gnu\_thread}$ instead of $\text{–lmkl\_sequential}$ and invoke $\text{--enable\_openmp}$ during the configuration of abinit.
4.1.1. Lattice model

At the lattice level, multibinit relies on a Taylor series expansion of the Born–Oppenheimer potential energy surface (PES) around a reference structure, in powers of individual atomic displacements \((R)\) and macroscopic strains \((\eta)\), as proposed in Ref. [150] at both harmonic \((\text{har})\) and anharmonic \((\text{anh})\) levels:

\[
E^{\text{PES}}[R, \eta] = (E^{\text{har}}_{\text{phon}}[R] + E^{\text{anh}}_{\text{phon}}[R]) + E^{\text{har}}_{\text{el}}[\eta] \\
+ (E^{\text{anh}}_{\text{spin}}[R, \eta] + E^{\text{anh}}_{\text{strain}}[R, \eta]).
\]  

(21)

multibinit can construct a lattice atomistic model from first-principles data provided in two separate input files, according to the following procedure.

The first input file is the Abinit DDB containing all the second energy derivatives as calculated by linear response providing all harmonic terms in Eq. (21). \(E^{\text{har}}_{\text{phon}}[R]\) is related to the real space interatomic force constants, including a short-range part and, for insulators, a long-range dipole–dipole interaction. The latter is estimated from the Born effective charges and optical dielectric tensor, and treated explicitly [156,157]. \(E^{\text{har}}_{\text{el}}[\eta]\) is associated to the elastic constants. \(E^{\text{anh}}_{\text{spin}}[R, \eta]\) is related to atom-strain couplings.

Determining the anharmonic part \((E^{\text{anh}}_{\text{phon}}[R] + E^{\text{anh}}_{\text{strain}}[R, \eta])\) is more delicate: a second input file in the abinit.HIST.nc (history) format provides DFT energies, forces and stresses for a set of ionic configurations, which will be used as a training set. multibinit generates all symmetry adapted terms (SAT) [150] compatible with the reference configuration, up to a given order and range (see input variables \(\text{fit}_{*}\)) of interactions provided by the user. Then, the most relevant terms are selected and their coefficients fitted to reproduce the training set of DFT forces and stresses, following the optimization procedure proposed by Escorihuela et al. [158]. The training set should contain a representative “unbiased” sampling of the PES, and can be generated in many different ways. Currently we favor the use of \textit{ab initio} molecular dynamics runs (\texttt{abinit, ionmov} = 12, 13) at different temperatures, augmented by an automatic generation of distorted structures from random occupations of stable phonon modes (\texttt{abinit, ionmov} = 27).

In some situations, this automatically generated model will yield an energy which is not bound from below, for large displacements. An automatic bounding procedure was implemented \((\text{bound\_model} = 2)\), to identify and add appropriate high order terms with positive coefficients that improve the description of the PES by confining the atomic displacements. A new more efficient procedure \((\text{bound\_model} = 3)\) is under development, which identifies the complete set of even high order terms with positive coefficients necessary to bound the potential.

Once the effective \(E^{\text{PES}}[R, \eta]\) is known, it can be used for finite temperature simulations in much larger supercells (still imposing periodic boundary conditions). At this stage, multi-binit is restricted to classical molecular dynamics simulations, but other options are under development (Monte-Carlo, path-integral molecular dynamics).

We note that such a lattice model is a direct generalization of the effective Hamiltonian approach introduced during the 1990s by Zhong, Vanderbilt and Rabe [159] to study structural phase transitions in perovskites. A new option (\texttt{eff\_hamilt} = 1) is presently under development within multibinit, in order to project the full \(E^{\text{PES}}\) in the restricted subspace spanned by one or a few lattice Wannier functions [160]. This will enable simulations within a restricted subspace of vibrational modes, and with even larger supercells.

To help the user post-process the output of multibinit (as well as abinit and other software), a specific tool has been developed named Agate [161] (formerly APPA). The basic usage of Agate is through commands in a vim-like environment, and a more user-friendly GUI named qGate [162] is also available. The main features include the calculation of mean square displacements, velocity autocorrelation functions, pair distribution function, or the graphical representation of the evolution of lattice and atomic positions, temperature, pressure, stress and other properties. One particularly useful function is the ability to project the trajectory onto phonon modes. More can be found at the website [161]. Invoking Agate with the --help option will also provide all the available features and functionalities.

4.1.2. Spin model

At the spin level, multibinit implements the most commonly used model for spin systems, via the Heisenberg Hamiltonian including magnetic exchange and Dzyaloshinskii-Moriya interactions [163,164] interactions. Single ion anisotropy and dipole–dipole interactions are also included, and all terms bear a very strong similarity to the quadratic part of the lattice model Hamiltonian. A number of open source spin dynamics codes already exist, such as UPASD [165], VAMPIR [166], OOMF [167]; the distinguishing features of multibinit are the integration with abinit, to fit parameters, and the simultaneous dynamics with other degrees of freedom (in particular using the inter-atomic force constants). The spin features of multibinit are functional in the forthcoming version of abinit, and continue to be developed.

The Heisenberg Hamiltonian parameters are generated using the magnetic force theorem, in which a local spin rotation is treated as a perturbation [168]. As abinit uses a plane wave basis set, the spin localized around a specific atom is not readily available. The localized perturbation is therefore applied to a Wannier-function based tight-binding Hamiltonian, which is mapped from the abinit results using the abinit-Wannier90 interface [169]. The method is implemented in a stand-alone Python code TB2], which requires a Wannier-function Hamiltonian built from a single ground-state DFT calculation and generates the inputs for multibinit directly.

The dynamics of the spin system can be simulated at finite temperature with either the Landau-Lifshitz-Gilbert equation [170] or the Monte-Carlo method. Subsequently, thermodynamic quantities can be calculated such as macroscopic magnetic moments, susceptibility, and specific heat. Both the generation of the parameters and the spin dynamics are described in a tutorial.

The coupling between the spin and lattice degrees of freedom is currently being implemented including the first two non-vanishing coupling terms: the first term is quadratic in the spin
4.1.3. Electron model

The advantage of an effective lattice model as described above is that it integrates out the electronic degrees of freedom, which strongly simplifies and accelerates the model. Although avoiding the explicit treatment of the electrons is typically seen as an advantage for low-cost lattice dynamics, it can be a drawback for addressing problems in which the system can naturally evolve on different PES, showing distinct spin, orbital or charge orderings, or is moved away from the initial PES, say by electronic excitation, or electron doping. The next release of multibinit will be interfaced with the external SCALE-UP module [55] which reintroduces the explicit treatment of a small number of selected electronic degrees of freedom and their coupling to the lattice degrees of freedom, while avoiding double counting, as described by Garcia et al. [151].

4.2. A-TDEP: Temperature dependent effective potential for ABINIT

When considering ground state calculations, numerous linear and non-linear response functions are available in abinit, in particular through an intensive use of DFPT. In most situations, the quasi-harmonic approximation (QHA) allows one to extrapolate the 0 K results obtained to finite temperature, see for example the study of thermal expansion and temperature-dependent elastic constants of Si in Ref. [171]. However, the QHA fails or cannot be applied in various particular cases: when the system is close to a phase transition, when the phase of interest is not stable at 0 K, or when one wants properties at high temperature.

In these situations, an implicit treatment of the temperature through a volume variation is no longer sufficient and a dedicated calculation, taking into account the temperature explicitly, is needed. In particular, by performing ab initio molecular dynamics (MD) or Monte-Carlo (MC) simulations, one can capture the anharmonic features involved in the phonon–phonon scattering and lacking in the QHA approximation.

One way to extract all the lattice dynamic properties from MD simulations was proposed by Esfarjani and Stokes [172] then developed by Hellman et al. [173–175]. Named “Temperature Dependent Effective Potential” (TDEP), this formalism uses a least-squares method to compute the temperature-dependent interatomic force constants (IFC). As highlighted in several publications, this method efficiently captures a large variety of explicit thermal effects [176–180].

Formally, at each time step \( t \), the MD potential energy \( U_{MD}(t) \) can be expanded around equilibrium positions \( \tau(0) \) as:

\[
U_{MD}(t) = U_0 + \sum_p \frac{1}{p!} \sum_{i, k; a, ...} \theta_{i, k}^{a, ...}(p) u_{i, k}^{a, ...}(t) u_{i, k}^{a, ...}(t) .
\]

(22)

with \( u_{i, k}^{a, ...}(t) = \tau_i^{a, ...}(t) - \tau_i^{a, ...}(0) \) the displacements and \( \theta_{i, k}^{a, ...}(p) \), the IFC matrix at \( p \) th order. In this framework, the force acting on atom \( i \) in direction \( a \) can be written:

\[
F_{i, MD}(t) = \sum_{p=0}^{\infty} f_{i, p}^{a}(u_{MD}(t)) \theta_{i, k}^{a, ...}(p).
\]

(23)

with \( \theta_{i, k}^{a, ...}(p) \), the \( i \) IFC parameters at the \( p \) th order and \( f_{i, p}^{a}(u_{MD}(t)) \) a function gathering all the contributions coming from the atomic displacements. When the number of MD time steps is large, one can solve this system of equations by searching its least squares solution. Let us define the residual \( \mathbf{R} = \mathbf{F}_{MD} - \mathbf{f} \Theta \). To obtain the best solution, the measure \( S = \min(\mathbf{R}) = ||\mathbf{F}_{MD} - \mathbf{f} \Theta||^2 \) is minimized with respect to \( \Theta \). The solution giving the lowest residual is the least squares solution \( \Theta = \mathbf{F}^{-\dagger}_{MD} \mathbf{R} \) with \( \mathbf{f} \) the pseudo inverse of the \( \mathbf{f} \) matrix.

This numerical process is efficient when the number of equations (proportional to the time steps) is large with respect to the unknowns (the number of IFC coefficients). But in practice, thousands of time steps would be needed to achieve a reasonable convergence. By using some invariance properties (translation and rotation) of the system and the symmetries of the crystal, it is possible to reduce the non-zero independent IFC coefficients to tens and decrease by several orders of magnitude the computational cost.

Once the temperature dependent IFC coefficients are obtained, a large number of dynamic, elastic and thermodynamic properties can be evaluated. The first one is the temperature dependent dynamical matrix:

\[
D_{ij}^{(T)}(q) = \sum_b \frac{\theta_{ij}^{(0), b}}{\sqrt{M_M}} \exp[i\mathbf{q} \cdot (\mathbf{R}(b) - \mathbf{R}(0))].
\]

(24)

with \( \mathbf{q} \) a wavevector, \( M \) the mass of atom \( i \) and \( \mathbf{R}(b) \) the lattice vector going to cell \( b \). The phonon eigenfrequencies, \( \omega(q) \), and eigenvectors, \( X_i^\alpha(q) \), are then defined by:

\[
\sum_{\beta,j} D_{ij}^{(T)}(q) X_j^{\beta}(q) = \omega_i(q) X_i^{\alpha}(q).
\]

(25)

In this equation the quantum number \( s \) refers to the quantification of the eigenfrequencies \( \omega(q) \). Using the (temperature dependent) phonon frequencies, it becomes easy to build the phonon density of states, \( g(\omega) \), and various thermodynamic properties: the vibrational part of the free energy \( F_{vb} \), the internal vibrational energy \( U_{vb} \), the specific heat \( C_v \) and the entropy \( S_{vb} \) in a same manner as it is performed for the three-dimensional quantum harmonic crystal [181]. In these formulations, the thermodynamic properties no longer depend only on temperature through the statistics or volume \( V(T) \) but also explicitly through the use of phonon frequencies, \( c(T, V(T)) \).

The temperature dependent elastic constants are evaluated using the second order IFC [182,183] such as:

\[
C_{\alpha \beta \gamma \delta} = A_{\alpha \beta \gamma \delta} + A_{\alpha \beta \gamma \delta},
\]

(26)

\[
A_{\alpha \beta \gamma \delta} = \frac{1}{2V} \sum_{\eta} \theta_{i}^{(0, \beta)} d_{i}^{\eta} q_{i}^{\eta}.
\]

(27)

with \( d_{i}^{\eta} = \tau^{\eta}_i - \tau^{\eta}_i \), and where \( V \) is the volume. Using these elastic constants, it is straightforward to build the elastic moduli, the isothermal bulk modulus \( K_t \), the shear \( G \) modulus, and others. Note that this method needs to have long-range IFCs in order to yield converged quantities [184,185].

By using the temperature dependent third-order IFC, it becomes possible to evaluate the thermodynamic Grüneisen parameters \( \gamma \) [186,187] defined as:

\[
\gamma = \sum_{s, q} \frac{\gamma_1(q) X_i^{s, \alpha}(q) X_i^{s, \alpha}(q) X_i^{s, \alpha}(q)}{C_v} \exp[i\mathbf{q} \cdot (\mathbf{R}(b) - \mathbf{R}(0))].
\]

(28)

Using the Grüneisen parameter, a variety of properties become available: the thermal expansion, the isentropic compressibility, the constant pressure specific heat, the sound velocities, and so forth.

The ABINIT implementation of the TDEP algorithm, referred to as A-TDEP, has one main executable tdep. All these elastic and
thermodynamic quantities are available in various output files after a single run of tdep. The user needs only to provide an input file with around ten keywords and a netCDF file with the MD trajectory. The tdep post-processor can be launched in the same manner as abinit: tdep < tdep.files > tdep.log. We recommend the user to read the A-tdep documentation distributed in the Abinit package before any calculations, and also to read the article dedicated to this implementation \[188\].

5. Other recent developments within the Abinit package

5.1. Electron–phonon self-energies and spectral functions in the Python module ElectronPhononCoupling

Different modules within the Abinit package allow one to compute the electronic self-energy due to electron–phonon interactions. The latest implementation that we describe here employs new strategies to accelerate its convergence properties.

It is implemented in a Python module called ELECTRONPHONOCOUPLING, located in the directory scripts/post-processing/\[ElectronPhononCoupling\] of the Abinit package. The module uses the data produced in DFPT calculations to compute the self-energies and spectral functions in a post-processing step.

The electron self-energies due to electron–phonon interactions contain information on the temperature dependence of the electronic energies as well as the lifetime of the electronic states. Two distinct diagrams contribute to the self-energy: the Fan term and the Debye–Waller term, written as

\[
\Sigma = \Sigma^{\text{Fan}} + \Sigma^{\text{DW}},
\]

whose expressions are

\[
\Sigma^{\text{Fan}}(\mathbf{q}, \mathbf{k}, \mathbf{n}, \nu, T, \epsilon) = \sum_{\mathbf{q}'} \sum_{m} w_{\mathbf{q}'} g_{\mathbf{mm}}^{\text{fan}}(\mathbf{k}, \mathbf{q})^2 \times \left[ \frac{n_{\mathbf{q}'}(T) + \epsilon_{\mathbf{k} \mathbf{q} \mathbf{n} \mathbf{m}}(T)}{\epsilon_{\mathbf{k} \mathbf{q} \mathbf{n} \mathbf{m}} + \hbar \omega_{\mathbf{q}'} + i\eta} + \frac{n_{\mathbf{q}'}(T) + 1 - \epsilon_{\mathbf{k} \mathbf{q} \mathbf{n} \mathbf{m}}(T)}{\epsilon_{\mathbf{k} \mathbf{q} \mathbf{n} \mathbf{m}} - \hbar \omega_{\mathbf{q}'} + i\eta} \right]
\]

and

\[
\Sigma^{\text{DW}}(\mathbf{k}, \mathbf{n}, \mathbf{q}, T) = -\sum_{\mathbf{q}'} \sum_{m} w_{\mathbf{q}'} \frac{|g_{\mathbf{mm}}^{\text{DW}}(\mathbf{k}, \mathbf{q})|^2}{\epsilon_{\mathbf{k} \mathbf{n} \mathbf{m}} - \epsilon_{\mathbf{k} \mathbf{q} \mathbf{n} \mathbf{m}}} \left[ n_{\mathbf{q}'}(T) + 1 \right].
\]

In these expressions, \(\mathbf{k}\) and \(\mathbf{n}\), \(\mathbf{m}\) label an electron wavevector and band index, \(\mathbf{q}\) label a phonon wavevector and branch index, \(\epsilon_{\mathbf{k} \mathbf{q} \mathbf{n} \mathbf{m}}\) is an electronic eigenvalue with corresponding Fermi–Dirac occupation number \(f_{\mathbf{k} \mathbf{q} \mathbf{n} \mathbf{m}}\), and \(\omega_{\mathbf{q}'}\) is a phonon frequency with corresponding Bose–Einstein occupation number \(n_{\mathbf{q}'}(T)\). The self-energy \(\Sigma_{\mathbf{k} \mathbf{n}}\) is defined for each electronic state \((\mathbf{k}, \mathbf{n})\), and is a function of temperature \((T)\) and energy \((\epsilon)\).

The quantities \(g_{\mathbf{mm}}^{\text{fan}}(\mathbf{k}, \mathbf{q})\) and \(g_{\mathbf{mm}}^{\text{DW}}(\mathbf{k}, \mathbf{q})\) are electron–phonon coupling matrix elements whose expressions can be found in Refs. \[189\],\[190\].

To each phonon wavevector corresponds a weight \(w_{\mathbf{q}'}\), which is proportional to the fraction of the Brillouin zone it samples and the number of symmetry-equivalent wavevectors. The broadening parameter \(\eta\) is real and infinitesimal, and formally preserves causality in the Green function of the electron and the holes. In practice, \(\eta\) must be converged to the smallest value consistent with the number of \(\mathbf{q}\)-points, as discussed in Refs. \[191\]–\[193\].

The summation over intermediate bands \(\mathbf{m}\) can be split using a certain band cutoff \(M\), which defines a lower bands contribution \((m \leq M)\) and an upper bands contribution \((m > M)\). For the lower bands contribution, the summation over intermediate bands is carried explicitly using Eqs. \(30\) and \(31\). For the upper bands, the summation can be eliminated exactly by solving the Sternheimer equation for the perturbed electronic states, as described in Ref. \[194\]. Moreover, the upper bands contribution can be approximated with a static expression, as discussed in \[191\].

The most difficult aspect to the computation of the self-energy is the convergence with respect to \(\mathbf{q}\)-point sampling of phonon wavevectors. This difficulty is circumvented by first defining two \(\mathbf{q}\)-point grids: a coarse grid and a fine grid. The electron–phonon coupling potential is interpolated onto the fine grid with the procedure described in Section 3.3. An important observation is that the fine \(\mathbf{q}\)-point grid is required only for the lower bands contribution to the self-energy, because the denominators in Eq. \(30\) may become small for certain intermediate bands. For the upper bands, however, these denominators are always large. Their contribution converges quickly with the number of \(\mathbf{q}\)-points, and may be evaluated on the coarse grid.

The workflow to compute the self-energy is as follows. First, a DFPT calculation is performed for each \(\mathbf{q}\)-point of the coarse grid and for each perturbation, that is, the displacement of each atom along the 3 cartesian directions. For polar materials, the electric field response along the 3 cartesian directions is also required. These steps are activated with the kwed keyw ord \text{rfphon} = 1, and produce the response potential files with suffix POTx (where \(x\) is a number), as well as dynamical matrix files with suffix DDB.\text{nc} (where \(\text{nc}\) indicates the netCDF file format). The upper bands contribution to the self-energy is then computed with keyword \text{leig2rf} = 5, and the result is stored in files with suffix EIGR2D.\text{nc}. Next, the response potential files are merged in a file with suffix DVB using the utility \text{mrgdv}, while the dynamical matrix files are merged with the utility \text{mrgdb}. The interpolation of the response potentials onto the fine \(\mathbf{q}\)-grid is performed by the main abinit executable with keywords \text{optdriver} = 7 and \text{eph_task} = 5, and the interpolation of the dynamical matrices is performed with anaaddb. The \(\mathbf{g}\) matrix elements are then computed in the cartesian basis and stored in files with suffix GKK.\text{nc}. This is done by abinit with input variables \text{optdriver} = 7 and \text{eph_task} = 2, and the different GKK.\text{nc} files are merged with the \text{merge_gkk}\_\text{nc}.\text{py} script.

Finally, the self-energy is computed with the ELECTRONPHONOCOUPLING package, which reads in the files DDB.\text{nc}, GKK.\text{nc}, EIGR2D.\text{nc}. The list of \(\mathbf{q}\)-point weights \(w_{\mathbf{q}'}\) must be provided by the user, which allows for maximum flexibility in the choice of the fine \(\mathbf{q}\)-points grid. For examples, one could generate a random set of \(\mathbf{q}\)-points to sample the Brillouin zone. Another approach is to use adaptive \(\mathbf{q}\)-point grids that increase the sampling near the center of the Brillouin zone. The ELECTRONPHONOCOUPLING package features scripts that generate such adaptive \(\mathbf{q}\)-point grids. The computation of each \(\mathbf{q}\)-point contribution to the self-energy is distributed with MPI parallelism.

5.2. Gruneisen parameters and DOS in the anaaddb post-processor

The mode Gruneisen parameters are the logarithmic derivatives of the phonon frequencies with respect to the volume \(V\):

\[
\gamma_{s}(\mathbf{q}) = -\frac{\partial \ln \omega_{s}(\mathbf{q})}{\partial \ln V} = \frac{V}{\omega_{s}(\mathbf{q})} \frac{\partial \omega_{s}(\mathbf{q})}{\partial V},
\]

(32)

where the phonon frequencies \(\omega_{s}(\mathbf{q})\) and the eigenvectors \(X_{s}(\mathbf{q})\) are solution of the eigenvalue problem:

\[
D(\mathbf{q})X_{s}(\mathbf{q}) = \omega_{s}^{2}(\mathbf{q})X_{s}(\mathbf{q}),
\]

(33)

involving the dynamical matrix \(D(\mathbf{q})\). Using the normalization condition \(\langle X_{s}(\mathbf{q})|X_{s}(\mathbf{q})\rangle = \delta_{ss}\) and the Hellmann–Feynman theorem, one obtains

\[
\frac{\partial \omega_{s}(\mathbf{q})}{\partial V} = 2\omega_{s}(\mathbf{q}) \frac{\partial \omega_{s}(\mathbf{q})}{\partial V} = \frac{\partial \langle X_{s}(\mathbf{q})|D(\mathbf{q})|X_{s}(\mathbf{q})\rangle}{\partial V} = \langle X_{s}(\mathbf{q})|\frac{\partial D(\mathbf{q})}{\partial V}|X_{s}(\mathbf{q})\rangle,
\]

(34)

which allows one to express the Gruneisen parameter in terms of the matrix element of the derivative of the dynamical matrix.
The anaddb code evaluates \( \partial D(q) / \partial V \) using central finite differences around the equilibrium volume \( V_0 \); the user is supposed to perform structural relaxations for different volumes followed by the DFPT computation of the vibrational spectrum and use the output DDB files for the finite difference. The list of DDB files is specified by `gruns_ddbs` while `gruns_nddbs` gives the number of files (at present, only central finite differences of order 3, 5, 7 and 9 are supported). The code produces text and netCDF files with the Grüneisen parameters along a \( q \)-path, the Grüneisen DOS and the average value. The netCDF files can be analyzed with the following AbiPy script to produce plots like those shown in Fig. 8. An example of an input file is provided in `v8#45`. For an application of the technique, see [195].

5.3. Documentation and bibliography

Most of the Abinit documentation is now written in Markdown, a lightweight markup language with plain text formatting syntax. In addition to the basic Markdown syntax, the Abinit documentation supports extensions and shortcuts to ease the inclusion of hyperlinks, bibliographic citations in bibtex format as well as \( \LaTeX \) equations thanks to the MathJax JavaScript library. The website is automatically generated with MkDocs, a static site generator geared toward project documentation. MkDocs employs Python-Markdown to parse the Markdown documentation and uses a single YAML configuration file (`mkdocs.yml`) defining the organization of the pages on the website. The website uses Mkdocs-Material, a theme built using Google’s Material Design guidelines. Navigation bars, header and footer are generated automatically by the framework using the Jinja2 template engine.

As a net result, Abinit developers can now write attractive documentation without having to use HTML explicitly while working in an environment that is well integrated with the other parts of the package (the Python database of input variables, the Abinit test suite with the corresponding input and output files, the file with bibtex citations). From a user perspective, the new website appears more interactive and user-friendly thanks to the presence of several internal cross-references to important resources such as input files, the detailed description of input variables and internal links to the so-called Topics page that provides an introduction to a particular subject or feature of the code with links to the associated input variables and input files.

5.4. Build system, and environment for development

Over the last few years, the way the build system of Abinit is used has changed dramatically. In particular, when counting the number of builds, human operators have increasingly been replaced by computer programs. Through the deployment of various build frameworks such as EasyBuild [196] and Spack [197], as well as improved collaborations with vendor-specific platforms (e.g., MacPorts), more and more end users can access binary versions of Abinit without having to compile them. For those who still need to compile the source code, it is desirable to improve the level of automation and have a better tolerance to faults from the build system. On the side of developers, a better integration between Fortran and C/C++ has become necessary, due to the migration of code blocks and features away from Fortran, both for portability reasons and for easier maintenance. All these changes have led to a whole new set of specifications for the build system, the implementation of which is still in progress at the time of writing.

Various efforts have been dedicated to address technical debt, among which the removal of a circular dependency between Abinit and BigDFT, pressured by the release of the Poisson Solver of the latter as a standalone package [198]. Up to now, BigDFT had contained copies of low-level components of Abinit, which was greatly complicating the build of Abinit when using BigDFT features. With the split of the source tree of Abinit into a shared set of low-level components and a higher-level Abinit-only source tree, this circular dependency will come to an end. This effort has already permitted the use of the low-level PAW components of Abinit in another software package [57].

The decision of Canonical, Inc., to stop the development of Bazaar, as well as the scheduled end of Python 2 in 2020, have made necessary the transition of Abinit to a new development model based on Git and Gitlab. In parallel, the Continuous Integration (CI) infrastructure has been thoroughly upgraded. Collaborations between Abinit and other developer teams have expanded within the electronic structure community and lead to new solutions regarding the management of software dependencies, see for example Ref. [54]. The number of alternatives to the Abinit fallbacks is constantly increasing and will soon supersede them. As a result, the fallbacks have been detached from the core of Abinit and are now maintained within a standalone project, though snapshots are still distributed with the source package.

5.5. Test suite and related analysis: ongoing developments

Software testing represents a crucial part of any software project and this is especially true for scientific software in which the reproducibility of the physical results is of paramount importance. For this reason, the Abinit package provides a collection of more than 1200 tests integrated with a Buildbot infrastructure for continuous integration, as described in Section 5.1 and 5.2 of Ref. [17]. These tests are executed every time a new merge request is issued on the internal gitlab server in order to ensure that new developments maintain compatibility with the previous official implementation. A command-line interface is also provided through the runtests.py Python script so that users can validate their executable before running production calculations.
The standard algorithm compares reference and output files in a line-by-line fashion and all the floating-point numbers are compared using a single tolerance for the relative and the absolute variation. This method is easy to implement as it requires few configuration options, but it suffers from several limitations. First of all, this approach cannot cope with files containing different number of lines, a situation that usually occurs in iterative algorithms in which the number of iterations required to reach convergence may depend on several factors such as the number of MPI processes, the number of OpenMP threads, the input parameters as well as the optimization options used to compile the code. Moreover, output files usually contain many numerical results spanning a wide numerical range and each quantity has its own numerical noise that, in some cases, may be of the same order as the numerical value (this is especially true when the numerical values are close to machine precision, a typical example is given by the residuals of the wavefunctions that are usually converged within $10^{-20}$). It is therefore clear that using a single tolerance to compare output results is far from optimal as developers are forced to employ large tolerances to account for the largest fluctuations in the most sensitive quantities.

To address these limitations, a new complementary approach designed to offer a high level of flexibility to compensate the rigidity of the original method has been developed. The new infrastructure is not based on the fragile line-by-line comparison but employs machine-readable YAML documents that are extracted from the main output file. The YAML documents store the most important physical results of the calculation in the form of dictionaries or lists that can be easily converted to Python objects. The Python function used to compare results is therefore data-aware and this allows one to implement specialized logic to compare scalars, vectors and matrices with customized tolerances specified in a YAML configuration file associated to the test. This new data-center methodology will facilitate the implementation of new testing patterns such as parametrized tests (tests in which multiple input parameters are changed and the internal consistency of the results is validated) as well as the validation of stochastic algorithms. Last but not least, these machine-readable YAML documents will gradually replace the standard printout in the main output file thus facilitating the implementation of parsers and post-processing tools.

6. Recent developments in AbiPy and high-throughput calculations

AbiPy is a Python package that provides a flexible scripting environment for the analysis and the post-processing of Abinit calculations as well as tools for the automatic generation of input files and the submission of jobs on parallel architectures. Started as a mere set of scripts to automate the typical tasks needed during software development, AbiPy evolved gradually into a more powerful and user-friendly toolkit that has been successfully employed in different domains including high-throughput DFPT applications [28], automatic GW calculations [198], generation and validation of pseudopotentials [41] as well as more conventional ab initio studies [131,200,201].

AbiPy is interfaced with pymatgen [29] which allows users to benefit from the different tools and Python objects available in the pymatgen ecosystem and reuse the results available on the MATERIALS PROJECT website [21]. AbiPy can be used in conjunction with matplotlib, pandas, scipy, seaborn, ipython and jupyter notebooks, thus providing a powerful and user-friendly environment for data analysis and visualization. The official documentation is hosted on github pages and includes a gallery of plotting scripts that can be easily reused to analyze data and a gallery of AbiPy workflows showing how to automate ab initio calculations with Abinit. The abitutorials github repository provides jupyter notebooks with interactive tutorials and examples augmenting the Sphinx-based documentation. Some of the capabilities of the package are also exposed via command-line interfaces whose usage is documented on the official AbiPy web page. The package is available on the PyPi portal and can be installed directly with pip (the official Python package installer) or, alternatively, through conda and the pre-compiled packages available on the abiconda channel.

The AbiPy post-processing tools rely on netCDF files storing data written according to the ETSF-IO specifications [202]. Although important text files such as the abinit input file or the DDB file with the dynamical matrix are supported as well. At the time of writing, AbiPy supports the majority of the netCDF files produced by abinit. For further information about the Python API, we refer the interested reader to our collections of jupyter notebooks.

A significant part of AbiPy is devoted to the programmatic interface for the automatic generation of input files. The package, indeed, provides a low-level API to create the Python equivalent of an abinit input file as well as factory functions to automatically generate input files with minimal user intervention. The low-level Interface, uses a dictionary-based approach to set explicitly the values of the input variables by name and can mimic the abinit dataset mode thus providing an interface that should look familiar to Abinit users. Factory functions, on the other hand, expose a high-level interface based on meta-variables and Python objects to facilitate the generation of input files in the high-throughput context. Both approaches can be used interchangeably to build the same AbinitInput Python object so that users can choose the approach that best suits their needs: users interested in conventional ab initio calculations and standard convergence studies may opt for the low-level interface while users interested in automatic calculations will likely rely on factory functions. The generation of input files, however, represents just one part of the more complicated logic required to implement first-principles calculations. Ab initio workflows, indeed, involve additional logic to connect the different steps, fix possible runtime errors as well as specialized code to prepare the calculation and post-process the output results. This logic is usually encapsulated in other Python objects that provide some sort of abstraction for the typical operations required to implement scientific workflows (job restart, propagation of output results to children, reception of input from parents, etc.). Implementing such logic is not trivial, especially because it requires some sort of data and object persistence. In other words, the intermediate status of the ab initio calculations must be stored somewhere so that the framework can restart from it and the final results must be stored somewhere in a machine-readable format so that Python code can use these results to generate new calculations.

To address the problem of data/object persistence, AbiPy uses two different approaches. The first one is based on a lightweight implementation (flowkit) that provides a Python interface that is as close as possible to the one used in standard abinit calculations and relies on the pickle format implemented by the Python standard library to save the status of the calculation. The other approach takes advantage of the MongoDB database and of the Fireworks framework [30] to provide persistence and facilitate the programmatic generation of Abinit workflows. The two models share the same code base and have similar APIs but they target two different use cases. The lightweight implementation is best suited for users who want to have full control of the input parameters or users who are mainly interested in small-scale calculations. The Fireworks-based infrastructure, on the contrary, is mainly designed for high-throughput applications in which the presence of a database with the associated query API
represents a crucial ingredient. In general, the high-throughput implementation is advantageous when dealing with large number of calculations, where one relies on the previously mentioned factory functions with default options to generate the inputs of different types of calculations. The storage of the outputs is also automated thanks to standardized MongoDB documents that allow an easy and efficient filtering and analysis of the results. In this configuration, one can take full advantage of the features implemented in fireworks to easily distribute the calculations and monitor them through the associated database. All the components related to the firework workflows are implemented in the AbiFlows package which provides the basic building blocks used to compose all the workflows workflows, i.e. the fireworks Tasks. These tasks are Python objects designed to address the requirements of the different kind of calculations. A graphical representation of the tasks’ class hierarchy is shown in Fig. 9. The package also contains several utilities to generate and customize the Abinit workflows and the standardized mongoengine documents used to store and retrieve the results from the MongoDB database.

The AbiFlows high-throughput infrastructure has been used to execute large number of calculations, from simple structural relaxations up to complex workflows like those required to perform DFPT calculations. A schematic representation of a generic DFPT workflow representing the dependencies between the different steps is depicted in Fig. 10. Its first application has been the realization of a large database of phonon band structures in collaboration with the Materials Project [28,203]. The results of the calculations in the DDB format have been collected and are available on the Materials Project website, along with all the postprocessed quantities like the phonon band structures and DOS. Born effective charges (BECs), dielectric tensors and thermodynamic properties. The web interface also allows users to visualize the crystalline structure with the phonon displacement pattern thanks to the phonon website [204] web application.

As shown in Fig. 10, the AbiFlows workflow can also be used to compute the third-order derivatives of the total energy with respect to an external electric field through the $(2n + 1)$ theorem [107]. These derivatives are related to the second order electric susceptibility (the nonlinear response of the material to an external electric field) and give access to the effective Second Harmonic Generation (SHG) nonlinear coefficients $d_{eff}$ [205]. Nonlinear optical processes, such as SHG, play an important role in modern optics, especially in laser-related science and technology. They are at the core of a wide variety of applications ranging from optoelectronics to medicine [206]. In Fig. 11, we plot the effective nonlinear coefficient $d_{eff}$ vs. the direct band gap $E^d$ obtained by performing automatic DFPT calculations for more than 400 systems employing the above-mentioned AbiFlows workflow. The trend of the data points confirms the inverse relationship between these two quantities. Further analysis of these data is obviously needed to obtain more physical insights into the SHG mechanisms but this study will be presented in more detail in a future publication [207].

7. Conclusion and perspectives

In its more than twenty years of existence, the Abinit project has contributed to thousands of publications, by its frontier-of-knowledge implementations of first-principles calculations based on density-functional theory, density-functional perturbation theory, many-body theory, and so forth. Over this period, several hundred developers have contributed to the project. The goal of
the present publication was to analyze its impact, situate it in its immediate environment, and provide an account of the recent and ongoing developments.

In the last few years, different layers within the Abinit project have appeared: while the main abinit application has continued to grow and acquire interesting new computational capabilities with performance increases, new applications have gained importance, namely multibinit and tdeep, both being delivered with the Abinit package. In addition, a scripting environment, AbiPy, and the associate high-throughput flows collected in AniFlows have been developed, and are now fully operational. They are delivered through the Abinit organization on Github. All these evolutions rely on, or are exploited by, a series of closely linked partner projects. Some have been singled out in the present publications: the MATERIALS PROJECT, the $\Delta$-factor project, the libxc project and the PseudoDojo project, among others.

Such evolutions are far from being completed, and the work on Abinit will continue for the coming decade at least. The axes of development of the Abinit project for the forthcoming years will include, among others:

- Further development of second-principles calculations, to include the full palette of responses to atomic displacements, strains, local electric field, and local magnetic field, and possibly for more physical situations, including inhomogeneities, surfaces, interfaces, and so forth. In this respect, the implementation of spatial dispersion calculations, including flexoelectricity and dynamical quadrupole, following Refs. [208–211] should be ported inside the Abinit distribution in the future.

- Corresponding developments of first-principles response calculations, to include more derivatives, and complete the capabilities of existing ones, also beyond the simplest local or semi-local exchange–correlation approximations.

- Adaptation to emerging computer architectures, not only for the mainstream DFT calculations, but also for DFPT or MBPT implementations, possibly relying on libraries.

- Further implementations and developments related to electron–phonon interactions, including development of high-throughput tools.

We look forward to providing further updates on the Abinit project for the 60th anniversary of CPC.
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[2] In computational materials science, such a list of codes includes VASP, Quantum Espresso, Wien2K, CASTEP, SIESTA, GPAW, CP2K, CPMD, AIMS, Exciting, and others. See https://www.nomad-coe.eu/externals/codes for links to these codes. These codes can contribute to open-access databases such as NOMAD https://metainfo.nomad-coe.eu/nomadmetainfo_public/archive.html, the Materials Cloud https://www.materialscloud.org/, the Materials Project https://www.materialsproject.org/, AFLOW http://aflowlib.org, and QMDD http://qmodd.org/ among others.

