First space-based derivation of the global atmospheric methanol emission fluxes
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Abstract. This study provides improved methanol emission estimates on the global scale, in particular for the largest methanol source, the terrestrial biosphere, and for biomass burning. To this purpose, one complete year of spaceborne measurements of tropospheric methanol columns retrieved for the first time by the thermal infrared sensor IASI aboard the MetOp satellite are compared with distributions calculated by the IMAGESv2 global chemistry-transport model. Two model simulations are performed using a priori biogenic methanol emissions either from the new MEGANv2.1 emission model, which is fully described in this work and is based on net ecosystem flux measurements, or from a previous parameterization based on net primary production by Jacob et al. (2005). A significantly better model performance in terms of both amplitude and seasonality is achieved through the use of MEGANv2.1 in most world regions, with respect to IASI data, and to surface- and air-based methanol measurements, even though important discrepancies over several regions are still present. As a second step of this study, we combine the MEGANv2.1 and the IASI column abundances over continents in an inverse modelling scheme based on the adjoint of the IMAGESv2 model to generate an improved global methanol emission source. The global optimized source totals 187 Tg yr−1 with a contribution of 100 Tg yr−1 from plants, only slightly lower than the a priori MEGANv2.1 value of 105 Tg yr−1. Large decreases with respect to the MEGANv2.1 biogenic source are inferred over Amazonia (up to 55 %) and Indonesia (up to 58 %), whereas more moderate reductions are recorded in the Eastern US (20–25 %) and Central Africa (25–35 %). On the other hand, the biogenic source is found to strongly increase in the arid and semi-arid regions of Central Asia (up to a factor of 5) and Western US (factor of 2), probably due to a source of methanol specific to these ecosystems which is unaccounted for in the MEGANv2.1 inventory. The most significant error reductions achieved by the optimization concern the derived biogenic emissions over the Amazon and over the Former Soviet Union. The robustness of the derived fluxes to changes in convective updraft fluxes, in methanol removal processes, and in the choice of the biogenic a priori inventory is assessed through sensitivity inversions. Detailed comparisons of the model with a number of aircraft and surface observations of methanol, as well as new methanol measurements in Europe and in the Reunion Island show that the satellite-derived methanol emissions improve significantly the agreement with the independent data, giving thus credence to the IASI dataset.

1 Introduction

Methanol (CH3OH) has been identified as one of the major organic compounds in the troposphere, most abundant above forests during the growing season with measured...
concentrations of the order of several ppb (e.g. Williams et al., 2001; Schade and Goldstein, 2006; Karl et al., 2007). Due to its influence on the background tropospheric photochemistry, its influence on OH concentrations in the boundary layer, its contribution to the tropospheric ozone production, and the production of formaldehyde upon its oxidation by OH, methanol became the subject of many literature studies with focus on (i) process-based emission mechanisms (e.g. Macdonald and Fall, 1993; Fall and Benson, 1996; Hüve et al., 2007; Folkers et al., 2008); (ii) modelling studies attempting to derive global methanol budget closures (e.g. Galbally and Kirstine, 2002; Jacob et al., 2005; Millet et al., 2008); (iii) field and aircraft measurements (e.g. Singh et al., 2000; Karl et al., 2003a; Millet et al., 2004; Spirig et al., 2005; Mao et al., 2006).

The above studies have been recently complemented by newly acquired space-based methanol observations in the upper troposphere from the ACE-FTS/SCISAT-1 solar occultation instrument (Dufour et al., 2006), and from the TES/AURA (Beer et al., 2008) and IASI/MetOp-A (Razavi et al., 2011) infrared nadir-looking probers of the lower troposphere.

Although it is agreed that plant emissions represent the major part of the methanol flux from the terrestrial ecosystems, much uncertainty remains concerning their magnitude and global distribution. A number of modelling studies attempting to quantify the plant growth and decay source provided a wide range of values for the global annual emission estimates, from 95 Tg (Singh et al., 2000) up to 280 Tg (Heikes et al., 2002). Aside from the plant source, oceans are hypothesized to constitute an important source of methanol which is required in order to explain observed methanol concentrations in the marine boundary layer (Heikes et al., 2002). This source is, however, outweighed by a more significant ocean sink (Millet et al., 2008), Heikes et al. (2002), this study). In addition to natural emissions from plants and oceans, methanol is also released from anthropogenic activities and biomass burning at much lower rates, contributing less than 10% of the estimated global source. The main methanol removal pathways are oxidation by OH and dry deposition, whereas wet deposition constitutes a minor sink.

In this work we present first a new algorithm (MEGANv2.1) for deriving methanol emissions from plants. As opposed to previous emission models based on the net primary production from the earth ecosystems (Galbally and Kirstine, 2002; Jacob et al., 2005), the MEGANv2.1 model is based on net ecosystem fluxes, and accounts for the effects of light, temperature, and leaf age, in a similar way as for isoprene emissions in the MEGAN model (Guenther et al., 2006). The derived MEGANv2.1 inventory, as well as a previous biogenic methanol emission inventory by Jacob et al. (2005) are implemented in the global IMAGESv2 chemistry-transport model used to simulate methanol concentrations. An inverse modelling experiment is designed using the MEGANv2.1 biogenic source as a priori and constrained by methanol columns from the newly released global IASI dataset (Razavi et al., 2011) in order to derive updated global methanol emissions. The inversion study is based on the adjoint module of IMAGESv2 (Müller and Stavrakou, 2005), and on the grid-based approach for retrieving emissions of reactive species (Stavrakou and Müller, 2006; Stavrakou et al., 2008, 2009b,c). The initial and updated emissions are compared on the global and regional scale, with focus on seasonal variations of methanol columns, especially over regions (Tropics, Europe, Asia, Africa) where observations from other platforms are either scarce or not available. Furthermore, the model results before and after optimization are evaluated against previous modelling work, available aircraft methanol data, and a compiled set of literature in situ measurements from different continents. Comparisons are also presented with FTIR column data from the Kitt Peak Observatory in the western US, and newly retrieved measurements from a European forested site and FTIR column data from the subtropical site of the Reunion Island in the Indian Ocean.

The article is organized as follows. In Sect. 2 a literature overview on methanol releases by plants is presented, followed by a thorough description of the MEGANv2.1 emission model for methanol emissions, and its implementation in a canopy model to derive global methanol emission estimates. The methanol ocean source and sink are described in Sect. 3. The IMAGESv2 global model used to simulate methanol concentrations and the annual a priori methanol budget are the subject of Sect. 4. Section 5 is dedicated to the presentation of the IASI satellite data used to constrain the inversion, and to a description of the inversion setup. Multi-instrument independent observational methanol data, presented in Sect. 6, are used to evaluate how the model performs before and after optimization and also to validate the satellite dataset. The a priori and inversion results are discussed in Sects. 7 and 8. The errors on the a posteriori IASI-derived fluxes are computed in Sect. 9, and the dependence of the retrieved fluxes on model uncertainties is addressed in Sect. 10. Our main conclusions are drawn in Sect. 11.

2 Methanol released by plants

2.1 Background

Methanol production is ubiquitous among higher plants, as a result of the demethylation of pectins, complex polysaccharides acting as tissue firming agents in the cell walls of plants. The demethylation is catalyzed by pectin methylesterases, cell wall enzymes involved in plant growth and development (Fall and Benson, 1996), but also in plant defensive response against herbivore attacks (Körner et al., 2009), and produces methanol as a major end-product exiting leaves through stomata during transpiration (Schink and Zeikus,
1980; Nemecek-Marshall et al., 1995; Fall and Benson, 1996). The methanol leaf emission is controlled by leaf temperature and light (Folkes et al., 2008), and by the stomatal conductance and evapotranspiration (Macdonald and Fall, 1993; Niinemets and Reichstein, 2003a,b; Hőve et al., 2007). The emissions exhibit a pronounced diel profile peaking in the morning upon stomatal opening when methanol accumulated at night in the intracellular space is released in the atmosphere (Hőve et al., 2007).

Growing leaves were found to emit about four times more methanol than adult leaves in the case of the Mexican cotton plant (Hőve et al., 2007). Although large methanol emission rates are often associated with young, growing leaves, a substantial portion of the annual emission of methanol from a broadleaf forest is associated with mature and senescing canopies (Karl et al., 2003a). However, the emission generally declined with increasing leaf age after leaf expansion (Nemecek-Marshall et al., 1995). In addition, high amounts of methanol have been reported over agricultural grassland during and after cutting, as well as during the hay drying phase (Davison et al., 2008). Aside from plant growth and development, which are by far the dominant methanol-generating mechanisms, different processes, like e.g. root and fruit growth (Fall and Benson, 1996), or the abiological production of oxidized VOCs from the decay of dead plant material (Warneke et al., 1999) also produce methanol at lower rates. However, literature studies about such processes are generally either limited or lacking.

Bottom-up biogenic methanol emission inventories require extrapolation, often in a crude way, of the limited sets of available laboratory measurements of methanol fluxes from leaves. Guenther et al. (1995) estimated the global annual methanol emission at more than 320 Tg based on flux measurements from Macdonald and Fall (1993), a value close to the value (280 Tg yr\(^{-1}\)) reported by Heikes et al. (2002). Galbally and Kirstine (2002) assumed that the mass of methanol emitted by a plant over a given time period is linearly related to the net primary carbon production, and estimated the ratio of methanol carbon emission to net primary carbon production at 0.024 % for grasses and to 0.11 % for other higher plants. Their resulting best estimate for the global methanol emission amounts to 100 Tg yr\(^{-1}\), three times lower compared to the Tie et al. (2003) estimate. Based on the Galbally and Kirstine (2002) plant model and on the net primary production and heterotrophic transpiration calculated with a biogeochemical model, the plant growth and decay sources of methanol have been estimated at 128 and 23 Tg yr\(^{-1}\), respectively (Jacob et al., 2005), whereas a more recent study constrained by aircraft measurements suggested a strong reduction of the plant growth source (by 38 %, Milet et al., 2008) and indicated possible shortcomings in the NPP-based parameterization scheme.

The Model of Emissions of Gases and Aerosols from Nature (MEGAN, Guenther et al., 2006), is extended to include methanol emissions (MEGANv2.1), as described below. The employed modelling approach, different from the one based on the NPP, makes use of the net ecosystem flux that integrates both emission and deposition processes from all ecosystem components including foliage, trunks, leaf litter and soil microbes. The methanol flux algorithm, the observations it is based on, and the implementation of the algorithm in a canopy environment model to generate global methanol emissions from vegetation are the subject of the two following sections.

### 2.2 The MEGANv2.1 algorithm

The net methanol flux, \(F\) (in \(\mu g m^{-2} h^{-1}\)) from a terrestrial landscape into the above canopy atmosphere is estimated as

\[
F = E - L,
\]

where \(E\) is the methanol emission rate and \(L\) the methanol loss rate. The area average flux within a model grid cell is calculated as the area weighted average of the fluxes in each landcover type (e.g. broadleaf trees, needleleaf trees, shrubs, crops, grass). The methanol loss rate can be calculated from the above canopy methanol concentration and a parameterized dry deposition velocity. A typical value for dry deposition flux is 50 \(\mu g m^{-2} h^{-1}\).

The methanol emission rate is estimated as

\[
E = \gamma_{age} \cdot \gamma_{CE} \cdot \epsilon,
\]

where \(\epsilon\) is the emission factor associated with the standard conditions defined in Guenther et al. (2006) (800 \(\mu g m^{-2} h^{-1}\) for northern temperate and boreal broadleaf trees, needleleaf trees, shrubs and crops, and 400 \(\mu g m^{-2} h^{-1}\) for grasses and other broadleaf trees). These emission factors are based on whole ecosystem net methanol flux measurements reported by 17 studies that characterized various ecosystems including tropical forest (Geron et al., 2002; Karl et al., 2004, 2007; Langford et al., 2010), warm conifer forest (Karl et al., 2005), cool temperate conifer forest (Schade and Goldstein, 2001; Baker et al., 2001; Karl et al., 2002), temperate broadleaf forest and plantation (Spirig et al., 2005; Karl et al., 2003a; Jardine et al., 2008), boreal forest (Rinne et al., 2007), croplands (Warneke et al., 2002; Schade and Custer, 2004) and grassland (Kirstine et al., 1998; Fukui and Doskey, 1998; Ruuskanen et al., 2010). Among these studies, Kirstine et al. (1998) and Fukui and Doskey (1998) have used whole ecosystem enclosure techniques with gas chromatography analysis to quantify emissions from grasslands, Schade and Goldstein (2001), Baker et al. (2001) and Geron et al. (2002) used above canopy relaxed eddy accumulation with gas chromatography analysis to measure methanol fluxes above forests, whereas all the other studies used proton-transfer reaction mass spectroscopy (PTR-MS) and the eddy covariance, or disjunct eddy covariance, approach (see Karl et al., 2002). The daytime fluxes reported by these studies for warm, sunny conditions range from no emissions (or a small net uptake) to a net emission of about 3500 \(\mu g m^{-2} h^{-1}\).
Methanol emission factors based on the relaxed eddy accumulation approach are a factor of 3 (for broadleaf trees) to 5 (for needleleaf trees) higher than emission factors based on the eddy covariance technique. The average values for northern temperate and boreal broadleaf trees and needleleaf trees are not significantly different and the MEGANv2.1 methanol emission factor for northern forests and all shrublands is based on the median value of these studies. The lower emission rates for tropical broadleaf forests are based on recent measurements indicating lower emissions for these landscapes (Karl et al., 2007; Langford et al., 2010). The few measurements reported for croplands include methanol emission fluxes of alfalfa (Warnke et al., 2002) that are much higher than the forest values, and emission fluxes from rye-grass (Schade and Custer, 2004), that are much lower. Since the MEGAN landcover data do not distinguish between high and low emission crops, the value used for forests is currently used for all crops. The lower emission factor assigned to grasslands is in agreement with the model approach of Galbally and Kirstine (2002). Earlier enclosure studies of grass pastures in US (Fukui and Doskey, 1998) and Australia (Kirstine et al., 1998) reported very low methanol emissions while more than a factor of 3 higher emissions were observed recently from a grassland meadow in Austria using a PTR-MS eddy covariance flux measurement technique (Ruuskanen et al., 2010). The differences could be due to the presence of forbs or different grass species and future methanol modelling efforts may need to distinguish between different grassland types.

Emission variations associated with canopy environment and leaf age are accounted for through the dimensionless emission activity factors $\gamma_{CE}$ and $\gamma_{age}$. The canopy-weighted leaf age emission activity factor for methanol is calculated as:

$$\gamma_{age} = F_{new}A_{new} + F_{gro}A_{gro} + F_{mat}A_{mat} + F_{sen}A_{sen},$$

(3)

where the canopy fractions $F$ of the new, growing, mature, and senescing groups are calculated according to Guenther et al. (2006) and the relative methanol emission rates assigned to each canopy fraction for $A_{new}$, $A_{gro}$, $A_{mat}$, and $A_{sen}$ are equal to 3.5, 3, 1, and 1.2, respectively. The parameters used in the leaf age algorithm are based on the results of Harley et al. (2007) and Karl et al. (2003a). The leaf age activity factor can be applied to both evergreen and deciduous canopies, but will typically be close to 1 for evergreen canopies. The canopy environment activity factor is a function of temperature, photosynthetic photon flux density (PPFD), and leaf area index (LAI), and can be calculated either using a multi-layer canopy environment model that calculates light and temperature for sunlit and shaded leaves or by using parameterized equations for each component (temperature, phorosynthetically active radiation, LAI) that are based on simulations with the multi-layer sun/shade canopy model (Guenther et al., 2006). Using a multi-layer model, the canopy average value is estimated as:

$$\gamma_{CE} = C_{CE} \cdot \gamma_{PT} \cdot \text{LAI},$$

(4)

where $C_{CE}$ is equal to 0.58, and $\gamma_{PT}$ is the weighted average, for all leaves, of activity factors that account for the influence of light and temperature, and LAI is the leaf area index.

Methanol emissions increase exponentially with increasing temperature and tend to have elevated values with higher PPFD (Harley et al., 2007). MEGANv2.1 assumes that all biogenic VOCs can be produced by both light dependent and light independent emission processes. The leaf level temperature and light response is calculated as:

$$\gamma_{PT} = (1 - \text{LDF}) \cdot \gamma_{T-li} + \text{LDF} \cdot \gamma_{T-id},$$

(5)

where the LDF is the light-dependent fraction of the emissions at standard conditions (= 0.8 for methanol), $\gamma_{PT}$ is the light response of methanol emissions, $\gamma_{T-id}$ is the temperature response for the light-dependent fraction of the emissions, $\gamma_{T-li}$ is the temperature response for the remainder of the emissions that are not light dependent. The activity factors $\gamma_{PT}$ and $\gamma_{T-id}$ for methanol are calculated using the isoprene light and temperature dependent equations described by Guenther et al. (2006), expressed as:

$$\gamma_{T-id} = E_{opt} \cdot \left[ C_{T2} \cdot e^{C_{T1-x}} / (C_{T2} - C_{T1} \cdot (1 - e^{C_{T2-x}})) \right],$$

(6)

where for methanol the values of the coefficients are $C_{T1} = 60$, $C_{T2} = 230$, $x = [(1/T_{opt}) - (1/T)]/0.00831$, and $T$ is the leaf temperature (K). At the MEGAN standard conditions, $E_{opt} = 1.61$ and $T_{opt} = 313$ K. These may vary with past light and temperature conditions, as is the case for isoprene (Guenther et al., 2006), but are held constant in MEGANv2.1 due to a lack of observations for characterizing these processes. For light independent emissions we have:

$$\gamma_{T-li} = \exp(\beta(T - 303)),$$

(7)

where $T$ is the leaf temperature and $\beta$ is the temperature response factor which is assigned a value of 0.08 K$^{-1}$ for methanol. The observed values for $\beta$ from above canopy field studies ranges from 0.01 to 0.16 with a median value of 0.073. A similar average value of 0.08 K$^{-1}$ is reported by Harley et al. (2007), based on controlled enclosure measurements on crops, needleleaf and broadleaf trees.

### 2.3 Global biogenic methanol emission inventory

To determine the height-dependent leaf temperature and radiation fluxes inside the canopy, we use the Model for HYdrocarbon emissions by the CANopy (MOHYCAN) (Müller et al., 2008). The model calculates PPFD and leaf temperature at eight canopy levels based on canopy-top estimates for the visible and near-infrared radiative fluxes (including their diffuse and direct components), air temperature, wind speed, and relative humidity. These estimates are obtained
from ERA-Interim fields for the downward solar radiation, cloud cover fraction, air temperature and wind speed directly above the canopy, provided every 6 h and re-gridded at a resolution of $0.5^\circ \times 0.5^\circ$ between 2003 and 2009. The emissions are calculated for both cloudy and clear conditions with cloud optical depth being estimated based on the cloud cover fraction and the solar radiation flux. Leaf area index data are obtained from the collection 5 MODIS 8-day product generated by compositing daily Aqua and Terra observations (Shabanov et al., 2007) at 1 km$^2$ resolution. This dataset is available between July 2002 and the present date via ftp://e4ftl01u.ecs.nasa.gov/MOTA/MCD15A2.005. The LAI of vegetated areas is determined by dividing the MODIS LAI by the vegetated fraction of the grid cell (Guenther et al., 2006).

Global monthly averaged methanol fluxes are generated at a resolution of $0.5^\circ$ for all years between 2003 and 2009 and are available at the MOHYCAN model website (http://tropo.aeronomie.be/models/mohycan.htm). In the following we present methanol emission fluxes for 2009. The globally estimated source of methanol for this year amounts to 105 Tg. Monthly averaged global methanol fluxes in January and July at $4^\circ \times 5^\circ$ resolution are illustrated in Fig. 1.

### 3 Modelling the oceanic methanol flux

The parameterization used for the emission and uptake of methanol by the oceans follows the approach of Millet et al. (2008). The flux of methanol is expressed by the Liss and Slater (1974) two-layer model:

$$ F = K_w(C_g H^{-1} - C_w) \text{ (mol cm}^{-2}\text{s}^{-1}), $$

where $C_g$ and $C_w$ (in mol cm$^{-3}$) are the methanol concentrations in the atmosphere and in water, respectively,

$$ H^{-1} = K_H RT $$

with $K_H$ (mole$^{-1}$ atm$^{-1}$) being the Henry’s law constant for methanol (Snider and Dawson, 1985), $R$ the ideal gas constant ($=8.205 \times 10^{-2} \text{ atm mole}^{-1} \text{ K}^{-1}$), and $T$ the water temperature (in K). The term $K_w$ is expressed by

$$ K_w^{-1} = k_w^{-1} + (k_g H)^{-1}, $$

where $k_g$ and $k_w$ are the gas phase and liquid phase transfer velocity, respectively, parameterized according to Johnson (2010), based on 6-hourly distributions of surface ocean temperature and wind velocity at 10 m above the ocean obtained from the ECMWF ERA-Interim re-analysis.

Annually averaged oceanic methanol emission fluxes and deposition velocity ($= (H/k_w + 1/k_g)^{-1}$, cm s$^{-1}$), calculated using the above parameterization are shown in Fig. 2. The global methanol oceanic source amounts to 43 Tg, in good agreement with Heikes et al. (2002) (30 Tg yr$^{-1}$), whereas the calculated uptake with the IMAGESv2 model is estimated at 48–56 Tg (Table 1), resulting in a global annual net methanol sink of ca. 5–13 Tg yr$^{-1}$. This sink is largest ($>7 \times 10^9$ mol cm$^{-2}$ s$^{-1}$) near continental coasts, and becomes a weak source over open water regions, in agreement with reported results by Millet et al. (2008). However, the ocean source (and sink) estimated by Millet et al. (2008) is twice as large as our estimate. This difference stems mainly from the use of an older parameterization (Asher, 1997) for the gas-phase transfer coefficient $k_g$ in Millet et al. (2008). In fact, the use of Millet et al. (2008) parameterization in our model would result in an ocean source estimate of 90 Tg yr$^{-1}$, very close to the Millet et al. (2008) reported value (85 Tg yr$^{-1}$).

### 4 Methanol simulated with IMAGESv2

The IMAGESv2 global chemistry-transport model runs at $4^\circ \times 5^\circ$ resolution and is resolved at 40 vertical levels from the surface up to the pressure of 44 hPa. It calculates the daily averaged concentrations of 100 trace gases using a time step of 1 day, while accounting for the impact of diurnal variations of the chemical compounds through correction factors computed via a diurnal...
Fig. 2. Annually averaged methanol ocean emission fluxes (left, in $10^{10}$ mol cm$^{-2}$ s$^{-1}$), and deposition velocity over ocean (right), expressed in cm s$^{-1}$.

Table 1. Performed simulations and global a priori and a posteriori annual methanol budgets calculated with IMAGESv2 and comparison with previous work by Millet et al. (2008).

<table>
<thead>
<tr>
<th>Performed Simulations</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Forward S1</td>
<td>uses biogenic source from Jacob et al. (2005)</td>
</tr>
<tr>
<td>Forward S2</td>
<td>uses the MEGANv2.1 biogenic source</td>
</tr>
<tr>
<td>Inversion OptS2</td>
<td>based on S2, is constrained by IASI data</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sources (Tg yr$^{-1}$)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulations</td>
<td>S1</td>
</tr>
<tr>
<td>Anthropogenic</td>
<td>9.3</td>
</tr>
<tr>
<td>Pyrogenic</td>
<td>5.3</td>
</tr>
<tr>
<td>Biogenic</td>
<td>151</td>
</tr>
<tr>
<td>Oceanic</td>
<td>42.7</td>
</tr>
<tr>
<td>Atmospheric production</td>
<td>30.7</td>
</tr>
<tr>
<td>Total</td>
<td><strong>239</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sinks (Tg yr$^{-1}$)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>OH oxidation</td>
<td>131</td>
</tr>
<tr>
<td>Dry dep. land</td>
<td>48</td>
</tr>
<tr>
<td>Dry dep. ocean</td>
<td>56</td>
</tr>
<tr>
<td>Wet deposition</td>
<td>3.6</td>
</tr>
<tr>
<td>Lifetime (days)</td>
<td>5.8</td>
</tr>
<tr>
<td>Burden (Tg)</td>
<td>3.7</td>
</tr>
</tbody>
</table>

Notes: $^a$ refers to the sum of anthropogenic, biomass burning, and biofuel source, $^b$: includes a plant growth source of 80 Tg yr$^{-1}$ and a plant decay source of 23 Tg yr$^{-1}$.

Biogenic emissions of methanol are obtained either from the Jacob et al. (2005) inventory or by the MEGANv2.1 algorithm described in Sect. 2. Jacob et al. (2005) used net primary production and heterotrophic respiration to parameterize the plant growth and decay sources of methanol, with a total annual emission flux that is 44% higher than in MEGANv2.1 (151 vs. 104.7 Tg yr$^{-1}$).

Global anthropogenic NMVOC emissions are obtained from the RETRO database for the year 2000 (http://retro.enes.org/data_emissions.shtml). Over Asia, RETRO is replaced by the REAS inventory for anthropogenic NMVOC emissions in 2009 (Ohara et al., 2007). Assuming that methanol represents 100% of alcohol emission in RETRO and 50% of the “other hydrocarbons” category in REAS, the global annual anthropogenic source of methanol (including biofuel use) amounts to 9.3 Tg yr$^{-1}$.
Fig. 3. Top panels: a priori global maps of annually averaged methanol columns simulated in S1 and S2 (Table 1). Bottom left: IASI yearly averaged methanol column abundances for 2009 gridded onto a $4^\circ \times 5^\circ$ horizontal resolution. Blanks correspond to regions where the quality of the retrievals might be doubtful, mainly due to emissivity problems (Razavi et al., 2011). Bottom right: methanol columns inferred from the OptS2 inversion study (Table 1). Units are $10^{14}$ molec.cm$^{-2}$. Note that modelled columns account for IASI averaging kernels.

Monthly vegetation fire emissions are obtained from the newly released version 3.1 of the Global Fire Emission Database (GFED, http://www.falw.vu/~gwerf/GFED/index.html). This dataset comprises a distinction between emissions from savanna, woodland, and forest fires, agricultural waste burning, peatlands, deforestation and degradation fires (van der Werf et al., 2010). Trace gas emissions have been derived from carbon emissions using emission factors obtained from Andreae and Merlet (2001) with updates from M. O. Andreae, personal communication, 2007. The global methanol biomass burning flux is estimated at 5.3 Tg in 2009.

In the atmosphere, methanol is formed through reactions of the methylperoxy radical (CH$_3$O$_2$) with itself or through its reactions with other organic peroxy radicals. It is also formed through the photolysis of glycolaldehyde. The atmospheric production source in IMAGESv2 amounts to 31 Tg yr$^{-1}$ globally, in good agreement with past modelling studies (Galbally and Kirstine, 2002; Jacob et al., 2005; Millet et al., 2008).

The global methanol emission amounts to 239 Tg yr$^{-1}$ in the S1 simulation using the Jacob et al. (2005) emission model, and to 193 Tg yr$^{-1}$ in S2 using the MEGANv2.1 source (Table 1).

More than half the atmospheric methanol is removed through OH-oxidation, the remainder through dry deposition to land and ocean. Wet deposition contributes little to the global sink (Table 1). The dry deposition velocity of methanol to land is parameterized as a function of the leaf area index (LAI), obtained from the MODIS satellite for 2005 (Zhang et al., 2004). It is assumed to increase linearly from 0 to 0.75 cm s$^{-1}$ when LAI increases from 0 to 6 m$^2$m$^{-2}$. A comprehensive description for the wet scavenging parameterization used in IMAGESv2 is given in the Supplement of Stavrakou et al. (2009b). The Henry’s Law coefficient used for methanol is equal to $5.8 \times 10^{-6}$exp($5200/T$) mol l$^{-1}$atm$^{-1}$ (Snider and Dawson, 1985; Sander, 1999). The global annual methanol budget is illustrated in Table 1 (first three columns), and simulated a priori methanol columns in S1 and S2 are illustrated in Fig. 3.

5 Inversion constrained by IASI methanol columns

5.1 Methanol retrievals from IASI

Launched in 2006, the IASI/MetOp-A nadir looking Fourier transform spectrometer probes the Earth’s atmosphere in the thermal infrared spectral range. It has a 12-km footprint diameter at nadir and is able to deliver two global earth coverages per day with a very good signal-to-noise ratio. The capabilities of IASI to measure the atmospheric composition...
are presented in a number of studies, e.g. Clerbaux et al. (2009); Coheur et al. (2009); George et al. (2009); Boynard et al. (2009). Recently, IASI has been used to derive global tropospheric methanol column distributions, as thoroughly described in Razavi et al. (2011). The retrieval method is briefly presented here.

The method applied to retrieve methanol column data is based on brightness − temperature differences ($\Delta T_b$) between the target channel of 1033 cm$^{-1}$, where the methanol absorption in the IASI spectra is the strongest, and contiguous baseline channels at 1019, 1019.5, 1036.25, 1038, 1047 and 1048.5 cm$^{-1}$, where the methanol absorption is weak (Razavi et al., 2011). The method then consists in (i) determining global $\Delta T_b$ values, which provide qualitative information about the strength of the absorption, (ii) applying a correction in order to minimize the impact of ozone and water vapor, and (iii) converting $\Delta T_b$ to total columns through a radiative transfer model. To reduce computational cost, radiative transfer calculations have been performed over a limited number of world regions, and the conversion factors were derived by matching the retrieved columns on the corresponding $\Delta T_b$ over land and over ocean. They are applied to deduce total methanol column distributions on the global scale (Razavi et al., 2011). Only daytime (09:30 local time) clear sky scenes are considered in the retrieval and measurements above sand surfaces are filtered out because of emissivity spectral features. Currently, available products are monthly averages. The relative error on the retrieved monthly methanol column is estimated at approximately 50% over continents, although it can be higher in case of low thermal contrast and/or low signal-to-noise ratio. An absolute error of $10^{16}$ mol cm$^{-2}$ is therefore quadratically added to this constant relative error.

The annual methanol column abundances obtained from IASI for 2009 are illustrated in the bottom left panel of Fig. 3. The observed enhanced CH$_3$OH columns ($>3\times10^{10}$ mol cm$^{-2}$) are associated with strong emissions from plants and vegetation fires, whereas very low columns are observed over the oceans.

The IMAGESv2 columns are compared with IASI column abundances in 2009 after a 4-month spin-up period starting on 1 September 2008. Mean averaging kernels (separated for land and ocean profiles) were used to account for the vertical sensitivity of the IASI instrument. This is an approximation as the vertical sensitivity is not constant and depends on the temperature and the type of surface. For instance, less information near the ground is usually acquired over ocean or forest surfaces. As shown in Razavi et al. (2011), the IASI total column averaging kernels peak between 5 and 10 km and are very broad, suggesting that IASI measurements are mostly sensitive to free to mid tropospheric columns. The seasonality of the IASI data is compared to the model seasonality for selected large world regions in Figs. 5 and 6. A discussion on these results follows in Sect. 7.

5.2 Inverse modelling approach

The inversion scheme used for deriving “top-down” methanol emission updates is based on the adjoint of IMAGESv2 (Müller and Stavrakou, 2005; Stavrakou and Müller, 2006), which has been used in earlier studies to infer emissions of reactive gases constrained by satellite data (Stavrakou et al., 2008, 2009b,c). The adjoint method is used to compute the derivatives of the cost function (misfit between the model and the observations)

$$ J(f) = \frac{1}{2} \left[ (H(f) - y)^T E^{-1} (H(f) - y) + f^T B^{-1} f \right], $$

with respect to a number of control variables $f$ (emission parameters) allowing to address problems involving a very large number of control variables, like grid-based inversions where fluxes are updated at every model grid cell. In Eq. (11) $H(f)$ is the model operator acting on the control variables, $y$ is the observation vector, $E$, $B$ are the covariance matrices of the errors on the observations and the emission parameters $f$, respectively, and $T$ is the transpose of the matrix. The cost function $J$ is minimized through an iterative descent algorithm which makes use of the forward and the adjoint model of IMAGESv2. A set of updated emission fluxes is determined after ca. 20 iterations (Stavrakou and Müller, 2006).

The methanol concentration in water ($C_w$, Eq. (8)) is taken equal to $7.1\times10^{13}$ mol cm$^{-3}$, which corresponds to the mean surface ocean concentration of 118 nmole l$^{-1}$ measured in the tropical Atlantic (Williams et al., 2004).

Two emission categories are optimized, namely the pyrogenic and biogenic emissions, while anthropogenic and ocean emissions are kept at their a priori values (Table 1). The number of unknowns to be determined by the inversion is equal to ca. 15 000 (5000 for biomass burning, 10 000 for biogenic). The errors on the emission parameters, which are represented by the diagonal elements of the $B$ matrix, are assumed to be a factor of two for biogenic emissions, and a factor of 2.5 for biomass burning. Spatial and temporal correlations are introduced in the inversion through the off-diagonal elements of the $B$ matrix, as in Stavrakou et al. (2009c). The spatial correlations between errors on the emissions from two grid cells are assumed to decay exponentially with the distance $d$ between the grid cells, $e^{-d/\ell}$, with $\ell = 500$ km for both emission categories. Temporal correlations are assumed to decrease linearly between 0.25 for adjacent months and zero for a 6-month time lag.

The inversion study OptS2 (Table 1) is performed using MEGANv2.1 as a priori for plant emissions. The inversion is constrained by IASI columns over continents. Oceanic data are excluded from the inversion due to their large uncertainties. The inferred methanol budget is illustrated in Table 1 (fourth column) and annually averaged global maps of methanol columns are shown in Fig. 3. The derived annual ratio of the optimized to the prior source is illustrated
Fig. 4. Annual ratios of a posteriori to a priori biogenic (left) and biomass burning (right) emissions inferred by the OptS2 inversion study.

Fig. 5. Comparisons over selected regions between monthly averaged IASI methanol columns (black diamonds) with modelled columns of the S1 (black), S2 (blue), and OptS2 (red) simulations of Table 1. Numbers in the right end of each plot correspond to the correlation coefficients calculated for each simulation.
in Fig. 4 and the inferred regional changes in the biogenic source strength are summarized in Table 2.

6 Independent methanol observations used for model evaluation

6.1 Airborne data

Methanol distributions obtained from different aircraft field campaigns are used to evaluate the model predictive skills for methanol concentrations. More specifically we use:

1. The INTEX-A (Intercontinental Chemical Transport Experiment – North America) mission conducted in the summer of 2004 (1 July to 15 August 2004) over North America and the Atlantic aboard a DC-8 aircraft platform. The plane flew from the US west coast, over the Pacific, moved to mid-America, the Eastern US coast, and the north western Atlantic. The data and flight tracks are available via the NASA INTEX-NA archive (ftp://ftp-air.larc.nasa.gov) and an overview of the mission is provided in Singh et al. (2006).

2. The NOAA WP-3D aircraft platform employed during the NEAQS-ITCT (New England Air Quality Study – Intercontinental Transport and Chemical Transformation) study. The methanol measurements have been obtained between 5 July to 15 August 2004 using a PTR-MS (Proton Transfer Reaction Mass Spectrometer) instrument over the region of the Ohio Valley, the

---

**Table 2.** Biogenic emission estimates of methanol (in Tg yr$^{-1}$) in large world regions before and after optimization.

<table>
<thead>
<tr>
<th>Regions</th>
<th>S2</th>
<th>OptS2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Europe</td>
<td>6.1</td>
<td>8.2</td>
</tr>
<tr>
<td>North America</td>
<td>13.2</td>
<td>15.2</td>
</tr>
<tr>
<td>South America</td>
<td>27.4</td>
<td>18.0</td>
</tr>
<tr>
<td>Northern Africa</td>
<td>14.2</td>
<td>14.3</td>
</tr>
<tr>
<td>Southern Africa</td>
<td>12.6</td>
<td>11.7</td>
</tr>
<tr>
<td>South Asia</td>
<td>16.2</td>
<td>14.0</td>
</tr>
<tr>
<td>Global</td>
<td>104.7</td>
<td>100</td>
</tr>
</tbody>
</table>

---

Fig. 6. As in Fig. 5 but for tropical and oceanic regions.

3. The INTEX-B two-phase aircraft mission conducted in spring 2006 (1 March to 15 May) over the region of Mexico in March (first phase) and over the Pacific in April and May (second phase). Detailed information on this mission is provided at the INTEX-B web site (http://www.espo.nasa.gov/intex-b/index.html) and a large number of studies realized using INTEX-B measurements are included in Molina et al. (2010).

4. The PEM-Tropics B (Pacific Exploratory Mission in the central and eastern regions of the tropical Pacific Ocean basin) and TRACE-P (Transport and Chemical Evolution over the Pacific) aircraft missions conducted in March–April 1999 and February–March 2001, respectively, as part of NASA’s Global Tropospheric Experiment (GTE). Detailed information on these experiments can be found at the GTE page (http://www-gte.larc.nasa.gov/gte_fld.htm). The data, compiled onto a 5×5 degrees grid with a vertical resolution of 1 km by Emmons et al. (2000), can be accessed through the data composites web page (http://acd.ucar.edu/~emmons/DATACOMP/camp_table.htm).

A compilation of in situ literature measurements of methanol concentrations is also used to evaluate the a priori and optimized model performance. Detailed descriptions of these data can be found in the references of Table 5. The data
are compared with modelled concentrations before and after
the inversion averaged for the given measurement duration
(Fig. 9). Besides these data, we also evaluate the model using
recently retrieved methanol concentrations at a European
forest site, and methanol total columns from FTIR (Fourier
Transform Infrared) measurements at a southern tropical re-

dom site in the Indian ocean. These datasets are briefly de-

The Vielsalm measurement site is located in the Belgian
Ardenne forest (50.3° N, 6° E, altitude: 450 m). This site
has a mixture of coniferous species, mainly Douglas fir, Nor-
way spruce, silver fir, and deciduous species, mainly beech.
Long-term BVOC ecosystem-scale flux measurements were
performed from a 52 m high tower by the disjunct eddy-

covariance technique (see e.g. Spirig et al., 2005) between
26 June and 16 November 2009, and from 25 March until 16
November 2010. A PTR-MS is used for on-line sensitive and
fast BVOC concentration measurements. Monitored BVOC
are formic and acetic acid, methanol, acetaldehyde, acetone,
isoprene, sum of methyl vinyl ketone and methacrolein, C5
alcohols, and the sum of monoterpenes. A detailed descrip-
tion of the experimental setup can be found in Laffineur et al.
(2010). Comparisons of monthly averaged model concentra-
tions in 2009 and measured concentrations between July and
September 2009, and between April and September 2010 are
shown in Fig. 10.

The FTIR instrument at the Reunion Island (21° S, 55° E)
is operating on a quasi-continuous basis since May 2009,
whereas three campaigns have been conducted in previous
years (Senten et al., 2008; Vigouroux et al., 2009). For this
work we focus on the period between June and December
2009. The methanol retrievals are performed in the 1029–
1037 cm⁻¹ spectral range, in the region of the \nu_8 Q branch
(see also Beer et al., 2008; Coheur et al., 2009). Methanol
vertical profiles at Reunion are retrieved using the inversion
algorithm SFIT2 Rinsland et al., 1998 (v3.94), and using an
a priori volume mixing ratio profile constant at 0.9 ppbv be-
low 12 km, decreasing rapidly above this altitude to reach
0.1 ppbv at 20 km, in consistency with the PEM-Tropics-B
aircraft mission (Fig. 7) and ACE-FTS measurements (Du-
four et al., 2006). The retrieval is constrained by Tikhonov
L1 regularization (Tikhonov, 1963) as in Vigouroux et al.
In situ measurements of methanol concentrations shown on Table 5 are compared with the predicted concentrations from simulations S1 (in black), S2 (in blue) and OptS2 (in red). For each simulation, the slopes of the regression lines passing through the origin as well as their standard deviations are illustrated inset respecting the same color code.

Due to the low degree of freedom for the signal, only total columns are delivered. Monthly averaged model columns are compared with monthly averaged observations in Fig. 11.

### 6.2 Surface-based data

#### 7 A priori results – discussion

The use of the NPP-based Jacob et al. (2005) a priori inventory in the S1 experiment leads to significantly higher methanol columns compared to those by the satellite over the majority of continental regions (Fig. 3). On an annual basis, the largest overestimation is found over Amazonia (factor of 2–3), and over Africa and Indonesia (factor of 1.5–2), whereas more moderate overestimations are observed over Europe, Northern America and Australia, and a good overall agreement is found over Siberia. In the S2 simulation, the model output lies closer to IASI data, despite persistent overestimations in the Tropics, which are nevertheless less significant compared to S1.

In Fig. 7 we present comparisons between the mean simulated (using S1, S2, and OptS2) and observed vertical profiles of methanol concentrations above large continental and oceanic regions. The model concentrations have been averaged over the same regions taking into account the location of the measurements. Comparisons between INTEX-A and NEAQs data and modelled concentrations below 1 km are shown in Fig. 8.

A model feature, not corroborated by the comparisons with IASI, is the important difference between methanol columns over eastern and western US (Fig. 3). Another common feature of both simulations is the strong model underestimation over Central Asia (factor of 3), as well as significant underestimations over Western US and Western Australia (up to a factor of 2), due to the very low methanol source estimated by both plant emission models in arid, semi-arid regions or short-grass steppe and limited cropland ecosystems. Supporting evidence for higher-than-predicted methanol concentrations is provided by INTEX-B mission measurements made aboard a C-130 aircraft in April–May 2006 above the westernmost US (Fig. 7). In this case the
model underprediction is, on average near the surface, similar to the one with IASI columns over the same region (factor of 2–3). Furthermore, long-term free tropospheric methanol measurements recorded at Kitt Peak Observatory (31.9° N, 111.6° W) between 2.09 and 14 km (Rinsland et al., 2009) corroborate the IASI measurements both in terms of magnitude and seasonality, showing a similar peak-to-trough amplitude of about 3 between winter and summer, as shown in Fig. 12. The model underestimates the Kitt Peak observed columns by almost a factor of two in summertime, and by 15 % during winter, i.e. the seasonal variation is partly reproduced but is less pronounced. The model underestimation points to the existence of a larger-than-modelled biogenic methanol source in such ecosystems. Geron et al. (2006) investigated biogenic VOC emissions from common desert plants in the southwestern US. The study was focused on terpenoid emissions but some cut branches were analysed with a PTR-MS system so that emissions of methanol and other compounds could be investigated. They observed extremely high methanol rates, 100 to 250 µg g$^{-1}$ h$^{-1}$, which is several orders of magnitude higher than typically observed for other plant species. These high rates were attributed to the experimental approach of cutting branches and placing them in water in order to transport the branches for analysis. However, the process by which these plants were able to produce high methanol emission rates was not identified. More recently, Jardine et al. (2010) reported first in-situ measurements of methanol fluxes from a desert shrub, creosote bush, which is a dominant species in the North American Sonoran and Mojave deserts. The average 4.5 µg g$^{-1}$ h$^{-1}$ emission factor for creosote bush is more than a factor of two higher than the average emission factors of other trees and shrubs (see Harley et al. (2007) and literature reviewed by Seco et al., 2007), although it is well within the range of these values. Extrapolating the Jardine et al. (2010) measurements to the canopy scale results in a MEGAN methanol emission factor of ~2 mg m$^{-2}$ h$^{-1}$ for creosote bush, which is more than twice the value used for shrubs in MEGANv2.1. These limited enclosure measurements, along with the IASI satellite observations, suggest that the desert vegetation has a relatively high methanol emission capacity. Above canopy flux measurements are needed to verify this conclusion. The satellite columns remain, however, the only available source of information over Central Asia and western Australia, so that a similar multi-sensor-to-model comparison cannot be conducted.

The Jacob et al. (2005) biogenic emissions used in the S1 simulation lead to modelled methanol columns over northeastern US that are on average by 60 % higher than IASI, while the overestimation reaches 90 % in summertime (Fig. 5). This is consistent with the overestimation reported in Millet et al. (2008) with respect to aircraft observations over the US when the Jacob et al. (2005) plant emissions were used, which was attributed to a possible overestimation of the Galbally and Kirstine (2002) emission factors used to derive the Jacob et al. (2005) methanol emissions. Millet et al. (2008) found that halving the values for all plant functional types, or reducing the emission factors for broadleaf trees and crops by a factor of four, improved significantly the agreement with the observations. On the other hand, the use of MEGANv2.1 greatly improves the comparison with the satellite data: the model overestimates by less than 10 % in both northeastern and southeastern US over the entire year, although the overprediction reaches 28 % in summertime southeastern US. Comparisons of S1 results with INTEX-A and NEAQS aircraft data (Sect. 6.1, Fig. 7) present also large overestimations in the boundary layer below 1 km, by 50 % and 95 % for INTEX-A and NEAQS, respectively, while the S2 predicted concentrations agree with the measurements within 10 % (Fig. 8). This result is corroborated by surface measurements at North American sites (most of them in Eastern US), shown in Table 5. As shown in Fig. 9, the S1 predicted concentrations yield a mean overestimation of 44 % at these sites, whereas S2 underpredicts the measurements by ca. 10 %. However, in spite of the better overall model performance near the surface when S2 results are considered, comparisons of modelled to aircraft vertical profiles from INTEX-A, INTEX-B and NEAQS missions above North America show an important underestimation (up to 45 % in the case INTEX-A) of methanol concentrations in the free troposphere (Fig. 7). The reasons for this behaviour are not completely clear and will be addressed in Sect. 10.

The comparisons with aircraft measurements and in situ measurements over ocean point to a general model underestimation over the oceans (Fig. 7, Table 5, Fig. 9), suggesting a more significant ocean source than the one considered in the model (Sect. 3) and/or to an overestimated ocean deposition sink. High concentrations over ocean have
been also reported in earlier aircraft campaign measurements over the Pacific (Singh et al., 1995, 2001). Nevertheless, the model/IASI comparisons over the Pacific, Atlantic and Indian ocean do not confirm these conclusions (Fig. 6). The predicted columns turn out to be higher than IASI observations in almost all regions and months, and they exhibit almost no seasonal variation, as opposed to the observations. It should be noted, however, that the IASI signal over the oceans is weak and large errors are associated to the columns. This issue warrants further study and underscores the need for further measurements at remote oceanic sites.

The MEGANv2.1 inventory reproduces better the magnitude and seasonal variation of the observed columns in most regions. This is also reflected in the correlation coefficients given in Figs. 5 and 6. In Indonesia, the S2 model overprediction with respect to IASI columns (factor of 2, Fig. 5) is in line with comparisons between modelled and observed methanol concentrations obtained during the OP3 campaign conducted in 2008 in the Malaysian rainforest during the wet (April–May) and early dry season (June–July) (Langford et al., 2010). More specifically, the S2 methanol concentrations calculated at the model grid cell comprising the campaign site located in northeastern Borneo (5°N, 118°E) are 2.5 times higher than the concentrations of 1.2 ± 0.46 ppbv, and 1.5 ± 0.67 ppbv observed in the wet and dry season, respectively. This finding could be partly explained by an overestimation of the methanol emission rate assumed in MEGANv2.1 for broadleaf forests (400 µg m⁻² h⁻¹, Sect. 2.2). In fact, flux measurements of methanol reported in Langford et al. (2010) at this rainforest site have a mean value very close to zero and a large variability (−33 ± 300 µg m⁻² h⁻¹), suggesting that dry deposition plays an important role. Furthermore, these fluxes over Borneo are much lower than the net fluxes measured in the Amazon rainforest by Karl et al. (2004) (500 µg m⁻² h⁻¹). Such considerable discrepancies make evident that large variability is associated to measured fluxes even for relatively similar rainforest biomes, and therefore, the use of a single flux value for all broadleaf trees in MEGANv2.1 cannot be but a crude estimate. In Amazonia, the S2 model overestimation with regard to IASI reaches up to 50–70 % depending on the region (Fig. 6), but it is much more significant in the S1 simulation, in line with the findings of Millet et al. (2008). The use of MEGANv2.1 produces a nice agreement with IASI over the Goias province in central Brazil, a region of Brazil covered with woodland savanna, and Uruguay, mainly covered with tall prairie grass plains, lending confidence to the assumed methanol rates for grasslands in MEGANv2.1 (Fig. 6).

Above Africa and Australia, the comparisons of the S2 results with the IASI columns yield a satisfactory agreement both in terms of amplitude and seasonality, whereas the S1 simulation falls short of capturing the observed variations in the columns, as indicated by the negative calculated correlation coefficients. This suggests that the representation of methanol emissions based on net primary production as in Jabob et al. (2005) might not be adequate for tropical regions, both in terms of seasonality and magnitude. Over Europe, the S2 run results in a moderate underestimation and to a less marked seasonal cycle compared to IASI (Fig. 5).
8 Inversion results – discussion

The global a posteriori biogenic methanol source deduced from the inversion amounts to 100 Tg yr\(^{-1}\) (OptS2, Table 1) and is very close to the S2 a priori estimate. After optimization, the cost function (Eq. 11) is reduced by a factor of 2.1 globally and its gradient is reduced by a factor of 1200. The optimization yields a significantly better agreement between the model and IASI data, which is carried through substantial changes in the biogenic and biomass burning emission fluxes, as shown in Figs. 3, and 4. Considerable changes of the biogenic source with regard to the a priori MEGANv2.1 database are recorded above Amazonia and Indonesia, with inferred annual reductions of 40–55 % and 45–58 %, respectively, whereas significant reductions are also derived in the Eastern US (20–25 %) and Central Africa (25–35 %). Very significant increases of the biogenic source are deduced above Central Asia (up to a factor of 5), Western US (factor of 2), and the Iberian peninsula (ca. 90 %) (cf. Sect. 7). On the other hand, the methanol source from vegetation fires, although much less significant on the global scale compared to the biogenic source, is also strongly modified by the inversion, with inferred reductions of 35 % above Indonesia, up to 38 % above the Central African Republic, and up to 50 % above Southern Congo.

Note that there might be some conflation of the biogenic and biomass burning source categories, due to the spatiotemporal coexistence of the two sources. However, the simultaneous optimization of two source categories is facilitated by the prescribed spatiotemporal correlations of the a priori errors (\(B\) matrix in Eq. 11), which tend to preserve the spatiotemporal patterns of the a priori emissions in each category. More importantly, at most locations/times, one of the two sources is largely dominant, and is therefore well constrained by the observations. For example, over Alaska, the large pyrogenic emission increases (Fig. 4) are due to fires in July/August 2009, resulting in methanol emissions about an order of magnitude larger than the biogenic emissions in that region. Conversely, the biogenic emission increases seen in Fig. 4 over Alaska and Yukon are mostly due to a strong enhancement in May–June, when biomass burning emissions are negligible.

Although the reduced plant emissions over the tropical Amazon allow for a very good match with the satellite observations, they lead to model underprediction of about 20 % at 5 of the 7 sites located in South America (Table 5, Fig. 9, red line). The limited set of surface data over this region and the dearth of measurements from other platforms do not allow to draw further conclusions. It is however possible that IASI retrieved columns are low-biased over the tropical Amazon. One tentative explanation is the enhanced presence of clouds in this region. Even though all IASI data is cloud filtered prior to retrieval using the EUMETSAT level 2 data, completely cloud free scenes are extremely rare over tropical rainforests. It is therefore not unlikely that residual cloud contamination is much larger in this region than in other parts of the world, resulting in lower observed methanol columns. This may also apply to tropical Africa or Asia. Over Indonesia, the emission decreases suggested by IASI bring the model much closer to the OP3 campaign measurements (Sect. 7), i.e. the initial overestimation is reduced from 250 % to approx. 50 %.

Over the Eastern US, the optimized mixing ratios are in good agreement with both INTEX-A and NEAQS campaign measurements below 2 km (Figs. 7, 8). However, a significant underestimation remains in the free troposphere. This is not totally unexpected due to the likely effect of eastward transport from the Western US, where the modelled columns remain underestimated (Figs. 3, 12). In addition, sensitivity calculations indicate that an underestimation of convective fluxes and/or an overestimation of OH simulated concentrations could also partly explain the overestimated methanol gradient between the PBL and the free troposphere (see Sect. 10). The comparison at the marine sites shown in Table 5 is not improved after inversion (Fig. 9). Further, the optimized model concentrations calculated at the North American locations of Table 5 are now, on average, closer to the surface data, although the scatter is still significant (Fig. 9).

Plant emissions in Europe are increased on an annual basis by 35 % (Table 2), with the most important increase found in Spain and Portugal. Further, comparison of the model concentrations from S1, S2 and OptS2 at the Vielsalm forested site (Fig. 10) shows that neither simulation succeeds in representing adequately the seasonality of the surface data. However, in terms of mean bias and root mean square deviation, the optimized results perform significantly better. Furthermore, the OptS2 simulation results in better agreement with the surface observations at different European sites, as depicted in Fig. 9, implying a reasonable consistency between satellite observations and ground-based measurements.

The IASI-derived decreases in pyrogenic and biogenic emissions over the central and Southern Africa are supported by the FTIR columns retrieved at the Reunion Island (Fig. 11). This site, located near Madagascar at a distance of about 2000 km from the continent, is influenced by long-range transport from continental air, given the relatively long methanol lifetime. The presence of strong biogenic emissions throughout the year in Southern Africa and the occurrence of important fire events from June to November have a significant impact on the observed methanol at this site. The inversion suggests reductions to both emission sources in almost all months except in November, when IASI column is at its highest. The observed seasonality is well reproduced by the model, which is also reflected in the low bias and root mean square deviations between the model and the observations.

Finally, the MEGANv2.1 and the optimized global biogenic source are found to be in line with the reported value.
by Millet et al. (2008) (Table 1), which was constrained by aircraft data, and are significantly lower compared to the Jacob et al. (2005) source. In opposition to these findings, a strong increase with respect to the Jacob et al. (2005) emissions was invoked by Dufour et al. (2007) during spring and summer in the Northern Hemisphere in order to explain the large mixing ratios sampled over high-latitude regions between 6 and 14 km by the ACE-FTS sensor. Although our model is also found to underpredict methanol concentrations in the free troposphere during the INTEX-A and NEAQS missions (Fig. 7), as well as over the Northern Atlantic (not shown), lower biogenic emissions are supported by both surface and aircraft measurements in the boundary layer. As discussed above, this underestimation might have multiple causes (cf. Sect. 10).

9 A posteriori error estimation

The errors on the a posteriori emission estimates are calculated by applying an off-line iterative approximation of the inverse Hessian matrix, which relies on the Davidon-Fletcher-Powell (DFP) updating formula (Fletcher, 1990). When assuming that the model is linear or not too far from being linear, the a posteriori error covariance matrix is related to the Hessian of the cost function $J$ through the expression:

$$E_{\text{post}} = \left((DH)_f^T E^{-1} (DH)_f + B^{-1}\right)^{-1} = \left((IH)_f\right),$$

(12)

where $(IH)_f$ is the inverse Hessian matrix evaluated at the point $f$, $(IH)_f = \text{Hessian}(J)_f^{-1}$, $DH$ is the Jacobian matrix of the model, and $E$ and $B$ are as in Eq. 11 (see Müller and Stavrakou (2005) for details). The inverse Hessian matrix is estimated iteratively using the new information obtained at each step $k$ of the minimization procedure through the DFP formula:

$$(IH)_{k+1} = (IH)_k + \frac{s_k y_k^T (IH)_k y_k}{y_k^T (IH)_k y_k},$$

(13)

where $s_k = f_{k+1} - f_k$, $y_k = \nabla J(f_k)$, $(\nabla J)_f$ is the gradient of $J$ at the point $f_k$, and the initial inverse Hessian matrix is taken to be equal to $B$. By recursive application of the DFP updating formula to the vectors $f_k$ and $(\nabla J)_f$ calculated by the minimization algorithm (Sect. 5.2), we obtain an approximate inverse Hessian matrix. The square root of the diagonal elements of this matrix are the standard errors associated to the optimized parameter vector $f$. The error reductions, i.e. the ratio of the a priori to the a posteriori errors are given in Table 4 for large continental regions. The largest error reductions are achieved for the biogenic source over regions where forests are dominant, like South America and the Former Soviet Union, where the a posteriori uncertainties are reduced by 50 % and 67 %, respectively. Significant reductions are also found over Europe (40 %) and North America (35 %). The error on the biogenic source is decreased globally by 43 %. Because the biomass burning source represents only 3 % of the global methanol source, the fire impact of the methanol levels is masked by the contribution of the biogenic source. Lower error reductions are therefore calculated for the vegetation fire source: of the order of 14 % on the global scale, 10–12 % over Africa and southern Asia, and almost negligible error reductions over other regions.

Note that besides the DFP update formula, the BFGS formula (Broyden-Fletcher-Goldfarb-Shanno) for calculating the inverse Hessian matrix is widely used in large-scale problems (Fletcher, 1990). Both expressions have been evaluated against the finite difference approach in Müller and Stavrakou (2005). Applied to the OptS2 inversion results, the BFGS formula is found to yield results quite similar to those obtained with the DFP method.

10 Sensitivity inversions

Besides the uncertainties on the a posteriori emission fluxes calculated in the previous section, model errors lead to potentially significant uncertainties on the derived methanol fluxes, which are however very difficult to estimate. In this section we propose a tentative assessment of these errors, based on a set of sensitivity inversions conducted to investigate the influence of uncertainties on meteorological parameters, on methanol sink processes, and on the a priori methanol plant emission source. Although this evaluation is not exhaustive, it accounts for the most important uncertainties associated to the model. Table 3 summarizes the performed inversions and provides the corresponding tropical (25° S–25° N), extratropical and global biogenic source inferred in each case study.

In the OptS2-conv inversion a factor of two increase in the convective updraft fluxes used in the model is assumed. Stronger convection leads to a redistribution of trace gases from the boundary layer upwards in the free troposphere, in regions with generally higher horizontal winds resulting in a stronger dispersion and lower methanol columns over source regions. In tropical regions, however, where horizontal winds are weak, this decrease is more than compensated by an increase in the modelled methanol columns calculated with the IASI averaging kernels, because of the higher sensitivity of the retrievals to the higher tropospheric layers. Regionally, the annual biogenic emission change inferred by OptS2-conv lies within 10 % of the standard inversion (Fig. 13), whereas on the global scale the a posteriori biogenic source stays very close to that of the standard inversion. The largest emission changes are found over Amazonia, where about 10 % lower emissions are required to match the IASI columns when convection is enhanced. As expected, the a posteriori column changes are very small (less than 2 %) over source regions, due to the observational constraint. Enhanced transport from source regions to remote areas leads to small methanol column increases over oceans and deserts (Fig. 13). Comparison with the INTEX-A and NEAQS vertical profiles (Fig. 14,
Table 3. Performed sensitivity inversions, and corresponding tropical, extratropical and global biogenic methanol source expressed in Tg yr\(^{-1}\).

<table>
<thead>
<tr>
<th>Description</th>
<th>Name</th>
<th>Global</th>
<th>Tropical</th>
<th>Extra-tropical</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard</td>
<td>OptS2</td>
<td>100</td>
<td>62</td>
<td>38</td>
</tr>
<tr>
<td>Double convective fluxes</td>
<td>OptS2-conv</td>
<td>99.4</td>
<td>61.2</td>
<td>38.2</td>
</tr>
<tr>
<td>Methanol dep. velocity increased by 60%</td>
<td>OptS2-drydep</td>
<td>112</td>
<td>69</td>
<td>43</td>
</tr>
<tr>
<td>OH concentrations from Spivakovsky et al. (1990)</td>
<td>OptS2-OH</td>
<td>91.5</td>
<td>59.5</td>
<td>32</td>
</tr>
<tr>
<td>Use Jacob et al. (2005) a priori source</td>
<td>OptS1</td>
<td>103.8</td>
<td>62.4</td>
<td>42.4</td>
</tr>
</tbody>
</table>

Motivated from recent findings by Karl et al. (2010) suggesting that the removal of oVOCs (oxygenated volatile organic compounds) by dry deposition might be substantially larger than is currently assumed for deciduous ecosystems, owing to their possible loss upon entering leaves through stomata, we carried out an inversion exercise where methanol deposition velocity is increased by 60 % compared to the standard case. For example, the daily averaged deposition velocity for a leaf area index of 6 m\(^2\) m\(^{-2}\) is therefore assumed equal to 1.2 cm s\(^{-1}\). Note however that deposition processes for methanol and other oVOCs might be more complex, due to their water solubility and to the potential influence of an aqueous reservoir at the leaf-air interface in humid conditions. An improved representation of oVOC dry deposition will be the subject of further investigations. Due to the larger methanol sink in inversion Opt-drydep, the inferred global biogenic emission fluxes are 12 % higher than in OptS2, but locally, especially over tropical forests, increases of up to 30 % are found. The total column changes are generally negative, due to the influence of the a priori on the inversion, but always very weak (Fig. 13).

Another important removal process for methanol is the oxidation by OH. By using the prescribed climatological OH fields by Spivakovsky et al. (1990), the OptS2-OH sensitivity inversion acknowledges the large uncertainties that currently exist on modelled OH concentrations, especially over tropical forests, and also in mid-latitude continental regions (Lelieveld et al., 2008; Ren et al., 2008; Hofzumahaus et al., 2009). Note that the Spivakovsky et al. (1990) parameterization ignores completely the depleting effect of isoprene and other biogenic VOC emissions on OH, and therefore might overestimate the OH concentrations over forested areas, whereas isoprene emissions strongly deplete OH levels in IMAGESv2 despite the OH regeneration included in the MIM2+ mechanism used by the model, leading to substantial OH underestimations against campaign measurements over Amazonia and in the Eastern US (Stavrakou et al., 2010). The inferred emission changes, illustrated in Figure 13, reflect directly the differences between the modelled and the prescribed OH fields. In particular, moderate changes in the biogenic emissions are derived over Amazonia, Europe and US (less than 10 %), whereas decreases of up to 30 % are found over central and south Asia. The lower OH concentrations of Spivakovsky et al. (1990) compared to IMAGESv2 at northern mid-latitudes lead to increased methanol lifetime, and consequently, to lower emission fluxes required to match the observations, as also reflected in the weaker vertical gradient of methanol mixing ratios over the US (Fig. 14, red line). Methanol is also more efficiently exported from mid-latitude emitting regions strongly constrained by IASI data, to oceanic or desertic regions where the methanol columns are low and weakly constrained by the observations, as testified by the column increases shown in Fig. 13. The global plant emission is estimated to 91.5 Tg yr\(^{-1}\), i.e. by 8 % lower than in the standard case, the decrease being more significant in the extratropics (Table 3).

Finally, in order to assess the influence of the a priori methanol plant emission inventory, we carried out the OptS1 inversion which uses the Jacob et al. (2005) inventory. The
Fig. 13. Annual changes of the biogenic methanol emission (left) and methanol total column (right) derived from the three sensitivity inversions, OptS2-conv, OptS2-drydep, and OptS2-OH, described in Table 3, with respect to the standard OptS2 inversion.

results are found to be only moderately different from those deduced with the standard OptS2 inversion (Fig. 15, Table 3). Overall, the inferred emission estimates are found to be quite robust in the different sensitivity cases, with global estimates differing by less than 10 %, although differences of the order of 30 % are found on the regional scale.

11 Conclusions

We have introduced a new model (MEGANv2.1) for estimating methanol emissions from the terrestrial biosphere, which is based on net ecosystem flux measurements and accounts for the influence of light, temperature, and leaf age. The MEGANv2.1 methanol emissions and a previous inventory by Jacob et al. (2005) have been used as a priori biogenic emissions in the IMAGESv2 global CTM and compared against multi-sensor methanol measurements. Besides ground-based and airborne methanol observations, a com-
Table 5. In situ methanol measurements expressed in pptv.

<table>
<thead>
<tr>
<th>Location</th>
<th>Period</th>
<th>Coordinates</th>
<th>CH$_3$OH</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Shape South America</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parupa, Venezuela</td>
<td>Jan–Feb 1999</td>
<td>5.7° N 298.2° E</td>
<td>1540</td>
<td>Sanhueza et al. (2001)</td>
</tr>
<tr>
<td>Rondonia, Brazil</td>
<td>Oct 1999</td>
<td>10.1° S 297.1° E</td>
<td>2500</td>
<td>Kesselmeier et al. (2002)</td>
</tr>
<tr>
<td>La Selva, Costa Rica</td>
<td>Apr–May 2003</td>
<td>10.4° N 276.1° E</td>
<td>2155</td>
<td>Karl et al. (2004)</td>
</tr>
<tr>
<td>Central Amazonia</td>
<td>Sep 2004</td>
<td>2.6° S 299.8° E</td>
<td>4100</td>
<td>Karl et al. (2007)</td>
</tr>
<tr>
<td>Trop. forest, Surinam</td>
<td>Oct 2005</td>
<td>4.5° N 305.0° E</td>
<td>1890</td>
<td>Lelieveld et al. (2008)</td>
</tr>
<tr>
<td>Trop. Atlantic, Surinam</td>
<td>Oct 2005</td>
<td>5.5° N 308.5° E</td>
<td>1270</td>
<td>id.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>North America</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UMBS, Michigan</td>
<td>Jun 2002</td>
<td>45.3° N 275.6° E</td>
<td>6800</td>
<td>Karl et al. (2003a)</td>
</tr>
<tr>
<td>UMBS, Michigan</td>
<td>Jul-Aug 2005</td>
<td>id.</td>
<td>8050</td>
<td>id.</td>
</tr>
<tr>
<td>UMBS, Michigan</td>
<td>Sep-Oct 2001</td>
<td>id.</td>
<td>3530</td>
<td>id.</td>
</tr>
<tr>
<td>Trinidad Head, US</td>
<td>Apr-May 2002</td>
<td>41.0° N 235.8° E</td>
<td>80</td>
<td>Millet et al. (2004)</td>
</tr>
<tr>
<td></td>
<td>Sep–Nov 2000</td>
<td>id.</td>
<td>3440</td>
<td>id.</td>
</tr>
<tr>
<td></td>
<td>Dec–Jan 2000</td>
<td>id.</td>
<td>970</td>
<td>id.</td>
</tr>
<tr>
<td></td>
<td>Mar 2001</td>
<td>id.</td>
<td>1900</td>
<td>id.</td>
</tr>
<tr>
<td>Thompson Farm, US</td>
<td>Jul–Aug 2004</td>
<td>43.1° N 289.0° E</td>
<td>2500</td>
<td>Mao et al. (2006)</td>
</tr>
<tr>
<td>Appledore Isl., US</td>
<td>id.</td>
<td>41.0° N 289.4° E</td>
<td>2100</td>
<td>id.</td>
</tr>
<tr>
<td>Chebogue Point</td>
<td>id.</td>
<td>43.7° N 293.9° E</td>
<td>1389</td>
<td>Millet et al. (2006)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>European</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Innsbruck, Austria</td>
<td>Sep 1997</td>
<td>47.2° N 11.3° E</td>
<td>3000</td>
<td>Holzinger et al. (2001)</td>
</tr>
<tr>
<td>Creta, Greece</td>
<td>Aug 2001</td>
<td>35.0° N 25.2° E</td>
<td>3500</td>
<td>de Gouw et al. (2004)</td>
</tr>
<tr>
<td>Athens, Greece</td>
<td>id.</td>
<td>38.0° N 24.0° E</td>
<td>4500</td>
<td>id.</td>
</tr>
<tr>
<td>Bremen, Germany</td>
<td>Jul 2004</td>
<td>53.1° N 8.8° E</td>
<td>2200</td>
<td>Solomon et al. (2005)</td>
</tr>
<tr>
<td>Juelich, Germany</td>
<td>Jul 2003</td>
<td>50.9° N 6.4° E</td>
<td>8000</td>
<td>Sprig et al. (2005)</td>
</tr>
<tr>
<td>Raunefjord, Norway</td>
<td>Jun 2005</td>
<td>60.3° N 5.3° E</td>
<td>1860</td>
<td>Sinha et al. (2007)</td>
</tr>
<tr>
<td>Central Switzerland</td>
<td>Jul 2004</td>
<td>47.3° N 7.8° E</td>
<td>6000</td>
<td>Brunner et al. (2007)</td>
</tr>
<tr>
<td>Zurich, Switzerland</td>
<td>Apr 2005</td>
<td>47.3° N 8.5° E</td>
<td>2180</td>
<td>Legreid et al. (2007)</td>
</tr>
<tr>
<td></td>
<td>Jul 2005</td>
<td>id.</td>
<td>3180</td>
<td>id.</td>
</tr>
<tr>
<td></td>
<td>Nov 2005</td>
<td>id.</td>
<td>1110</td>
<td>id.</td>
</tr>
<tr>
<td></td>
<td>Dec–Jan 2005</td>
<td>id.</td>
<td>1210</td>
<td>id.</td>
</tr>
<tr>
<td>Vielsalm, Belgium</td>
<td>Jul 2009</td>
<td>50.3° N 6.0° E</td>
<td>4700</td>
<td>Sect. 6.2</td>
</tr>
<tr>
<td></td>
<td>Aug 2009</td>
<td>id.</td>
<td>4000</td>
<td>id.</td>
</tr>
<tr>
<td></td>
<td>Sep 2009</td>
<td>id.</td>
<td>2600</td>
<td>id.</td>
</tr>
<tr>
<td></td>
<td>Apr 2010</td>
<td>id.</td>
<td>2680</td>
<td>id.</td>
</tr>
<tr>
<td></td>
<td>May 2010</td>
<td>id.</td>
<td>3000</td>
<td>id.</td>
</tr>
<tr>
<td></td>
<td>Jun 2010</td>
<td>id.</td>
<td>4430</td>
<td>id.</td>
</tr>
<tr>
<td></td>
<td>Jul 2010</td>
<td>id.</td>
<td>3810</td>
<td>id.</td>
</tr>
<tr>
<td></td>
<td>Aug 2010</td>
<td>id.</td>
<td>2100</td>
<td>id.</td>
</tr>
<tr>
<td></td>
<td>Sep 2010</td>
<td>id.</td>
<td>1770</td>
<td>id.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Marine</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Indian Ocean, 7.5° N</td>
<td>Mar 1999</td>
<td>7.5° N 70° E</td>
<td>1417</td>
<td>Wisthaler et al. (2002)</td>
</tr>
<tr>
<td>Indian Ocean, 9-13° N</td>
<td>id.</td>
<td>9–13° N 67–70° E</td>
<td>1057</td>
<td>id.</td>
</tr>
<tr>
<td>Indian Ocean, 13-19° N</td>
<td>id.</td>
<td>13–19° N 66–70° E</td>
<td>687</td>
<td>id.</td>
</tr>
<tr>
<td>Indian Ocean, 0-13° S</td>
<td>id.</td>
<td>0–13° S 71–73° E</td>
<td>600</td>
<td>id.</td>
</tr>
<tr>
<td>Mauna Loa</td>
<td>Mar–Apr 2001</td>
<td>19.5° N 204.4° E</td>
<td>900</td>
<td>Karl et al. (2003b)</td>
</tr>
<tr>
<td>Atlantic 1.7 ± 1.3 km</td>
<td>Jul–Aug 2004</td>
<td>35.8–40.2° N 321.4–332.6° E</td>
<td>530</td>
<td>Lewis et al. (2007)</td>
</tr>
<tr>
<td>Atlantic 2.4 ± 1.4 km</td>
<td>id.</td>
<td>36–44° N 326–338° E</td>
<td>630</td>
<td>id.</td>
</tr>
<tr>
<td>Atlantic 3.5 ± 1.7 km</td>
<td>id.</td>
<td>40.5–45.5° N 325–335° E</td>
<td>1100</td>
<td>id.</td>
</tr>
<tr>
<td>Atlantic 6.1 ± 1.9 km</td>
<td>id.</td>
<td>36.5–43.5° N 323–341° E</td>
<td>680</td>
<td>id.</td>
</tr>
<tr>
<td>Atlantic 6.7 ± 2.3 km</td>
<td>id.</td>
<td>36.1–41.9° N 319.8–334.2° E</td>
<td>380</td>
<td>id.</td>
</tr>
</tbody>
</table>
complete year of global methanol column abundances retrieved from the IASI sounder has been used in order to evaluate the model in terms of magnitude and seasonal variation of methanol concentrations. The agreement between the IASI columns and the model is considerably improved when MEGANv2.1 is used, compared to the simulation using the Jacob et al. (2005) database. In the latter case, large model overestimations have been found, especially over tropical forests, in line with findings by Millet et al. (2008), whereas poorly reproduced seasonal variations in the Tropics indicate that the parameterization based on net primary productivity is not suitable in these regions. Using MEGANv2.1 as a priori inventory, we have conducted an inverse modelling experiment based on the adjoint of IMAGESv2 and constrained by IASI columns in order to improve the estimates of methanol emissions from plants and vegetation fires. The main conclusions drawn from this study are summarized below.

- The global a posteriori biogenic methanol source deduced from the inversion amounts to 100 Tg yr$^{-1}$ and is very close to a priori value of 105 Tg yr$^{-1}$. The methanol source from vegetation fires is also decreased by 20% globally with respect to the GFEDv3 database, but stronger decreases (up to a factor of two) are inferred over central and Southern Africa.

- Annual reductions of the biogenic methanol source are suggested by the IASI data over Amazonia and Indonesia, by 40–55% and 45–58%, respectively. Over Amazonia, the derived source allows for a very satisfactory agreement with the satellite data, yet it leads to a model underprediction of about 20% with respect to a limited set of available surface methanol measurements. It appears plausible that the IASI columns might be biased low over tropical forests due to possible cloud contamination problems.

- An annual decrease by 20–25% of the biogenic methanol source is suggested over the Eastern US, leading to a good agreement with aircraft data in the boundary layer, while the model systematically underestimates the methanol concentrations in the free troposphere over land and ocean, in line with previous modelling studies. Possible reasons for this underestimation include an underestimation in the Western US methanol source, an underestimation of convective fluxes, and/or an overestimation of OH simulated concentrations.

- The biogenic methanol source is strongly increased with respect to MEGANv2.1 over arid and semi-arid regions of Central Asia, Western US, and Northern Australia. This might be related to an underestimation of the methanol emission rate from shrub or to an unaccounted source of methanol specific to such environments in the MEGANv2.1 model. Ground-based measurements at Kitt Peak and aircraft measurements over the Western

---

**Fig. 14.** Comparison between vertical profiles measured during the INTEX-A and NEAQS aircraft missions and inferred from the OptS2 (black lines), OptS2-conv (blue), OptS2-drydep (green), and OptS2-OH (red).

**Fig. 15.** Annually averaged biogenic methanol emissions derived by the inversion OptS1, which uses the Jacob et al. (2005) biogenic sources as a priori, and by the standard OptS2 inversion. Units are 10$^{10}$ mol cm$^{-2}$ s$^{-1}$.

---

US confirm these conclusions. This result clearly underscores the need for local measurements in arid regions like Central Asia.

- Comparisons of the optimized methanol concentrations with independent measurements from other instruments show a very good consistency, lending good confidence to IASI columns. The satellite dataset is a valuable tool towards improving our knowledge on methanol sources and sinks on the global scale, and in particular, for many world regions where local measurements are currently missing.

- The most important error reductions are achieved for the biogenic emissions over the Former Soviet Union (67%), South America (50%), and globally (43%). The errors for the vegetation fire source are reduced moderately (14% on the global scale). Furthermore, the derived emissions are found to be weakly dependent to changes in the meteorology, the a priori emissions, and the methanol sink processes.
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