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Investigating State Reconstruction from Scarce
Synchronized Phasor Measurements
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Abstract—Synchronized phasor measurements can potentially
track the system dynamics between two classical state estima-
tions. However, in the PMU configurations available nowadays
and in the near future, those measurements are too scarce for
the whole system state to be estimated. Therefore, we investigate
the possibility to reconstruct coherent, time-synchronized system
states from the available PMU data. State reconstruction is
formulated as an optimization problem. The objective is to
minimize, in the space of bus powers, the distance between the
reconstructed state and the last state estimate provided bya
standard state estimator. PMU data are imposed as equality con-
straints. Furthermore, the placement of PMUs near generators
is advocated for higher accuracy of state reconstruction. The
performance and potential benefits of the approach are illustrated
by processing snapshots obtained from detailed time simulation
of a test system subject to a disturbance and corrective actions.

Index Terms—state reconstruction, synchronized phasor mea-
surements, constrained optimization, unobservability, situational
awareness, state estimation

I. I NTRODUCTION

A. Background and motivation

The Phasor Measurement Unit (PMU) is an accurately time
synchronized power system instrument able to gather voltage
and current phasors at high rate (30-60 samples/second) [1],
[2]. Supported by advances in computational facilities, net-
working infrastructure and communications, this technology
have opened new perspectives for designing wide-area mon-
itoring, protection and control systems. Present and potential
applications of synchronized phasor measurements range from
mere monitoring to tracking system dynamics in real-time [1],
[2].

It is likely that in some future, all measurement devices
will be provided with high precision time tags making the
whole system observable by these devices [1], [2], [3], [4],
[5]. These new technological solutions are available in present-
day power systems but with scarce PMUs since the upgrade of
existing power system infrastructures requires investments in
these technologies and only incremental upgrades are realistic.
Consequently, present-day power systems are still far from
having a rich synchronized measurement configuration.

A natural application of PMUs, even more if scarce, is to
enhance traditional state estimators based on SCADA (Super-
visory Control And Data Acquisition) measurements [1], [2].
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Traditional state estimators run every few minutes and provide
an average picture of the system state due to time skew in
measurement set. Synchronized measurement snapshots taken
in almost the same time window as the classical measurements
can be used to reinforce the redundancy of the latter. From a
practical viewpoint, it may be advantageous to post-process
the PMU measurements separately so that the state estimation
software is not modified [6].

On the other hand, synchronized phasor measurements can
potentially track the system dynamics between two classical
state estimations. However, scarce PMUs do not allow de-
termining the whole system state. Consequently, one of the
challenges in effective exploitation of existing or near-future
PMU configurations is to somewhat “reconstruct” coherent
time-synchronized system states from the available PMU
data. This challenge has been recognized by power system
practitioners and research community and efforts have been
undertaken to use PMU data to increase situational awareness
[3], [4], [7], [8], [9].

In this paper, we formulate state reconstruction as an
optimization problem with linear equality constraints. The ob-
jective is to minimize, in the space of bus powers, the distance
between the reconstructed state and the last state estimate
provided by a standard state estimator. The constraints relate
to zero current injections and available phasor measurements.
Furthermore, we advocate the placement of PMUs at generator
buses for increased accuracy of the state reconstruction.

The paper is structured as follows. Some related works are
discussed in Section II. The principle of state reconstruction
and mathematical formulation of the problem are given in
Section III. PMU placement for improved accuracy of state
reconstruction is discussed in Section IV. Section V presents
the results of the approach tested on the Nordic32 test system.
By way of conclusion, Section VI summarizes the approach
and the main results, and outlines potential benefits and
ongoing investigations.

II. RELATED WORKS

This section reviews previous and current works dealing
more or less closely with state estimation from scarce data,
classified in three categories.

A. Increased situational awareness [3], [4], [7], [8], [9]

A hybrid power flow model that combines PMU mea-
surement data and power flow equations to increase situ-
ational awareness at the system level, was introduced in
[7]. Essentially, the approach complements observable islands
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with assumed power flow conditions. An observable island is
defined as a set of buses whose states can be directly computed
from PMU measurements [6], [7]. The power flow model
includes multiple swing buses (all observable buses whose
voltage phasors are known),PQV θ buses (all observable
buses where voltage and current phasors are known),PQ and
PV buses as in a traditional power flow model, and the so-
called nought buses (connected directly toPQV θ buses and
where all variables are unknown). Solving this hybrid power
flow problem yields a system state that matches the available
synchronized phasor measurements [7].

A PMU morphed power flow approach was introduced
in [8], [9]. The approach starts from a solved power flow
and proceeds by matching this known solution to the small
number of PMU measurements. This involves solving a lin-
ear programming problem with known system values (some
generator outputs, total load in some areas, etc.) treated as
constants and unknown values (the other generator outputs,
the other area loads, etc.) treated as controls [8], [9]. Theset
of binding constraints is set up to include the PMU bus angle
measurements as equality constraints while the objective is to
minimize control costs.

In order to deal with situations where only a limited number
of PMUs are available, Refs. [3], [4] introduced the concept
of interpolation of states of unobservable buses: using the
bus admittance matrix, a matrix of interpolation coefficients
is derived relating the unobservable voltages to the observable
ones. This concept, together with the interpolation updating
based on SCADA measurements, is used for hybrid state
estimation. Injections at unobservable buses are treated as
equivalent load admittances. It is suggested to update the
interpolation coefficients as soon as a new system snapshot
is available from conventional state estimation. The voltages
at unobservable buses are coherent with the set of phasor
measurements.

B. Harmonic state estimation [10]

Power system harmonic state estimation aims at locating
major harmonic sources and estimating the distribution of
harmonic voltages and currents. This requires to cope with
a lack of measurements. The approach in [10] uses a limited
number of phasor measurements (fewer than unknown state
variables) to this purpose. The problem is formulated as a
constrained sparsity-maximization problem based onL1-norm
minimization to deal with the underdetermined set of linear
equations, and is solved efficiently by an equivalent linear
programming.

C. Other related works [11], [12], [13]

Reference [11] also deals with the problem of determining
an approximate state from a limited number of measurements.
Although PMUs are not specifically considered, the idea
can be extended to those measurements. The problem of
approximate state computation is set as a nonlinear constrained
optimization problem. The objective function reflects devia-
tions from desired operating conditions (i.e. an ideal operating
point with voltage magnitudes near1 pu and small phase angle

differences across lines) and minimizes active and reactive
losses. Standard power flow equations are set as equality
constraints while inequality constraints involve load active
powers (ranked according to size), active and reactive power
generations and bus voltage magnitudes and phase angles.

Although not involving PMU data, state estimation in dis-
tribution systems typically also faces the problem of scarce
real-time measurements. Most of the time this is taken care
of by adding pseudo-measurements based on load forecasts.
In Ref. [12] the impact of erroneous forecasts is mitigated by
adjusting the loads to match the feeder measurements.

A similar problem is met by traditional state estimation of
transmission systems in the presence of unobservable areas.
An approach consists in introducing pseudo-measurements.In
order to improve the estimation of unobservable parts, the use
of optimal power flow was proposed in [13]. The objective is
to satisfy in the least-square sense the pseudo-measurements
in unobservable areas. The constraints include: power balance,
power injections, state variables. Line flow constraints proved
to improve the overall state estimation accuracy.

These works are related to the approach presented in this
paper in so far as they either adjust loads to match the available
measurements [12] or resort to optimization to better estimate
unobservable areas [13].

III. PRINCIPLE AND MATHEMATICAL FORMULATION OF

STATE RECONSTRUCTION

Let the network be modelled by the voltage-current relation-
ships stemming from the bus admittance matrix formulation.
Decomposing the vectors of bus voltages and nodal currents
into their real and imaginary parts, the network equations take
on the matrix form:

Gvx −Bvy − ix = 0 (1a)

Bvx +Gvy − iy = 0 (1b)

wherevx, vy, ix andiy are vectors of rectangular components
of voltages and currents, whileG and B are the real and
imaginary parts of the bus admittance matrix, respectively.

Our objective is to compute a coherent, time-synchronized,
system state that satisfies a number of PMU data. The latter
involve some components ofvx, vy, ix, iy according to:

A









vx

vy

ix

iy









= z (2)

wherez is the vector of measured values. The corresponding
rows of A are unit vectors with the nonzero (unit) entry
corresponding to the measured voltage or current component.
We also include in (2) the zero current injection information
at “transit” buses with neither load nor generation connected.
The corresponding component ofz is zero.

We assume that all measurements inz are critical, i.e.
removing any of them would decrease the number of bus
voltages that can be computed from the PMU and zero
injection data. Adaptations to handle redundant measurements
are straightforward.
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Note that each voltage or current phasor measurement,
and each zero current injection yields two equations in (2)
corresponding to respectively its real and imaginary parts.

We assume thatthe PMU configuration provides scarce
measurements, which do not make the system observable, i.e.
there are less equations (1, 2) than voltages and currents tobe
estimated. There is thus an infinite number of states satisfying
the available set of synchronized measurements. The standard
way of solving this indeterminacy, used in many engineering
disciplines [14], consists of determining the state vectorwith
minimum (L0, L1 or L2) norm.

We adopt a similar reasoning andremove the indeterminacy
by considering the state closest to the estimate provided bythe
last execution of a standard state estimator. Furthermore, for
reasons discussed in the next section,we minimize the distance
to that reference in the space of bus (active and reactive)
powers. This leads to minimizing:

∑

i∈N

(

P 0

i − Pi

)2

+

∑

i∈N

(

Q0

i −Qi

)2

(3)

whereP 0

i (resp.Q0

i ) is the active (resp. reactive) power at
the i-th bus in the reference state,Pi (resp.Qi) the corre-
sponding reconstructed value, andN is the set of involved
buses. The choice of the latter is also discussed in the next
section. At most, it might include all buses except those with
zero injection, which are already involved in (2). Although
alternatives may be envisaged, our preference goes to the
Euclidian distance (3) which has the advantage of distributing
the discrepancies between reference and reconstructed states
more evenly over the system.

Alternatively, the minimization of (3) can be seen as aleast-
square estimation of the unknownPi, Qi powers, with the
reference load powersP o

i , Q
o
i used as pseudo-measurements.

ExpressingPi andQi in terms of voltage and current com-
ponents in (3) leads to the following constrained optimization
problem:

min
vx,vy,ix,iy

∑

i∈N

(

P 0

i − vxiixi − vyiiyi
)2

+

+

∑

i∈N

(

Q0

i − vyiixi + vxiiyi
)2

(4a)

subject to : Gvx −Bvy − ix = 0 (4b)

Bvx +Gvy − iy = 0 (4c)
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− z = 0 (4d)

The above optimization has two interesting features. Firstly,
all constraints are linear, nonlinearity is present in the objective
only. The linearity of (4d) stems from the use of phasor
measurements. There would be no advantage in converting
them to nonlinear power measurements. Secondly, theG, B
and A matrices are very sparse. Both features facilitate the
solving of that optimization problem.

Additional information on the system state could be incor-
porated in the form of inequality constraints; however, the

associated benefits should be balanced against the increased
computational complexity.

IV. ON THE PLACEMENT OFPMUS

A. Motivation for monitoring generators

Different PMU configurations are expected to yield different
accuracies for the solution of (4). So far, our investigations
have shown that monitoring generators through PMUs yields
a significantly more accurate state. This may be explained as
follows.

A situation of interest for exploiting synchronized phasor
measurements is when a disturbance takes place after the
execution of the classical state estimator. In such a case,
load powers change owing to their sensitivity to voltage and
frequency. However, this change is usually in the order of
a few percents. On the contrary, the powers produced by
generators may vary significantly under the effect a distur-
bance, depending on the performance of primary voltage and
frequency control. For instance, the outage of transmission or
generation equipments is reflected in the reactive powers of
voltage controlled generators. Thus, it makes sense to collect
measurements of those changing values.

In order to synchronously monitor the outputs of the various
generators, two PMU configurations can be thought of:

1) placed at the generator buses: each PMU provides the
generator voltage and the current in the step-up trans-
former;

2) placed at the high-voltage ends of the step-up transform-
ers: each PMU provides the bus voltage, the current in
the step-up transformer as well as the current in each
line connected to the bus of concern1.

Configuration 2 is more common in practice. It is also richer
since it makes observable a larger number of bus voltages [1],
[15]. Nevertheless, configuration 1 was also considered in this
work in order to make the tests more stringent.

Whatever the configuration, for each generator provided
with a PMU, the corresponding measurements are included
in (4d) while the active and reactive power terms relative to
that generator are removed from (4a). Thus, if all generators
are equipped with PMUs, the setN in (4a) includes load buses
only.

B. Supporting simple example

We further illustrate the benefit of monitoring all key
generators through a very simple example.

We consider the 5-bus system shown in Fig. 1, including
one load, two generators, and two buses with zero current
injection. The reference state is obtained as the solution of
a power flow problem with the data shown in the left part
of Table I. Then, a disturbed state is obtained by increasing
the load by 10 %. The active power increase is fully covered
by the generator at bus 2, while both generators keep their
terminal voltages constant. This leads to the disturbed state
shown in the right part of Table I.

1provided, of course, that there are enough communication channels to
transmit all the synchronized phasor data
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Fig. 1. Example 5-bus system

TABLE I
DATA OF REFERENCE AND DISTURBED STATES

reference state disturbed state
P (MW) Q (Mvar) P (MW) Q (Mvar)

generated at bus 1 0. 61.27 0 66.00
generated at bus 2 400.00 51.30 440.00 61.48
consumed at bus 5 400.00 80.00 440.00 88.00

We consider the reconstruction of the disturbed state from
the bus powers of the reference state and the synchronized
phasor measurements provided by respectively:
A: a single PMU located at bus 1, and
B: 2 PMUs, located at buses 1 and 2.

Thus, with configuration A, the objective function (3) takes
on the form:
(

P 0

2
− P2

)2

+
(

Q0

2
−Q2

)2

+
(

P 0

5
− P5

)2

+
(

Q0

5
−Q5

)2

(5)

with the values ofP 0

2
, Q0

2
, P 0

5
and Q0

5
taken from columns

2 and 3 in Table I, while with configuration B, the objective
amounts to the last two terms only.

The results are summarized in Table II in terms of recon-
structed active and reactive powers for both configurations.

TABLE II
RECONSTRUCTED POWERS FOR TWOPMU CONFIGURATIONS

configuration A configuration B
P (MW) Q (Mvar) P (MW) Q (Mvar)

generated at bus 1 0. 66.00 0 66.00
generated at bus 2 400.18 49.08 440.00 61.48
consumed at bus 5 400.18 82.26 440.00 87.98

Comparing the second and third columns of Table II with
the fourth and fifth columns of Table I shows non negligible
errors in reconstructed powers of the load at bus 5 and the
generation at bus 2, when using configuration A. These errors
can be explained as follows.

At bus 1, the power is forced to have a correct value to
satisfy the PMU data available at that bus. This does not
hold true at buses 2 and 5 where the powers are left to vary;
in the absence of more information, the reconstructed values
closely approach their reference values, which minimizes the
objective function (5). In fact, the reconstructed load at bus 5
can approach its reference value 400 MW, which is 40 MW
below the exact value, because at the same time the generation
at bus 2 can also settle 40 MW below its exact value. And all
this without affecting the production at bus 1.

This is no longer possible when PMU data are available
at bus 2. In this case, the results in the last two columns
of Table II show that the reconstructed state is very close

to the exact value. This confirms the relevance of providing
generators with PMUs for accurate state reconstruction.

V. SIMULATION RESULTS

A. Test system and simulation procedure

We report on results obtained with a variant of the Nordic32
test system already used in [22]. The one-line diagram of this
52-bus, 20-machine system is shown in Fig. 2.

g20

g16

g17

g18

g2g9

g1 g3g10

g5

g4

g12

g8

g13

g14

g7

g6

g15

g11

g19

4011

4012

1011

1012 1014

1013

10221021

2031

cs

404640434044

40324031

4022 4021

4071

4072

4041

1042

10451041

4063

4061
1043

1044

4047

4051

40454062

 400 kV 

220 kV 

130 kV 
synchronous 
condenserCS

NORTH

CENTRAL

EQUIV.

SOUTH

4042

2032

Fig. 2. Nordic32 test system

The model includes a detailed representation of each syn-
chronous machine, and simple models of speed governors,
hydro and steam turbines, automatic voltage regulators and
OverExcitation Limiters (OELs). Only the hydro-plant gener-
ators in the North and Equiv areas (see Fig. 2) are equipped
with speed governors, and frequency is thus controllers by
those generators only. Loads behave as constant current forthe
active power and constant impedance for the reactive power.
Each load is fed through a transformer with automatic Load
Tap Changer (LTC); the various LTCs act with various delays.

Time-domain simulations of the model have been performed
with the Simulink-based variable-step integration software
outlined in [16].

Two scenarios have been considered:
1) Scenario A:a slow load increase in the Central part of

the system (namely at buses 1041, 1042, 1043, 1044,
and 1045) with a step change of the load demand at bus
1041, taking place att = 100s;

2) Scenario B: tripping of line 4032-4044 att = 6s,
followed by load shedding at buses 1041, 1043, and
1045, at respectivelyt = 40, 50 and 60 s. This load
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curtailment stabilizes the otherwise long-term voltage
unstable evolution [22].

In both scenarios, LTCs and OELs act in response to the
disturbance.

PMUs providing the terminal voltages and the currents of
generators have been assumed. As already mentioned, it would
be more realistic to place them at the high-voltage side of
the step-up transformers. However, this would yield too good
a coverage of the buses in this small test system. Table III
details the generators selected in the three configurations
referred to in the remaining of the paper. We assume that
we are primarily interested in the Central region, where load
powers increase of Scenario A and whose voltages are the
most affected by the disturbance of Scenario B. The three
measurement configurations detailed in Table III were selected
to progressively reduce the coverage of the parts of the system
in which we are not interested. Configuration 3 is particularly
challenging in this respect.

TABLE III
GENERATORS PROVIDED WITHPMUS

configuration generators
1 all 20
2 g6, g7, g11, g12, g13, g14, g15, g16
3 g6, g7, g14, g15, g16

The phasor data were obtained by sampling every second the
rectangular components of the voltages and currents provided
by time simulation. The system states were reconstructed with
the same periodicity.

The load powersP 0

i and Q0

i involved in the objective
(4a) are the initial values of the corresponding load powers.
The same values are used throughout all successive state
reconstructions, with the aim of checking the quality of
state reconstruction while the exact state is deviating from
the reference state. The change in topology (line outage) in
Scenario B is assumed to be known by the state reconstruction
procedure.

Each optimization problem (4) was solved in the GAMS-
IDE (General Algebraic Modeling System) environment [17],
interfaced with MATLAB [18] through the MATGAMS in-
terface documented in [19]. The primal-dual interior-point
nonlinear solver (with filter line-search method) IPOPT was
used [20].

B. Results for Scenario A

The results for this scenario are illustrated in terms of
reconstructed load active powers at buses 1041 (Fig. 3) and
2031 (Fig. 4). Both figures show the exact values (available at
each integration time step) and the ones reconstructed from
each of the three PMU configurations (available once per
second). All values are in per unit on a 100-MVA base.
Bus 1041 is where the step increase in load takes place, at
t = 100 s. Bus 2031 is located outside the Central region,
and hence state reconstruction performance is expected to
deteriorate for Configurations 2 and 3.

Figure 3 shows that state reconstruction tracks very accu-
rately the system changes up to the instant of the step increase
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Fig. 3. Scenario A: exact and reconstructed load active power at bus 1041
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Fig. 4. Scenario A: exact and reconstructed load active power at bus 2031

in load demand. From there on, state reconstruction is stillable
to track changes but with a bias. The latter increases when the
load power further changes att = 177 s under the effect of the
tap change in the distribution transformer feeding this load, but
decreases att = 196 s when the tap of another transformer
changes. The results obtained with Configurations 1 and 2
are indiscernible. The results obtained with Configuration3
are very close, which suggests that local state reconstruction
is possible with the help of PMUs monitoring the zone of
interest. The final error is9.1 MW with Configurations 1 and
2 and10 MW with Configuration 3. This represents only1.7 %
of the load power. It is noteworthy that the largest discrepancy
|Pi − P 0

i | is observed for the load active power at bus 1041,
which gives an indication of where changes took place.

Figure 4 shows that the (comparatively smaller) changes
in load power at bus 2031 are very accurately tracked with
Configuration 1 (the curves are indiscernible) while the other
two configurations yield a drift with respect to the exact
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value, more pronounced with Configuration 3. This was to
be expected since in Configuration 2 (resp. 3), there is no
PMU at the nearby generator 8 (resp. generators 8 and 12).
Yet, the final errors remain small:1.3 MW with Configuration
3, which amounts to1.3 % of the load power.

C. Results for Scenario B

This scenario is illustrated in terms of reconstructed values
of voltage magnitude at bus 1041 (Fig. 5), load active power
at bus 1041 (Fig. 6), voltage magnitude at bus 2031 (Fig. 7)
and current magnitude in line 4032-4042 (Fig. 8). The results
are shown for PMU Configurations 2 and 3.
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Fig. 5. Scenario B: exact and reconstructed voltage magnitude at bus 1041
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Figures 5 and 6 show a remarkably accurate state recon-
struction up to the time of the first load shedding. After that,
the reconstructed state is a bit biased, but the overall accuracy
remains quite good, with a final error of0.004 pu on the
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Fig. 7. Scenario B: exact and reconstructed voltage magnitude at bus 2031
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Fig. 8. Scenario B: exact and reconstructed current in line 4032-4042

voltage and20 MW on the active power. Again, these errors
are caused by the fact that the reference powerP 0

i of this
bus was kept equal to its pre-shedding value while it should
be updated to reflect the load curtailment. It is interestingto
see that the largest error on the reconstructed load power at
bus 1041 takes place when this particular load is reduced, but
changes relatively few (or even decreases) when the other two
loads are curtailed. It is also noteworthy that Configurations
2 and 3 give basically the same results at this bus located in
the region of interest.

As can be seen from Fig. 7, the voltage at bus 2031 is
reconstructed with excellent accuracy when using Configura-
tion 2. As expected, the error is more pronounced when using
Configuration 3 (the final error is around0.013 pu), since bus
2031 is now outside the region of interest monitored by PMUs.

Table IV shows the average error affecting the voltage
magnitude, the voltage phase angle, and the active and reactive
powers at a sample of buses, when using the scarce PMU data
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of Configuration 3. The results are the average errors over the
114 successive states reconstructed after the disturbance. As
regards generators, the biggest errors take place in the North
and Equiv areas, i.e. outside the region of interest, and area
consequence of not monitoring generators whose productionis
changing due to primary frequency control. As regards loads,
the biggest errors correspond to buses 1043 and 1045, where
the reference powers are not updated while load is curtailed.

TABLE IV
AVERAGE ERRORS ON RECONSTRUCTED VALUES(CONFIGURATION 3)

average error on
bus V (pu) θ (rad) P (MW) Q (Mvar)
g1 0.0567 0.0183 10.4 5.5
g3 0.0565 0.0243 8.8 2.7
g4 0.0449 0.0251 5.8 5.6
g5 0.0341 0.0080 0.5 5.4
g19 0.0642 0.0085 0.2 0.4
g20 0.0693 0.0009 37.1 2.1
1011 0.0548 0.0089 3.5 0.1
1012 0.0564 0.0129 2.2 0.1
2032 0.0131 0.0023 4.9 2.2
1042 0.0001 0.0001 1.4 0.6
1043 0.0004 0.0001 4.5 2.7
1045 0.0016 0.0003 7.8 4.7

One possible usage of state reconstruction is the anticipation
of near-future system evolution and possible cascading effects
of some disturbances. In this respect, it may of interest
to quickly reconstruct the values of currents in important
transmission lines. This is illustrated in Fig. 8, comparing the
exact and reconstructed values of the current (magnitude) in
line 4032-4042 located in the same corridor as the outaged
line. Using Configuration 2, the value is reconstructed with
remarkable accuracy. This can be explained by the presence
of PMUs at the buses of generators g11, g12 and g14 located
nearby on both sides of the line. With Configuration 3, there
is a degradation of accuracy but it remains quite moderate: in
the order of0.19 pu, to be compared to the2.5 pu increase
due to the line outage. This result is even better that the only
nearby PMU in Configuration 3 is on generator g14, i.e. only
on one side of the line.

VI. CONCLUSION

An approach to reconstruct system states from scarce syn-
chronized phasor measurements has been proposed. The ideas
leading to this approach can be summarized as follows:

• the PMU configuration provides scarce measurements,
which do not make the system observable. As a con-
sequence, there is an infinite number of states satisfying
the available set of synchronized measurements;

• we solve this indeterminacy by computing the state which
yields the bus power injections closest (in the Euclidian-
norm sense) to reference values; the latter are the result
of the last execution of a classical state estimator;

• this is equivalent to treating the reference power values
as pseudo-measurements, in the least-square sense;

• this leads to solving an optimization problem with sparse
linear equality constraints. The latter also include the zero
injection information.

As regards PMU placement, it appears more appropriate to
monitor generators. Indeed, it is preferable to monitor gener-
ator powers rather than load powers, in so far as the former
vary more than the latter. Furthermore, when a generator is
not monitored by a PMU, its complex power is free to vary
in the optimization, and this may lead to an incorrect power
exchange between this generator and some loads.

The main purpose of state reconstruction is to track the
changing system state and fill the gap between successive
classical state estimations by exploiting the coherent, time-
synchronized phasor measurements. This could help mon-
itoring the system after a large disturbance, in particular
anticipating the near-future system evolution and possible
cascading effects. State reconstruction could also replace a
failing classical state estimation (owing to problems withbad
data, divergence, etc.) or improve the accuracy of the latter
when measurements suffer from bad data or time skew.

The simulation results obtained using snapshots provided
by detailed time simulation have shown that:

• state reconstruction can be accurate with the help of
PMUs monitoring generators;

• it is possible to accurately reconstruct the state of only
a sub-network, using PMUs on the nearby generators.
Outside the region of interest, the reconstructed state is
less accurate, since it can only rely on the reference values
of bus powers;

• the reconstructed state suffers from some bias when loads
undergo significant changes, not reflected in the reference
values.

The preliminary results are very encouraging. Of course,
several issues and improvements deserve further investigation.
Let us quote, non exhaustively:

• further test the capability of local state reconstruction.
To this purpose, PMUs located on the tie-lines linking
the region of interest to the rest of the system could
supplement those on the nearby generators;

• investigate the possibility of updating the reference bus
powers as time passes. The reconstructed state at one
point in time could serve as reference for a few subse-
quent state reconstructions. This could help dealing with
unexpected changes in load powers;

• test accuracy of state reconstruction for various levels of
noise on PMU measurements;

• evaluate the benefits of state reconstruction to improve
classical state estimation;

• investigate the best possible use of the PMU data gathered
in between two state reconstructions;

• test the quality of the reconstructed state in demanding
applications, such as voltage instability detection [22]

• devise an efficient mathematical programming algorithm
to solve the optimization problem (4)

• envisage the addition of inequality constraints to (4),
while preserving computational efficiency.
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