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Summary. Vershik’s standardness criterion takes a particular form in the case of
rn-adic filtrations, which we call Vershik’s intermediate level criterion in this pa-
per. This criterion whose nature is combinatorial has been intensively used in the
ergodic-theoretic literature, but it is not easily applicable by probabilists because
it is stated in a language proper to the theory of measurable partitions and has
not been translated in probabilistic terms. We aim to provide an easily applicable
probabilistic statement of this criterion. Finally, Vershik’s intermediate level cri-
terion is illustrated by revisiting Vershik’s definition of the scale of an invertible
measure-preserving transformation.
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1 Introduction

Although many efforts have been oriented towards the translation of Vershik’s theory
of decreasing sequence of measurable partitions in a theory of filtrations written
in the language of stochastic processes ([4], [9], [10], [11]), many papers in the
ergodic-theoretic literature dealing with standard filtrations still remain difficult to
read for probabilists outside the class of experts in this topic. Difficulties do not
lie in basic concepts of ergodic theory such as the ones presented in introductory
books on measure-preserving systems, but rather in the language of the theory of
measurable partitions initiated by Rokhlin (see [19]). Rokhlin’s correspondence (see
[3]) between measurable partitions and complete σ- fields is not a complicated thing,
but the approach to filtrations is somewhat geometrical in the language of partitions,
whereas probabilists are more comfortable with considering a filtration as the history
of a stochastic process whose dynamic is clearly described.

Particularly, standardness is concerned by many ergodic-theoretic papers (such
as [6], [7], [8]) in the context of rn-adic filtrations: those filtrations F = (Fn)n60

for which Fn = Fn−1 ∨ σ(εn) for each n 6 0, where the innovation εn is a random
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variable independent of Fn−1 and uniformly distributed on rn possible values, for
some sequence (rn)n60 of positive integers. For such filtrations, Vershik’s general
standardness criterion, which has received some attention in the probability theory
literature ([4], [11]), and which we call Vershik’s second level (standardness) crite-
rion for more clarity, takes a particular form, which is in fact the original form of
Vershik’s standardness criterion who focused on rn-adic filtrations, and which we
call Vershik’s intermediate level (standardness) criterion. Its statement involves tree
automorphisms and characterizes standardness in terms of a problem of combina-
torial nature. Ergodicians directly apply Vershik’s intermediate level criterion in
their works, but this criterion has not been translated in the probability-theoretic
literature (an attempt has been done in the PhD. thesis [9] of the author), thereby
causing difficulties for the probabilist reader. The present paper provides a prob-
abilistic statement of Vershik’s intermediate level criterion. This statement is not
as brief as Vershik’s analogous statement in the language of measurable partitions,
but it is directly applicable to investigate standardness of rn-adic filtrations without
making call to notions unfamiliar to probabilists, except eventually the notion of
tree automorphisms. Roughly speaking, tree automorphisms lie in the heart of Ver-
shik’s intermediate level criterion because all possible local innovations (εn, . . . , ε0)
of a rn-adic filtration F differ by the action of a Fn−1-measurable random tree
automorphism.

We will show that Vershik’s intermediate level criterion is equivalent to Vershik’s
second level criterion in the context of rn-adic filtrations. All results in the present
paper are self-contained except for the proofs of rather elementary statements for
which we will refer to [11]. Section 2 aims to provide the non-specialist reader
with some motivations for the development of Vershik’s two critera by recalling
their relations with the notions of productness and standardness. In section 3 we
state Vershik’s second level criterion, similarly to [4] and [11], and its elementary
properties. Vershik’s intermediate level criterion is then the purpose of section 4.
In section 5, we will illustrate Vershik’s intermediate level criterion by formulating
Vershik’s definition of the scale of an automorphism ([17]) in terms of this criterion,
thereby shedding new light on the scale. Vershik used another definition which
relates to the orbits of the automorphism. The equivalence of the two definitions
was announced by the author in [11], without proof, and then it is shown in [11] how
to derive the scale of Bernoulli automorphisms from the theorem on productness
of the split-word process presented in [10]. With our definition, many properties
of the scale of an automorphism stated by Vershik in [17] appears to be direct
consequences of elementary properties of Vershik’s intermediate level criterion or
more general results of the theory of filtrations. For instance we will see that the scale
of a completely ergodic automorphism is nonempty as a consequence of Vershik’s
theorem on lacunary isomorphism, whereas Vershik proved this proposition by a
direct construction.

2 Standardness and productness

We briefly present the meaningful notions of productness and standardness and
their relations with Vershik’s intermediate level criterion and Vershik’s second level
criterion. These notions manifestly motivate the development of these criteria.
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The pioneering works of Vershik mainly deal with rn-adic filtrations. For a
given sequence (rn)n60 of integers rn > 2, a filtration F is said to be rn-adic if
Fn = Fn−1 ∨ σ(εn) for every n 6 0 where εn is a random variable independent
of Fn−1 and uniformly distributed on a finite set consisting of rn elements. Such
random variables εn are called innovations of F. The process (εn)n60 is then a
sequence of independent random variables and it is itself called an innovation of F,
and we also say that (εn, . . . , ε0) is a local innovation of F. In other words, the
innovation εn is a random variable generating an independent complement of Fn−1

in Fn, by saying that a σ- field C is an independent complement of a σ- field B in a
σ- field A ⊃ B if it is independent of B and A = B ∨ C. Independent complements
are not unique in general, as testified by the following lemma whose proof is left as
an easy exercise.

Lemma 2.1. Let (B,A) be an increasing pair of σ- fields and V be a random variable
generating an independent complement of B in A. If V is uniformly distributed on
a finite set F , then Φ(V ) also generates an independent complement of B in A for
all B-measurable random permutations Φ of F .

Actually one can prove that any independent complement of B in A is generated
by Φ(V ) for some B-measurable random permutation Φ, but we will not need this
result.

We present the two following theorems by way of motivation for our work. They
are admitted and will not be used in the present paper. We say that a filtration
F = (Fn)n60 is essentially separable when its final σ- field F0 is essentially separable
(separable modulo negligible events).

One of the main achievements of Vershik in his pioneering works ([14, 16]) was a
criterion that characterizes productness of rn-adic filtrations, and the first theorem
below is our rephrasement of this result.

Theorem 2.2. An essentially separable rn-adic filtration satisfies Vershik’s inter-
mediate level criterion if and only if it is of product type.

A filtration is said to be of product type if it is generated by some sequence of
independent random variables. In particular, an rn-adic filtration is of product type
if it is the filtration generated by a uniformly rn-ary independent random draw-
ings, that is, a sequence (εn) of independent random variables with εn uniformly
distributed on rn distinct values for each n. This criterion stated by Vershik in the
language of measurable partitions is generally simply called the standardness crite-
rion, or Vershik’s standardness criterion, in the ergodic-theoretic research articles
dealing with rn-adic filtrations. We call our proposed probabilistic translation of
this criterion Vershik’s intermediate level (standardness) criterion.

For rn-adic filtrations the equivalence between Vershik’s intermediate level cri-
terion and productness (theorem 2.2) as well as its equivalence with the I-cosiness
criterion (not introduced in the present paper) can be deduced from the results in the
literature and from the equivalence between Vershik’s intermediate and second level
criteria (theorem 4.9), but both these equivalences are not very difficult to prove di-
rectly. In fact, Laurent provides the self-joining criterion corresponding to Vershik’s
intermediate level criterion in [10], called Vershik’s self-joining criterion, and the
two above mentioned equivalences can be directly proved by using the same ideas
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used in [10] to prove the analogous statements for Vershik’s self-joining criterion.
This is even easier with Vershik’s intermediate level criterion.

For arbitrary filtrations the statement of Vershik’s intermediate level criterion
does not make sense. But Vershik also provided in his pionneering works an equiv-
alent statement of this criterion which makes sense for arbitrary filtrations, and the
probabilistic analogue of this criterion was provided by Émery and Schachermayer
in [4]. In the present paper, agreeing with the terminology of [11], we call it Ver-
shik’s second level (standardness) criterion, or, shortly, the second Vershik property,
and we also say that a filtration is Vershikian when it satisfies this property. The
equivalence between Vershik’s intermediate and second level criteria will be proved
in the present paper (theorem 4.9). The following theorem, proved in [4], was stated
by Vershik in [18] in the language of measurable partitions.

Theorem 2.3. An essentially separable filtration satisfies Vershik’s second level
standardness criterion if and only if it is standard.

Standardness for an arbitrary filtration is defined with the help of the notion
of immersion. A filtration F is said to be immersed in a filtration G if every F-
martingale is a G-martingale (this implies F ⊂ G). We refer to [4] and [10] for more
details on the immersion property. Then a filtration F is said to be standard if,
up to isomorphism, it is immersed in the filtration generated by some sequence of
independent random variables each having a diffuse law, or, equivalently (see [10]),
in the filtration generated by some sequence of independent random variables.

3 Vershik’s second level standardness criterion

We will state Vershik’s second level criterion in section 3.2 after having introduced
some preliminary notions in section 3.1.

3.1 The Kantorovich metric and Vershik’s progressive predictions

The Kantorovich distance plays a major role in the statement of the second level
Vershik property. Given a separable metric space (E,ρ), the Kantorovich distance
ρ′ on the set E′ of probabilities on E is defined by

ρ′(µ, ν) = inf
Λ∈J(µ,ν)

∫∫
ρ(x, y)dΛ(x, y),

where J(µ, ν) is the set of joinings of µ and ν, that is, the set of probabilities on
E × E whose first and second marginal measures are µ and ν respectively.

In general, the topology induced by ρ′ on the set E′ of probability on E is finer
than the topology of weak convergence. These two topologies coincide when (E, ρ)
is compact, hence in particular (E′, ρ′) is itself compact in this case. The metric
space (E′, ρ′) is complete and separable whenever (E,ρ) is (see e.g. [1]).

The following lemma will be used to prove the equivalence between Vershik’s
intermediate and second level properties.
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Lemma 3.1. Let r > 2 be an integer and let f and g be functions from {1, . . . , r}
to a Polish metric space (E, ρ). Denote by ν the uniform probability on {1, . . . , r}.
Then the infimum in the Kantorovich distance ρ′

(
f(ν), g(ν)

)
is attained for the joint

law of a random pair
(
f(ε), g(ε′)

)
where ε is a random variable distributed according

to ν and ε′ = σ(ε) for some permutation σ of {1, . . . , r}.

Proof. Any joining of f(ν) and g(ν) is the law of a random pair
(
f(ε), g(ε′)

)
where

ε ∼ ν and ε′ ∼ ν, and the expectation E
[
ρ
(
f(ε), g(ε′)

)]
is a linear form of the

joint law of ε and ε′. Therefore, there exists at least an extremal point in the set
of all joinings where the minimal possible value of this expectation is attained, and
a joining is an extremal point when ε′ = σ(ε) for some permutation σ (Birkhoff’s
theorem). ⊓⊔

Now, let F be a filtration, E a Polish metric space and X ∈ L1(F0;E). The
Vershik second level property of X involves Vershik’s progressive predictions πnX
of X, which correspond to the so-called universal projectors in [14] and [18]. They
are recursively defined as follows: we put π0X = X, and πn−1X = L(πnX |Fn−1)
(the conditional law of πnX given Fn−1) ; thus, the n-th progressive prediction πnX
of X with respect to F is a random variable taking its values in the Polish space
E(n), which is recursively defined by E(0) = E and E(n−1) = (E(n))

′
, denoting as

before by E′ the space of probability measures on any separable metric space E.
The state space E(n) of πnX is Polish when endowed with the distance ρn obtained
by iterating |n| times the construction of the Kantorovich distance starting with ρ:
we recursively define ρn by putting ρ0 = ρ and by defining ρn−1 = (ρn)′ as the
Kantorovich distance issued from ρn.

Finally, in order to state Vershik’s second level criterion, we introduce the dis-
persion dispX of (the law of) an integrable random variable X in a Polish metric
space. It is defined as the expectation of ρ(X ′,X ′′) where X ′ and X ′′ are two in-
dependent copies of X, that is, two independent random variables having the same
law as X.

3.2 Vershik’s second level criterion

Let F be a filtration, let E be a Polish metric space and X ∈ L1 (F0;E). We say
that the random variable X satisfies Vershik’s second level (standardness) criterion,
or the second Vershik property, or, for short, that X is Vershikian (with respect to
F) if disp πnX −→ 0 as n goes to −∞. Then we extend this definition to σ- fields
E0 ⊂ F0 and to the whole filtration as follows: we say that a σ- field E0 ⊂ F0 is
Vershikian if each random variable X ∈ L1 (E0; [0, 1]) is Vershikian, and we say that
that the filtration F is Vershikian if the final σ- field F0 is Vershikian.

The following proposition is proved in [11] when (E, ρ) is a compact metric space,
but it is easy to check that the proof remains valid for a Polish metric space.

Proposition 3.2. For any Polish metric space (E, ρ), a random variable X ∈
L1(F0, E) is Vershikian if and only if the σ- field σ(X) is Vershikian.

Below we state Vershik’s theorem on lacunary isomorphism which we will use in
section 5 to prove the nonemptiness of the scale of a completely ergodic automor-
phism. A filtration is said to be Kolmogorovian if F−∞ := ∩n60Fn is the degenerate
σ- field.
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Theorem 3.3. Let F = (Fn)n60 be an essentially separable filtration. If F is Kol-
mogorovian, there exists a strictly increasing map φ : −N → −N such that the
extracted filtration (Fφ(n))n60

is Vershikian.

The first version of this theorem was stated and proved by Vershik in the con-
text of rn-adic filtrations, but was proved without using any standardness criterion:
Vershik directly showed that it is possible to extract a filtration of product type
from every Kolmogorovian rn-adic filtration. The analogous proof for conditionally
non-atomic filtrations (that is, filtrations admitting innovations with diffuse law)
was provided by Émery and Schachermayer [4]. This proof is somewhat construc-
tive but quite technical, whereas a short proof of the general version of the theorem
on lacunary isomorphism stated above, based on Vershik’s second level criterion, is
given in [11].

It is not straightforward to see from the definition of the Vershik property that
every filtration extracted from a Vershikian filtration is itself Vershikian, whereas
this is very easy to see from the definition of the I-cosiness criterion which is known
to be equivalent to the Vershik property (see [4], [11]). It is also easy to see that this
property holds for Vershik’s intermediate level criterion, but this one only concerns
rn-adic filtrations. Note that it is not restrictive to take φ(0) = 0 in the theorem
above since the Vershik property is an asymptotic one (see [11]).

We will also use the following lemma in section 5. It is proven in [11].

Lemma 3.4. For any Polish metric space E, a random variable X ∈ L1(F0;E) is
Vershikian if and only if the filtration generated by the stochastic process (πnX)n60

is Vershikian.

The next lemma says that the second level Vershik property is hereditary for
immersion; we refer to [11] for its proof.

Lemma 3.5. Let F be a filtration, E a filtration immersed in F, and E a Polish
metric space. A random variable X ∈ L1 (E0;E) is Vershikian with respect to F

if and only it is Vershikian with respect to E. Consequently, if the filtration F is
Vershikian, then so is also E.

4 Vershik’s intermediate level criterion

Vershik’s intermediate level criterion is the object of section 4.3. In section 4.1
we mainly fix some notations about tree automorphisms which will be needed to
prove the equivalence between Vershik’s two criteria, and in section 4.2 we introduce
the split-word processes which will be needed to state Vershik’s intermediate level
criterion.

Throughout this section we will speak of words on a set A called the alphabet.
A word w on A is an element of Aℓ, or equivalently an application from {1, . . . , ℓ}
to A, for some integer ℓ > 1 called the length of w. A word of length ℓ is shortly
termed as an ℓ-word. The letters of an ℓ-word w are w(1), . . ., w(ℓ). When A is
treated as a Polish space it is understood that the set Aℓ of ℓ-words on A is treated
as the corresponding product Polish space.
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4.1 Tree automorphisms

All notions defined below are relative to a given sequence (rn)n60 consisting of

integers rn > 2, from which we define the sequence (ℓn)n60 by ℓn =
∏0

k=n+1
rk for

all n 6 0.

abcdefgh

abcd

1

ab

1

a

1

b

2

cd

2

c

1

d

2

efgh

2

ef

1

e

1

f

2

gh

2

g

1

h

2

Fig. 1. A labeled tree.

Define the sets Bn =
∏0

k=n+1
{1, . . . , rk} for n 6 −1. The group Gn of tree

automorphisms of Bn is a subgroup of the group of permutations of Bn recursively
defined as follows. The group G−1 is the whole group of permutations of {1, . . . , r0},
and a permutation τ ∈ Gn maps an element bn = (cn, bn+1) ∈ Bn = {1, . . . , rn+1}×
Bn+1 to τ (bn) =

(
σ(cn), ψ(σ(cn))(bn+1)

)
where σ is a permutation of {1, . . . , rn+1}

and ψ is a map from {1, . . . , rn+1} to Gn+1.

Lemma 4.1. Let F be an rn-adic filtration and (εn)n60 an innovation of F. If τ is a
random Fn-measurable tree automorphism then τ (εn+1, . . . , ε0) is a local innovation
of F.

Proof. This is easily proved by recursion with the help of lemma 2.1. ⊓⊔

For any set A, there is a natural action of Gn on the set of ℓn-words on A. First
introduce the lexicographic order on Bn, which is made visual by drawing a tree
as such in figure 1 and then by enumerating the branches of this tree from the left
to the right; for this order, the position p(b) of b = (bn+1, . . . , b0) ∈ Bn is given by
p(b) = 1 +

∑0

k=n+1
(bk − 1)ℓk. Now introduce the following notation.

Notation 4.2 Given a word w of length ℓn, n 6 −1, and a branch b ∈ Bn, we
denote by tn(w, b) = w(p(b)) the letter of w whose index is the position of b for the
lexicographic order on Bn.

In other words, the i-th letter of w is tn(w, b) for the branch b = p−1(i). The
application tn is clearly made visual on figure 1: the letter tn(w, b) of w is the label
at the leaf of the branch b. Then the action of Gn on Aℓn is defined as follows. For a
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tree automorphism τ ∈ Gn and a word w ∈ Aℓn we define τ.w as the word satisfying
tn(τ.w, b) = tn

(
w, τ (b)

)
for every branch b ∈ Bn, that is, the p(b)-th letter of τ.w is

the p(τ (b))-letter of w.
Now we introduce additional notations which we will use later.

Notation 4.3 Given an underlying sequence (rn)n60 and defining the sequence
(ℓn)n60 as above, then, for any n 6 0 and any word w of length ℓn−1 = rnℓn on an

alphabet A, we denote by w̃ the word of length rn on the alphabet Aℓn obtained from
w, that is, the j-th letter of w̃ is w̃(j) = w(j−1)ℓn+1 . . . wjℓn

.

Then note that the action of a tree automorphism in Gn−1 on a word w ∈ Aℓn−1

consists of rn tree automorphisms in Gn which respectively act on the subwords
w̃(1), . . ., w̃(rn) together with a permutation of these subwords. This yields relation
(1) below.

Notation 4.4 For a fixed sequence (rn)n60 and given two words w,w′ of length ℓn

on a Polish metric space (A, θ), we define the distance δθ
n between w and w’ by

δθ
n(w,w′) =

1
ℓn

ℓn∑

i=1

θ
(
w(i), w′(i)

)

and the associated distance between the orbits of w and w′ under the action of Gn

by
dθ

n(w,w′) = min
τ∈Gn

δθ
n(w, τ.w′).

When this causes no ambiguity we write dn and δn instead of dθ
n and δθ

n.

It can be easily checked that, with the notations above, the recurrence relation

dθ
n−1(w,w′) = min

σ∈Srn

1
rn

rn∑

i=1

dθ
n

(
w̃(i), w̃′(σ(i))

)
(1)

holds for any words w,w′ of length ℓn−1 on the alphabet A and where Srn
denotes

the group of permutations of {1, . . . , rn}.

4.2 Split-word processes

Throughout this section, we consider a Polish metric space (A, θ). The set A is
termed as alphabet.

Given a sequence (rn)n60 of integers rn > 2, called the splitting sequence, we
will soon define an rn-adic split-word process on A. We firstly define the length
sequence (ℓn)n60 by ℓn =

∏0

k=n+1
rk for all n 6 0. Next, according to notation

4.3, every word w of length ℓn−1 = rnℓn on the alphabet A is naturally identified
as a word w̃ of length rn on the alphabet Aℓn , and we define the splitting map
sn : Aℓn−1 × {1, 2, . . . , rn} −→ Aℓn for each n 6 0 by sn(w, j) = w̃(j). That is, to
each word w of length ℓn−1 on A and each integer j ∈ [1, rn], the splitting map sn

assigns the j-th letter of w treated as a rn-word on Aℓn .
With the help of the above introduced notations sn and w̃, we say that, with

respect to some filtration F, a process (Wn, εn)n60 is a split-word process on the
alphabet A with splitting sequence (rn)n60, or an rn-adic split-word process on A, if
for each n 6 0:



Vershik’s intermediate level standardness criterion 9

• Wn is a random ℓn-word on A;
• εn is a random variable uniformly distributed on {1, 2, . . . , rn} and is indepen-

dent of Fn−1, and Wn = sn(Wn−1, εn) = W̃n−1(εn), that is, the word Wn is the
εn-th letter of of Wn−1 treated as an rn-word on Aℓn ;

• Wn and εn are Fn-measurable.

An rn-adic split-word process (Wn, εn)n60 generates an rn-adic filtration for which
(εn)n60 is an innovation. Note that one hasW0 = tn(Wn, εn+1, . . . , ε0) with notation
4.2, and note also that the process (Wn, εn)n60 is Markovian with respect to the
filtration F hence the filtration it generates is immersed in F.

Given a sequence (γn)n60 of probability measures γn on Aℓn , the existence of
such a process (Wn, εn)n60 with Wn ∼ γn occurs whenever each γn is the image
under the splitting map sn of the independent product of γn−1 with the uniform
probability on {1, 2, . . . , rn}. For example, γn can be taken as the projection on ℓn

consecutive coordinates of a stationary probability measure on AZ.

Example 4.5. [The “ordinary” split-word processes] The ordinary split-word process
with splitting sequence (rn)n60 is the process (Wn, εn)n60 defined above when the
probability γn on Aℓn is the product probability of some probability measure µ on
A. Standardness of the filtration F generated by an ordinary split-word process is
known to be characterized by the following asymptotic condition on the splitting
sequence:

0∑

n=−∞

log rn

ℓn
= +∞. (2)

This result is presented by Laurent [10]. Maybe the most difficult part of it is
Ceillier’s proof [2] that F is standard under condition (2) when µ is the uniform
probability on a finite alphabet A. In section 5 we will deduce from this result that
condition (2) defines the scale of Bernoulli automorphisms.

In the next two lemmas, we consider a Polish metric alphabet (A, θ). The
equivalence between Vershik’s intermediate level and second level criteria will be
proved with the help of lemma 4.7 .

Lemma 4.6. Let F be an rn-adic filtration and (εn)n60 an innovation of F. For
every F0-measurable random variable W0 in A, there exists an rn-adic F-split-word
process (Wn, εn)n60 with final letter W0.

Proof. We firstly construct W−1. Since W0 is measurable with respect to F−1∨σ(ε0)
there exist a F−1-measurable random variable F−1 and a Borel function f such that
W0 = f(F−1, ε0). Define W−1 as the r0-word whose j-th letter is f(F−1, j). Now,
assuming that Wn, . . ., W0 are constructed, we construct Wn−1 in the same way:
we write Wn = g(Fn−1, εn) for some Borel function g and some Fn−1-measurable
random variable Fn−1, and we define Wn−1 as the ℓn−1-word such that, with nota-
tion 4.3, g(Fn−1, j) is the j-th letter of W̃n−1(j) for every integer j ∈ [1, rn]. ⊓⊔

It is easy to check that the split-word process (Wn, εn)n60 in the lemma above
is unique, but we will not need this fact.

Lemma 4.7. Let (rn)n60 be a splitting sequence and (ℓn)n60 the corresponding

length sequence. There exist some maps ιn : Aℓn → A(n), n 6 0, satisfying the
following properties :
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• the map ιn induces an isometry from the quotient space Aℓn

Gn
to A(n), when Aℓn

Gn

is equipped with the distance dθ
n (notation 4.4) and A(n) is equipped with the

iterated Kantorovich distance θn (section 3.1);
• for any rn-adic split-word process (Wn, εn)n60 on A, one has πnW0 = ιn(Wn).

Proof. Firstly, it is not difficult to check that πnW0 = ιn(Wn) where the maps
ιn : Aℓn → A(n) are recursively defined as follows. Given an integer k > 2 and a
Polish space (E,ρ), denote by Dk : Ek → E′ the map defined by Dk(x1, . . . , xk) =
1
k

(δx1
+ · · · + δxk

). Then define ι0(w) = w and, using notation 4.3, define ιn−1(w) =
Drn

(
ιn(w̃(1)), . . . , ιn(w̃(rn))

)
. From this construction it is easy to see that the map

ιn is invariant under the action of Gn, and then defines a map from Aℓn

Gn
to A(n). By

lemma 3.1, the Kantorovich distance between Dk(x) and Dk(x′) for any x, x′ ∈ Ek

is given by ρ′
(
Dk(x),Dk(x′)

)
= minσ∈Sk

1
k

∑k

i=1
ρ(xi, x

′
σ(i)). Using this fact and

the recurrence relation (1) on dθ
n, it is easy to check by recursion that dθ

n(w,w′) is
the Kantorovich distance between ιn(w) and ιn(w′) for any words w,w′ ∈ Aℓn . ⊓⊔

4.3 Vershik’s intermediate level criterion

The statement of Vershik’s intermediate level criterion, as well as its equivalence
with Vershik’s second level criterion, are based on the following lemma. Recall that
the pseudo-distance dθ

n is defined in notation 4.4.

Lemma 4.8. With respect to an underlying (rn)-adic filtration F, let (Wn, εn)n60

be a split-word process on a Polish metric alphabet (A, θ). Then disp πnW0 =
Ẽ

[
dθ

n(W ∗
n ,W

∗∗
n )

]
where (W ∗

n) and (W ∗∗
n ) are independent copies of the process (Wn)

on some probability space (Ω̃, Ã, P̃). In other words, disp πnW0 = disp(Gn ·Wn) de-
noting by Gn ·Wn the orbit of Wn under the action of Gn (section 4.1).

Proof. This straightforwardly results from lemma 4.7. ⊓⊔

Then, given any Polish metric space (A, θ), we say that, with respect to an rn-
adic filtration F, a random variable W0 ∈ L1(F0;A) satisfies Vershik’s intermediate

level criterion if Ẽ
[
dθ

n(W ∗
n ,W

∗∗
n )

]
goes to 0 as n goes to −∞ with the notations

of the lemma above. We shortly say that W0 satisfies the intermediate Vershik
property. This definition makes sense in view of the lemma above, which shows that
any property on the sequence of expectations Ẽ

[
dθ

n(W ∗
n ,W

∗∗
n )

]
only depends of W0

(and of the underlying filtration), and in view of lemma 4.6, which guarantees the
existence of a split-word process with final letter W0.

We also extend the definition of the intermediate Vershik property to σ- fields
E0 ⊂ F0 and to the whole filtration F as for the second Vershik property. We then
immediately get the following theorem from lemma 4.8.

Theorem 4.9. With respect to some rn-adic filtration, the intermediate Vershik
property and the second Vershik property are equivalent (for a random variable, a
σ- field or the whole filtration).

Corollary 4.10. The analogue of proposition 3.2 for the intermediate Vershik prop-
erty holds true.
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The following lemma will be used in section 5.

Lemma 4.11. Let F be an ambient rn-adic filtration and (A, θ) be a Polish metric
space. A random variable W0 ∈ L1(F0;A) satisfies the intermediate Vershik property
if and only if there exists a sequence (w(n))n60 consisting of words w(n) of length

ℓn such that E

[
dθ

n(Wn, w
(n))

]
goes to 0 for any split-word process (Wn, εn)n60 with

final letter W0.

Proof. With the notations of lemma 4.8, this obviously results from the inequalities

inf
w

E
[
dθ

n(Wn, w)
]
6 Ẽ

[
dθ

n(W ∗
n ,W

∗∗
n )

]
6 2 inf

w
E

[
dθ

n(Wn, w)
]
,

which are easy to prove. ⊓⊔

5 The scale of an automorphism

Vershik defined the scale of an automorphism in [17]. We will see that his definition
can be rephrased in terms of Vershik’s intermediate level criterion.

Let T be an invertible measure-preserving transformation (in other words, an
automorphism) of a Lebesgue space (E, ν). Vershik’s definition of the scale of T is
the following one. With the same terminology used to describe the split-word pro-
cesses, consider a splitting sequence (rn)n60 and the corresponding length sequence
(ℓn)n60. Given x ∈ E, one defines a word wn(x) of length ℓn on E for each n 6 0
by wn(x) = (x, Tx, . . . , T ℓn−1x). Thus wn is a random word on E. The scale of T
is the set of splitting sequences (rn)n60 (consisting of integers rn > 2) satisfying the

following property: for every f ∈ L1(ν) there exists a sequence (c(n))n60 consisting

of vectors c(n) ∈ R
ℓn such that the sequence of random variables dn

(
f(wn), c(n))

goes to 0 in probability, where dn is the pseudo-metric dθ
n defined in notation 4.4

with (A, θ) = (R, | · |). The scale of T is denoted by S(T ).
Denote by γn the law of the random word wn on E, and consider the (unique

up to isomorphim) filtration F of the (unique in law) rn-adic split-word process
(Wn, εn)n60 whose law is given by Wn ∼ γn (the γn obviously satisfy the consistency
condition required for this process to exist). Then, in view of lemma 4.11 and
corollary 4.10, the sequence (rn)n60 belongs to the scale of T if and only if Vershik’s
intermediate level criterion with respect to F holds for the final letter W0.

It is clear, owing to corollary 4.10, that this property defines an invariant of T :
if S = φ◦T ◦φ−1 is an invertible measure-preserving transformation conjugate to T
then the property is equivalent to Vershik’s intermediate level criterion holding for
the final letter φ(W0) of the split-word process

(
φ(Wn), εn

)
n60

. Some other basic

properties of the scale given by Vershik in [17] can be derived by straightforward
applications of basic properties of Vershik’s intermediate level criterion, such as
corollary 4.10.

Remark 5.1. Actually, as pointed out by Vershik in [17], his definition above is useful
only for completely ergodic transformations T (i.e. all powers of T are ergodic), but
it may be extended to arbitrary transformations T by replacing each vector c(n) by
a vector-valued function c(n)(x) constant on the ergodic components of T ℓn . We
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will not investigate this extension, except for our concluding remarks at the end of
this section; the reader has to be aware that some results in [17] are not valid with
the definition given above when T is not completely ergodic.

In the sequel we denote by (Wn, εn)n60 the (unique in law) split-word process
associated to T for a given sequence (rn)n60, and F the rn-adic filtration it generates
(unique up to isomorphism). In particular, W0 is an E-valued random variable with
law ν.

The following proposition shows in particular that the filtration of the ordinary
split-word process (example 4.5) is the filtration F when T is the Bernoulli shift on
(A,µ)Z. A generator of an automorphism T is a measurable function f from (E, ν)
to a Lebesgue space (A,µ) such that σ(X) = ∨∞

i=−∞σ
(
f(T iX)

)
for some ( ⇐⇒

for every) random variable X distributed on E according to ν. For a (possibly non
Bernoulli) shift on AZ, a natural generator is the function f : AZ → A which sends
a sequence in AZ to its coordinate at index 0.

Proposition 5.2. If f is a generator of T , then F is the filtration generated by the
split-word process

(
f(Wn), εn

)
n60

.

Proof. It suffices to show that the first letter Wn(1) of Wn is measurable with
respect to ∨n

m=−∞σ
(
f(Wn), εn

)
for every n 6 0. For notational convenience, we

only treat the case n = 0, and it will be clear how to similarly treat the case of
any n 6 0. One has f(Wn) =

(
f(TPnW0), . . . , f(TQnW0)

)
where Pn 6 0 and

Qn > 0 are random integers measurable with respect to σ(εn+1, . . . , ε0), and satisfy
Pn → −∞ and Qn → +∞ since they obviously satisfy Pn 6 −

∑0

i=n+1
ℓi1εi 6=1

and Qn >
∑0

i=n+1
ℓi1εi 6=ri

, thereby showing that W0 is measurable with respect to

∨0
m=−∞σ

(
f(Wn), εn

)
. ⊓⊔

A famous theorem by Rokhlin says that any aperiodic transformation T has a
countable generator f , that is, f takes its values in a countable space. Recall that
T is said to be aperiodic when P(W0 = T iW0 for some i > 1) = 0. In particular, T
is aperiodic whenever it is ergodic.

In the sequel we denote byDn = Wn(1) the first letter ofWn for every n 6 0. Ob-
viously, F is also generated by the process (Dn, εn)n60 and Dn = (T ℓn)

εn−1
(Dn−1).

We state the proposition below only by way of remark.

Proposition 5.3. If T is aperiodic then F is generated by the process (Wn)n60.

Proof. It suffices to show that σ(εn) ⊂ σ(Dn−1,Dn) when assuming aperiodicity of
T . Let Kn 6 Jn := (εn − 1)ℓn be the smallest integer such that Dn = TKn(Dn−1),
hence the equality TKn(Dn−1) = T Jn(Dn−1) almost surely holds. Therefore
P(Kn 6= Jn) 6

∑
k 6=j

P
(
T k(Dn−1) = T j(Dn−1)

)
= 0. ⊓⊔

Now, for an aperiodic T , we will prove that (rn)n60 ∈ S(T ) means that the
whole filtration F is Vershikian (theorem 5.5).

Lemma 5.4. If T is aperiodic then σ(πnD0) = σ(Dn).
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Proof. It suffices to show that L(Dn |Fn−1) generates the same σ- field as Dn−1 for
every n 6 0 since the σ- field generated by the conditional law of a random vari-
able X given any σ- field depends on X only through the σ- field σ(X). To do so,
put S = T ℓn . Conditionally on Fn−1, the random variable Dn is uniformly chosen
among Dn−1, S(Dn−1), . . ., Srn−1(Dn−1). Hence, the conditional law L(Dn |Fn−1)
determines the set {Dn−1, S(Dn−1), . . . , Srn−1(Dn−1)}. Let σ be a random per-
mutation of I := {0, 1, . . . , rn − 1} such that Sσ(j)(Dn−1) = Sj

(
Sσ(0)(Dn−1)

)
for

every j ∈ I . We will show that σ almost surely equals the identity map of I ;
the lemma will obviously follow. Let K = 0 if σ is the identity permutation and
K be a strictly positive integer such that {SK(Dn−1) = Dn−1} otherwise. Then
P(K 6= 0) 6

∑
k>0

P

(
Sk(Dn−1) = Dn−1

)
= 0. ⊓⊔

Theorem 5.5. For an aperiodic T , the sequence (rn)n60 belongs to the scale of T
if and only if the rn-adic filtration F is Vershikian.

Proof. This stems from lemma 5.4 and lemma 3.4. ⊓⊔

This theorem along with proposition 5.2 yield our last claim in example 4.5:
the scale of a Bernoulli shift coincides with the set of sequences (rn)n60 for which
the corresponding ordinary split-word process generates a standard filtration, and
therefore it consists in sequences (rn)n60 satisfying condition (2) given in example
4.5.

Now we will give a proof of the following result based on the theorem on lacunary
isomorphism (theorem 3.3). Vershik proved it in [17] by a direct construction.

Proposition 5.6. The scale of a completely ergodic invertible measure-preserving
transformation is not empty.

Our proof is an application of the theorem on lacunary isomorphism based on
corollary 5.8 which is derived from proposition 5.7 below. The following notations
are used in this proposition. We consider a splitting sequence (rn)n60 and for each
n 6 0, we put Jn = D−1

n (In) where In is the σ- field of T ℓn-invariant events. A
random variable is Jn-measurable if and only if it is of the form f(Dn) where f is a
T ℓn-invariant Borel function. Therefore (Jn)n60 is a decreasing sequence of σ- fields.
Note also that for any Jn-measurable random variable Jn and any integer i which is
multiple of ℓn, the random pair (Jn, Dn) has the same distribution as (Jn, T

iDn).
Recall that the ergodic theorem says that

1
k

k−1∑

i=0

f(T iDn)
L1

→E
[
f(Dn) | Jn

]
as k → +∞

for all f ∈ L1(ν).

Proposition 5.7. Let T be an invertible measure-preserving transformation and F

the rn-adic filtration associated to T as above. Then F−∞ = lim ր Jn.

Proof. Recall that we denote by Dn = Wn(1) the first letter of Wn. It is clear that
{Dn ∈ A} ∈ F−∞ for every Borel set A which is invariant by T ℓn , thereby yielding
the inclusion lim ր Jn ⊂ F−∞.

Conversely, putting J−∞ = lim ր Jn, it suffices to show that E[Z |Fn] tends in
L1 to a J−∞-measurable random variable for each Z ∈ L1(F0). It is not difficult
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to check that this property holds whenever it holds for all random variables Z =
f(Dn0

) where f ∈ L1(ν) and n0 > 0. Then, given f ∈ L1(ν), we will show that

E [f(Dn0
) |Fn]

L1

→ E [f(Dn0
) | Jn0

] for every n0 6 0. Conditionally on Fn (with

n 6 n0), Dn0
is uniformly chosen among Dn, T ℓn0 (Dn), . . ., T (ℓn/ℓn0

−1)ℓn0 (Dn),
therefore

E [f(Dn0
) |Fn] =

1
ℓn/ℓn0

ℓn/ℓn0
−1∑

j=0

f
(
(T ℓn0 )

j
(Dn)

)

=
1

ℓn/ℓn0

ℓn/ℓn0
−1∑

j=0

f
(
(T ℓn0 )

j
(TXDn0

)
)

where X is a random integer which is multiple of ℓn0
and is independent of Dn0

,
and then the result follows from the ergodic theorem. ⊓⊔

Corollary 5.8. The filtration F is Kolmogorovian if and only if T ℓn is ergodic for
all n 6 0.

Proposition 5.6 is then straightforwardly shown by applying the theorem on lacu-
nary isomorphism (theorem 3.3), by noting that any filtration (Fφ(n))n60

extracted
from F with φ(0) = 0 is the filtration of the split-word process associated to T with
another splitting sequence.

Now we prove the proposition below as another illustration of our definition of
the scale. We do not know whether the converse inclusion holds.

Proposition 5.9. Let S and T be invertible measure-preserving transformations.
Then S(S × T ) ⊂ S(S) ∩ S(T ).

Proof. Let (Wn, εn)n60 be the rn-adic split-word process associated to S×T and F

the filtration it generates. For each n 6 0, one has Wn = (Yn, Zn) where (Yn, εn)n60

and (Zn, εn)n60 are the rn-adic split-word processes associated to S and T respec-
tively, each of them generating a filtration immersed in F. Therefore the result
follows from the fact that σ(W0) is Vershikian if (rn)n60 ∈ S(S × T ) (proposition
3.2) and from the hereditariness of the Vershik property for immersion (lemma 3.5).

⊓⊔

We close this section by translating Vershik’s general definition of the scale (re-
mark 5.1) into a probabilistic statement generalizing the preceding definition. Using
the notations of the first definition given at the beginning of this section, Vershik’s
general definition says that (rn) belongs to S(T ) if dn(Wn) → 0 in probability
where dn(Wn) = infw E[dn(Wn, w) | Jn] (where dn is the pseudo-metric introduced
in notation 4.4 and the Jn are the σ- fields introduced before proposition 5.7). Thus
this definition obviously coincides with the first one when the T ℓn are ergodic. In
addition one also has dn(Wn) = infw E[dn(Wn, w) |F−∞], owing to the following
lemma.

Lemma 5.10. For every n 6 0, the random variable Dn is conditionally indepen-
dent of F−∞ given Jn.
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Proof. Recall that F−∞ = lim ր Jn (proposition 5.7). The statement of the lemma
amounts to saying that E[g(Dn) | Jn] = E[g(Dn) |F−∞] for g ∈ L1(ν), which is
equivalent to E[g(Dn) | Jn] = E[g(Dn) | Jm] for every m 6 n. To prove this equality,
we take a random variable Jm ∈ L∞(Jm), hence Jm = f(Dm) where the function
f ∈ L∞(ν) is T ℓm-invariant. Since Dm = (T ℓn)

X
Dn where X is a random integer

independent of D0 and uniformly distributed on {0,−1, . . . ,−ℓm/ℓn + 1},

E [Jmg(Dn)] =
1

ℓm/ℓn

0∑

i=−ℓm/ℓn+1

E

[
f((T ℓn)

i
Dn)g(Dn)

]
= E [Jng(Dn)]

where Jn = 1
ℓm/ℓn

∑0

i=−ℓm/ℓn+1
f
(
(T ℓn)

i
Dn

)
. But Jn is measurable with respect

to Jn since

0∑

i=−ℓm/ℓn+1

f
(
(T ℓn)

i
T ℓnDn

)
= f(T ℓnDn) +

0∑

i=−ℓm/ℓn+2

f
(
(T ℓn)

i
Dn

)

and f(T ℓnDn) = f(T−ℓm+ℓnDn). Therefore we get

E [Jmg(Dn)] = E
[
JnE[g(Dn) | Jn]

]

but we similarly prove that E
[
JmE[g(Dn) | Jn]

]
= E

[
JnE[g(Dn) | Jn]

]
. ⊓⊔

Thus, the general definition of “rn ∈ S(T )” becomes infw E[dn(Wn, w) |F−∞] →
0, and it sounds like the intermediate Vershik property of W0 conditionally on F−∞.
It is expected the criteria for filtrations (such as Vershik’s criteria and the I-cosiness
criterion) can be more generally stated conditionally on F−∞ in such a way that
most results (such as the theorem on lacunary isomorphism) remain to be true. But,
currently, we do not feel the motivation to develop this generalization.
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