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criteria, a taxonomy of MASE methods is first proposed. Two main categories, namely two-step or hierar-
chical versus decentralized, are identified. Then, for each class of methods, the resulting model structure
and area interactions are discussed and a brief presentation is made of a selected subset of references.
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. Introduction

State estimators (SE) determine the most likely state of a power
ystem from sets of measurements which are captured remotely
t substations and collected periodically by SCADA systems via
emote terminal units (RTU). The information provided by the SE
s crucial in nowadays energy management systems (EMS), where

diversity of applications dealing with the economic and secure
peration of transmission networks rely on accurate and con-
inuously updated snapshots of the system. The new regulatory
aradigm arisen in the last decade has even stressed the impor-
ance of the SE tool, in an open-access context in which many

ore transactions on much more congested networks have to be
roperly tracked.

Research on multi-area state estimation (MASE) can be traced
ack to the late 1970s, shortly after state estimators started being
ut into service. It addressed the problem of performing effi-
ient state estimation on large power systems, with the twofold
otivation of gaining computing time (under the then-limited
omputational resources) and exploiting the fact that real-time
easurements are gathered within areas by the various control

enters distributed over the grid. MASE relies on some kinds of
ecomposition–coordination scheme, taking advantage of the usu-
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E-mail address: age@us.es (A. Gómez-Expósito).

1 He is with the Fund for Scientific Research - FNRS.

378-7796/$ – see front matter © 2010 Elsevier B.V. All rights reserved.
oi:10.1016/j.epsr.2010.11.012
ally weaker geographical or measurement coupling among areas,
in combination with well-established solution methods.

MASE has regained interest over the last decade owing to
projects of having central entities monitoring large interconnected
systems. This is the case, for instance, of Independent System or
Regional Transmission Operators in the U.S. [1], while projects of
supra-national centers monitoring the European grid start becom-
ing a reality (e.g. Coreso [2]). Furthermore, large-scale incidents
experienced over the recent years have stressed the need for a
better real-time visibility of the operating state of the grid well
beyond the extent covered by the state estimator of a single coun-
try or company. For reliability, computational efficiency and model
maintenance reasons, it does not sound reasonable to collect and
process the huge set of data of those large grids at a single place.
Hence, the idea of MASE.

This paper proposes a taxonomy of MASE methods, offering a
unifying description of a relatively large number of works devoted
to the subject, and probably a few more to come, with the advances
in phasor measurement technology. It significantly enhances and
updates the only known survey on the topic, published early in the
eighties [3]. Due to space limitations, it has not been possible to
exhaustively include all publications in the comparative analysis.
Neither does the paper deal with the interesting related problems

of bad data identification and observability analysis.

Other applications of parallel and distributed processing to
power systems are quoted in [4].

The structure of this paper is as follows. Section 2 briefly reviews
the conventional nonlinear SE formulation, Section 3 lists the most

dx.doi.org/10.1016/j.epsr.2010.11.012
http://www.sciencedirect.com/science/journal/03787796
http://www.elsevier.com/locate/epsr
mailto:age@us.es
dx.doi.org/10.1016/j.epsr.2010.11.012
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mportant desirable features of MASE and Section 4 defines the
otation adopted in the paper. The criteria used to classify MASE
ethods are defined in Section 5. A unified description of the

ierarchical and the decentralized approaches is presented in Sec-
ions 6 and 8, respectively, while the corresponding literature
urveys are given in Sections 7 and 9. Section 10 offers the con-
lusions.

. Background on state estimation

The SE relies on the following measurement equation [5]:

= h(x) + e (1)

here:

x is the state vector to be estimated (size n),
z is the known measurement vector (size m > n),
h is the vector of functions, usually nonlinear, relating error free
measurements to the state variables,
e is the vector of measurement errors, customarily assumed to
have a Normal distribution with zero mean and known covariance
matrix R. When errors are independent R is a diagonal matrix with
values �2

i
, where �i is the standard deviation of the error associated

with measurement i.

In conventional bus-branch SE models the state vector is
omposed of voltage magnitudes and phase angles, whereas the
easurement vector typically comprises power injections, branch

ower flows and voltage magnitudes. Recently, the availability of
ynchro-phasors (PMUs) has made it possible to incorporate phase
ngle measurements into the SE process.

The weighted least squares (WLS) estimator minimizes:

=
m∑

i=1

Wir
2
i

here:

ri = zi − hi(x̂) is the measurement residual,
x̂ is the estimated state vector, and
Wi is the respective weighting coefficient.

The state estimate can be obtained by iteratively solving the
o-called Normal equations:

k�xk = HT
k W[z − h(xk)] (2)

here:

Hk = ∂ h/∂ x is the Jacobian evaluated at x = xk,
Gk = HT

k
WHk is the gain matrix,

W = diag(Wi) is the weighting matrix,
�xk = xk+1 − xk, k being the iteration counter.

Iterations are terminated when an appropriate tolerance is
eached on �xk. The covariance of the estimate is:

ov(x̂) = G−1
k

rovided the covariance �2
i

is used as weight Wi.
Then, the bad data processing function, aimed at detecting, iden-

ifying and eliminating bad analog measurements, is activated. This
sually relies on the normalized residual test [6].
Fig. 1. Classification of measurements and state variables.

3. Desirable features of MASE

In principle, processing the whole measurement set in a single
WLS estimator provides the “optimal” estimate. This conventional
scheme is referred to as “integrated” in the sequel. This section
enumerates the most desirable features that a MASE should exhibit
compared to the integrated scheme.

• Robustness: the capability to converge to an acceptable solution
under a wide range of circumstances (topology, measurement
configuration, the presence of large bad data, etc.). Problem
decomposition may affect convergence properties of MASEs.

• Accuracy: the estimate has to be accurate enough for operating
purposes. Ideally, it should be the same as that with the inte-
grated scheme. In practice, optimality is not a finality per se:
other advantages gained out from decomposed approaches can
be considered as more important, provided accuracy remains
acceptable of course.

• High computational efficiency: increased speed is one of the
expected attractive features of MASE, provided that the algo-
rithmic complexity linked to the decomposition–coordination
remains limited.

• Amount of data exchange: information exchange between pro-
cessors should be kept as low as possible in order to avoid possible
time delays and thus an increase in the estimator response time
and/or require a larger communication bandwidth. Attention
should also be paid to not having many measurements shared
by more than one computer, which increases the complexity of
the data acquisition process.

• Bad data analysis: the bad data rejection capability should be pre-
served, more specifically in the proximity of area boundaries. The
possibility to easily compute the normalized residuals is another
important issue.

4. Nomenclature

This section provides the common definitions and notation that
will serve to understand the diverse MASE procedures described
below, some of them differing only in subtle details, which are
frequently hidden by the particular jargon used in the original pub-
lication.

Consider an arbitrary area k, directly connected to other areas
through tie-lines, as shown in Fig. 1. The state variables of area k
can be classified as follows:

• xik: internal variables, associated with buses which are not ter-

minals of tie-lines;

• xbk: border variables, associated with terminal buses of tie-lines;
• xnk: subset of variables in xik associated with first neighbors of

border buses. In certain cases, this subset may contain second
and, eventually, deeper neighbors of border buses, depending
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Fig. 4. Mid-point virtual bus overlapping areas.

Area 1 Area 2

Fig. 5. Tie-line overlapping areas.

Area 1 Area 2

tributed architecture) or at the same physical place (parallel
architecture), communicate only with the central computer.
Fig. 2. Non-overlapping areas.

on the amount of information that adjacent areas are willing to
exchange.

The phase angles of buses in area k (internal and border buses)
re referred for convenience to that of an arbitrary local reference
us. Such relative phase angles are involved in the expression of any
ower flowing in internal branches. However, power flows through
ie-lines, as well as power injections at tie-line terminal buses,
nvolving buses of different areas, require that absolute phase
ngles be used. Therefore, for a system comprising A interconnected
reas, an additional set of variables, termed u, is introduced con-
aining the phase angle differences of A − 1 local references with
espect to the remaining one, chosen as the absolute reference.

To distinguish between both references, a vector x will denote
tate variables referred to the global phase reference, whereas a
ector y will be used when voltage phase angles refer to their
espective local reference.

A similar classification of available measurements can be made,
gain for any given area k, as illustrated also in Fig. 1:

zik: internal measurements, exclusively related with variables xik
(or yik) and xbk (or ybk) in area k;
zbk: border measurements, functions of xbk and the vectors xbj of
other areas (j /= k), and possibly xnk.

. Classification criteria of MASE

MASE methods can be classified and discussed according to a
ariety of criteria detailed hereafter.

.1. Area overlapping level

MASE procedures are based on system decomposition into inter-
onnected areas. Depending on the coordination strategy adopted
o reconcile local estimates, the degree of overlapping, i.e. the num-
er of buses and/or branches in common between two adjacent
reas, may range from zero to several layers of border buses and
ssociated branches, as explained below:

1) Non-overlapping areas have no bus and no branch in common;
they are connected by tie-lines ending at border buses (see
Fig. 2). Those tie-lines define the interconnection area.
2) Border-bus overlapping areas are adjacent areas overlapping
over just one layer of border buses (see Fig. 3); there is no
tie-line connecting two areas. This situation can be artificially
created from the previous case, defining a virtual border bus at
the mid-point of each tie-line and extending each area up to

Area 1 Area 2

Fig. 3. Border-bus overlapping areas.
Fig. 6. Extended overlapping areas.

this new bus (see Fig. 4). This particular decomposition will
be referred to as “mid-point virtual bus overlapping areas”.
By so doing, one gets rid automatically of boundary injection
measurements.

(3) Tie-line overlapping areas share tie-lines and the corresponding
border buses (see Fig. 5).

(4) Extended (or deep) overlapping areas share several layers of
neighbors of border buses (see Fig. 6).

For classification purposes, the following simplified terminol-
ogy will be adopted: non-overlapping areas, minimally overlapping
areas (item 2) and fully overlapping areas (items 3 and 4).

5.2. Computing architecture

Two computer architectures and hardware environments are
relevant:

(1) In a hierarchical scheme (see Fig. 7), a master processor dis-
tributes the work among slave computers performing local area
SE and, subsequently, coordinates the local estimates. In this
scheme, slave processors, which can be located remotely (dis-
(2) in a decentralized architecture (see Fig. 8), there is no central
computer; each local processor communicates only with those
processors in charge of neighboring areas, exchanging border

Central
Processor

Local
Processor 1 

Local
Processor 2 

Local
Processor k

. . .

Fig. 7. Hierarchical architecture.
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Fig. 8. Decentralized distributed architecture.

information. Usually, the iterative estimation algorithm relying
on this architecture does not involve any coordination phase.

.3. Coordination scheme

Depending on the stage at which the local estimates get coordi-
ated, three coordination schemes can be distinguished.

1) Coordination at the SE level: each area submits its results to the
central processor after full convergence of its local SE. Meth-
ods relying on this coordination type presents the following
essential features:

The central level refines and coordinates local estimates by
computing the u variables. When resorting to a single coordina-
tion, this strategy leads to suboptimal estimates, but usually of
acceptable accuracy; communication bandwidth requirements
are kept low by limiting the data exchanges between the central
and the local processors; independent SEs allow simple imple-
mentation at the local level with minor adaptations to existing
SE software packages.

2) Coordination at the iteration level: results are submitted for coor-
dination after each iteration of the local SE, with the following
main features:

Repeated coordinations allow faster convergence to the opti-
mal solution than in the previous scheme; the price to pay is
an important increase in data exchange between the central
and the local computers or between neighboring areas in the
decentralized architecture; generally, it requires more complex
code implementations, and does not allow to keep existing SE
algorithms.

3) Hybrid coordination is a compromise between the above two
schemes, in which several local iterations are performed before
coordination.

.4. Measurement synchronization

When considering only conventional power and voltage mag-
itude measurements, synchronization between areas may be an

ssue. Either we look for similar accuracy to that of an integrated
cheme or we accept some suboptimality. In the former case, it is
mportant to synchronize the various measurement gatherings so
hat the hierarchical scheme does not add to the time skew present
n conventional data acquisition (e.g., a synchronizing signal could
e sent to the various local computers). If suboptimality is accepted,
his synchronization requirement can be somewhat relaxed.

Incorporating information provided by PMU provides new pos-
ibilities for measurement synchronization. In theory, using a
hole set of measurements coming from PMU would allow full

ynchronization of snapshots captured by all areas. In practice,
owever, this may be too cumbersome or even impossible.
.5. Process synchronization

Local processors may run in a synchronous or asynchronous
anner. In the decentralized architecture, the process is asyn-
tems Research 81 (2011) 1060–1069 1063

chronous by nature: each local processor performs iterations at
its own pace, using the best information available from its neigh-
bors. In the hierarchical scheme, two synchronization modes are
possible:

• when coordination takes place at the SE level, there is no need
to impose synchronous local estimations so that each local pro-
cessor usually runs its SE at its own rate. The central processor
always uses the last estimate provided by each area, no matter if
those local estimates do not refer to the same time instant. This
time skew among local estimates may affect the accuracy of the
final solution;

• when coordination takes place at the iteration level, the central
computer may (synchronous) or may not (asynchronous) wait
for the slowest local processor to complete the current iteration,
before coordinating the solution.

5.6. Solution methodology

Various general methodologies can be used to solve the
decomposition–coordination problem involved in MASE. A large
majority of methods rely on the classical WLS formulation. Most
hierarchical schemes rely, at both the local and the central levels,
on an iterative scheme to solve the Normal equations of concern. In
decentralized schemes, with possible coordination at the iteration
level, Lagrangian relaxation-based algorithms are usually adopted.
Some works also introduce certain heuristics intended to simplify
the optimality conditions of the coordination problem. A category
of MASE approaches formulate the WLS equations as an optimiza-
tion problem, usually involving a Lagrangian function explicitly
handling constraints imposed by network equations and/or bound-
ary conditions.

Among the above criteria, the one related to computing archi-
tecture is adopted to further classify existing MASE methods in
two main categories: two-step hierarchical vs. decentralized MASE,
respectively. In the following sections, for each category, a short
presentation is followed by a literature review.

6. Two-step hierarchical MASE

In this section, we consider hierarchical SE methods compris-
ing two main steps: (1) local solutions are obtained at the area
level, ignoring totally or partly the information and constraints
stemming from neighboring areas; (2) local solutions are coordi-
nated by a central processor in order to cope with the interactions
among areas ignored during the first stage. Each step is separately
discussed below.

6.1. First step: local solutions

During the first stage each area k independently solves a local
WLS problem based on the measurement equation:

zk = hk(yk) + ek (3)

where phase angles in yk refer to the local phase reference of area
k. The components of yk and zk are determined by the overlapping
level adopted, as follows:

• Non overlapping:[ ]

yk = ik

ybk
; zk = zik

By definition, each state variable is estimated only once, within its
respective area. Note that tie-line power flows and border injec-
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tions cannot be individually used in this scheme, as they involve
external state variables. However, zk may additionally include
certain pseudomeasurements, obtained by previously process-
ing raw border measurements. For instance, if the injection at a
given border bus, along with all power flows leaving the incident
tie-lines, are measured, then a pseudomeasurement representing
the net power injection can be added to zk.
Border-bus overlapping:

yk =
[

yik

ybk

]
; zk = zik

The tie-line notion vanishes in this case, as every line fully lies
within a single area. Accordingly, all power flow measurements
can be handled by their respective local estimator. However, bor-
der injections cannot be handled at this level, as they involve
external variables. Note that several (at least two) estimates
result for the same border variables, each one referred to its own
phase reference.
Tie-line overlapping:

yk =
[

yik

ybk

ybj

]
; zk =

[
zik

zbk

]

In this case, border injection measurements can be used within
their respective area and the possibility exists for tie-line power
flow measurements to be used twice. Like in the former case, bor-
der state variables are estimated at least twice, each one referred
to its own phase reference.
Extended overlapping:

yk =

⎡
⎢⎣

yik

ybk

ybj

ynj

⎤
⎥⎦ ; zk =

[
zik

zbk

zbj

]

In this case, the state vector includes the subset ynj, which
means that border injections of neighboring areas can be also
added to zk.

In summary, the geographical scope of each local problem
etermines the set of variables included in the state vector and,
onsequently, the set of measurements that can be locally handled.

Once the iterative process has converged, the local solution ỹk

s obtained, along with its covariance matrix:

ov(ỹk) = G−1
k

= (HT
k WkHk)

−1

here Hk is the Jacobian of hk, computed during the last iteration,
nd Wk the respective weighting submatrix.

Note that the estimates ỹik of variables sufficiently distant from
he border are generally optimal for practical purposes after the
ocal solution process, as the influence of border measurements is
egligible. However, the estimates ỹbk and, to a lesser extent, ỹnk

re suboptimal, unless the border measurements are very accurate.

.2. Second step: centralized coordination
The geographical scope of this step is determined by the over-
apping level adopted and the amount of information each area is

illing to exchange with its neighbors.
The state vector at this stage comprises at least the border vari-

bles corresponding to the A areas, along with the phase reference
tems Research 81 (2011) 1060–1069

vector u introduced above, i.e.

xc =
[

xb

u

]
with xb = [xb1, . . . , xbk, . . . , xbA]T

while the measurement vector at this step includes two compo-
nents:

zc =
[

ỹb

zb

]
where ỹb is the local estimate of xb, with phase angles referred to
local buses, and

zb = [zb1, . . . , zbk, . . . , zbA]T

represents the set of border measurements not yet used at the first
step. Note that, for each component of the state vector xb two or
more estimates may be available in ỹb, which increases the redun-
dancy to estimate the vector u.

In the extended overlapping case, or when border injections are
to be handled at this stage, first neighbors of border buses are also
involved, leading to the augmented state vector:

xc =
[

xb

xn

u

]
with xn = [xn1, . . . , xnk, . . . , xnA]T

In this case, zc should also contain the component ỹn of the local
estimates, to assure observability.

Including second and further neighbors of border buses in the
state vector improves the optimality of the solution after the sec-
ond step, but leads to heavier information exchange and increased
computational effort.

The measurement model of the coordination phase is composed
of a nonlinear system:

zbk = hck(xc) + e(zbk), k = 1, . . . , A (4)

together with a linear one:

ỹb = xb − Bu + e(yb) (5)

where the entries of B are equal to zero for the voltage magnitude
components of xb and equal to one for phase angle components.

In the above measurement model the covariance of e(zbk) is
known and that of e(yb) is contained in the respective submatrix
of Cov(ỹ). As this is a dense matrix, it is customary to obtain and
retain only its diagonal elements, leading to suboptimal estimates
at the coordination step.

The iterative solution of the WLS problem arising from (4) and
(5) provides the estimate x̂c . Based on this estimate it is theoreti-
cally possible to further refine the values of other internal variables,
particularly those close enough to the border, but this is seldom
considered in the literature.

7. Literature survey on hierarchical MASE

Table 1 provides a classification of hierarchical MASE methods,
according to the different criteria identified in Section 5.

Due to space limitations only the most representative proposals
are briefly presented. For this purpose they are grouped in two sep-
arate subsections, depending on whether the coordination phase
takes place only once, at the end of the local SE process, or the local
solutions are repeatedly coordinated after each iteration.
7.1. Coordination at the state estimation level

In 1972, Clements et al. [7] developed a technique relying on
border-bus overlapping. After the local estimation processes finish,
the coordinating phase reconciles local estimates, which differ at
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Table 1
Classification of hierarchical MASE methods.

Reference, author Area overl. a Solut. meth. b Estim. state c Meas. type d Coord. scheme e

[7], Clements MO NE Sub C SE
[8], Kobayashi NO NE Opt C It
[9], Irving NO NE–H Sub C SE
[10], Marsh NO NE–O Opt C It
[11], Van Cutsem NO NE Sub C SE
[12], Wallach NO NE–H Sub C SE
[13], Brice NO NE–R Opt C It
[14], Mukai NO NE–R Opt C It
[15], Kurzin NO NE–H Sub C SE
[16], Lo NO NE–H Sub C SE
[17], Iwamoto NO NE–O Sub C It
[18], El-Keib NO NE–H Sub C SE
[19], Ahmed NO NE–H Sub C It
[20], El-Keib NO O Opt C It
[21], Falcao MO NE–H Sub C SE–It
[22], Korres NO NE Sub C SE
[23], Ebrahimian MO NE–O Opt C It
[24], Aguado MO NE–O Opt C It
[25], Zhao FO NE Sub P SE
[27], Yan NO NE–O Sub P SE
[28], Jeffers FO NE–H Sub P SE
[29], Jiang FO NE–H Sub P SE
[30], Patel FO NE Sub P SE
[31], Jiang NO NE–O Opt P It
[32], Gómez NO NE Opt C SE
[33], Korres NO NE–O Opt. C It

a NO: non-overlap; MO: minimally overlap; FO: fully overlap.
b NE: Normal equations; R: relaxation; O: optimization; H: heuristic.
c Opt: optimal; Sub: suboptimal.
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d C: conventional only; P: considers PMU.
e SE: SE level; It: iteration level.

ommon buses. Local state vectors are then re-estimated through a
on-iterative WLS procedure, using as pseudo-measurements the
revious local estimates along with the estimates at common buses
btained from neighboring areas. Power injection measurements at
oundary nodes are not taken into account.

In 1977 and 1979, Irving and Sterling [9] proposed to extend
he technique of “diakoptics” or network tearing to the state esti-

ation problem. This technique, previously applied to the load
ow problem, exploits the nearly block diagonal structure of the

acobian matrix, diagonal blocks corresponding to non overlap-
ing regions. Links between blocks come from interconnection
easurements. Initial local estimates are corrected according to

he diakoptics formulae in order to take into account informa-
ion brought by interconnection measurements. The estimate is
upposed to be obtained in only one iteration. As the exact applica-
ion of diakoptics leads to cumbersome calculations, the authors
roposed mathematical simplifications without providing some
hysical interpretation.

In 1981, Wallach et al. [12] set up a method intended for par-
llel computation. The original network is divided into disjoint
reas, upon the condition that each resulting area is observable
nd power flow measurements exist at both ends of tie lines. Such
ower flows are equivalent to power injections from the point
f view of the internal area. A slave processor performs the local
LS solution for each area, in a decoupled manner. Then, the mas-

er processor simply adjusts the area phase angle references so
hat all phase angles refer to a single phase origin. For this pur-
ose, a simplistic technique is adopted, consisting of computing the
hase angle difference across one of the tie lines linking adjacent

reas.

In 1981 also, Van Cutsem et al. [11] developed a two-level
stimator based on non-overlapping areas. Only internal measure-
ents are used at the area level, while the coordination level is

imed at estimating tie-line power flows through vector u. In addi-
tion to tie-line power flow measurements, local estimates at the
boundary buses are added as pseudo-measurements to the coor-
dination phase, for which approximate covariances are adopted
(diagonal elements of the respective matrix).

In 1983, Kurzin [15] proposed a method conceptually very simi-
lar to that of Van Cutsem. The difference lies in the way coordination
is carried out. A heuristic approach using arithmetic means is used.
The objective is to reduce the size and as a consequence the com-
puting time, of the coordination estimation. From the active power
flow measurements through tie lines, the phase angle differences
across those lines are estimated. Then, the average of the computed
values, in case there are two or more tie lines, is taken as the final
estimate.

In the first part of the 1988 paper by Lo et al. [16], six approaches
to coordinate the solution of local state estimators (the first five
directly derived from the previous works by Van Cutsem et al. and
Kurzin) are analytically formulated and reviewed. In the second
part, the performance of those algorithms is experimentally tested.
A fast decoupled SE formulation is assumed.

In the work of El-Keib et al. in 1990 [18], an extensive review of
hierarchical SE methods formerly published is first presented. Then,
an improvement to the method of Van Cutsem et al. is proposed
regarding the coordination phase. The use of modified injections at
boundary buses is suggested, by invoking Kirchhoff’s law at those
buses. This requires extending the domain of the measurement vec-
tor to include the estimates of power flows in lines connecting the
boundary buses with internal buses, increasing the redundancy
at the upper level and improving the overall results of the state
estimator. No tests are provided of this idea.
In 1995, Falcao et al. [21] proposed a two-step solution method-
ology combining conventional state estimation algorithms with an
optimization technique to cope with coupling constraints at the
centralized level. Boundary buses belong to adjacent overlapping
areas. The number of boundary buses may be kept to a minimum,
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r may incorporate a few extra (internal) buses in order to facili-
ate bad data processing. It is assumed that there are no boundary
njections (fictitious null-injection buses can be artificially cre-
ted to achieve this). A decoupled estimator is used incorporating
set of linear constraints, which are introduced to force state

ariables in overlapping areas to assume the same values. Then,
ertain off-diagonal blocks are ignored in the matrices arising in
he normal equations, in such a way that only boundary state vari-
bles are involved when updating the state variables within each
rea.

Several coordination schemes are tested: (1) apply the coupling
onstraint terms after every iteration of the local estimators (this
lgorithm actually belongs to the category of methods described
n the following section); (2) first allow the local estimators to
onverge to the desired tolerance, and then apply the coupling con-
traint corrections without any further local estimation iterations;
3) allow the local estimators to converge to a tolerance relatively
lose to the desired one, and from then on, use an alternating
terative scheme between the local estimations and the coupling
onstraints corrections (this is a hybrid algorithm between those
escribed in this and the next section). Under scheme 1, each area
E is performed in a synchronous manner, requiring coordination
t each iteration. This requires a lot of information exchange. On
he other hand, scheme 2 is of an asynchronous nature, as compu-
ations can continue even in the absence of information from other
reas.

In the work of Korres and Contaxis, in 2000 [22], the entire sys-
em is divided into non-overlapping areas. Each area is individually
olved, disregarding boundary measurements so that the state vari-
bles of adjacent areas do not show up. Then, at the second level,
reduced model involving tie lines and boundary measurements

s handled. In this reduced model, the areas become “supernodes”
inked by tie lines, while “equivalent” power flow measurements,
epresenting the sum of power flows on the tie lines incident to
ach boundary bus, are used. The results of the second step are not
sed subsequently to update the estimates of internal nearby buses.

In [1] the use of Internet is suggested to exchange the neces-
ary information during the coordination phase. In order to obtain
hase angles of each area with respect to a global reference, phase
ifferences across tie-lines are computed, and then the average is
aken for the set of tie-lines connecting each couple of areas. The
uthors state that “the average scan time to get SE outputs may be
f the order of 4 minutes, and therefore the Internet is well suited
s the communication medium”. This may not be true, however, in
ll cases.

All of the above methodologies provide suboptimal estimates
s they imply neglecting in local SEs some nearby external and/or
oundary measurements. However, for most of them, test results
how acceptable accuracy in normal conditions. Besides, bad data
lose to boundaries, if not properly identified and removed, can
egrade the accuracy of boundary and nearby variables and also, in
ome cases, affect convergence of the distributed SE process.

.2. Coordination at the iteration level

In 1974, Kobayashi et al. [8] applied the model coordina-
ion principle of Mezarovic [34] from hierarchical system theory
o the problem of state estimation. System decomposition into
on-overlapping areas, connected by tie-lines, is considered. One

teration of the overall process consists of three steps: (1) using
nternal measurements solve local WLS problems to update inter-

al variables, with u and border state variables fixed to their most
ecent values; (2) using interconnection measurements solve a WLS
roblem for the interconnection area to update u, with all state
ariables fixed to their current values; (3) using the whole set of
easurements, coordinate previous steps by computing border
tems Research 81 (2011) 1060–1069

state variables, with u and internal state variables fixed to their
current values.

In 1979, Marsh and Cristi [10] formulated the WLS state esti-
mation as an optimization problem with equality constraints. The
algorithm is developed while assuming the system composed of
several interconnected areas. The equality constraints come on
one hand, from the power balance equations at each node, and
on the other hand, from the diakoptical formulation of the inter-
connections between subsystems. They are taken into account by
introducing Lagrange multipliers. Minimization is performed by
means of a steepest descent algorithm. Each iteration requires a
high amount of data transfer while proper convergence may lead
to a relatively large number of iterations. Bad data analysis is not
considered and appears to be a challenging problem.

In 1981, Brice and Cavin [13] developed a hierarchical dis-
tributed algorithm as follows: at each iteration, the central
processor broadcasts the current value of the state vector. Then,
each satellite processor computes its portion of both the Jacobian
matrix and the right hand side vector of Eq. (2), which are sent back
to the central processor. Next, all matrix and vector components are
gathered at the central level, where the Normal equations are built
and solved, and the process is repeated. Therefore, only a small frac-
tion of the computations is parallelized, but the optimal solution is
obtained in the same number of iterations as in the conventional
formulation. In order to increase the amount of computations per-
formed in parallel, the solution of the Normal equations can be also
distributed among existing processors by applying a Gauss-Seidel
iterative method, instead of using a direct solution approach based
on Cholesky factorization.

The outstanding feature of the work by Iwamoto et al., in 1989
[17], is that rectangular coordinates, along with an extension of the
popular second-order load flow algorithm, previously developed by
Iwamoto and Tamura, are resorted to. The main advantage is that
a constant Jacobian matrix naturally arises, significantly reducing
the computational burden. In the problem formulation the interac-
tion among subsystems is taken into account through the tie-line
bus voltages. The hierarchical structure of the proposed method
consists of two levels: the upper level, where the optimal tie-line
bus voltages are evaluated; and the lower level, where the optimal
states of each subsystem are determined by minimizing a cost func-
tion that involves the entire system. This constitutes a significant
difference from a majority of published methods, first solving the
local levels and then coordinating the solution at the upper level.

El-Keib et al. [20] presented in 1992 a multi-area approach for
solving the Weighted Least Absolute Value (WLAV) state estimation
problem. The proposal is based on the Dantzig-Wolfe Decomposi-
tion Principle, applied to the resulting LP problem. Each subproblem
is solved independently by the revised simplex method and sends
the solution to a master problem. The master problem incorporates
this information and its solution is used to modify the objective
functions of the subproblems. The process is continued till opti-
mality is reached.

In 1995, Falcao et al. [21] proposed the three coordination
schemes described in the previous section, one of them exchanging
information at the iteration level.

Ebrahimian and Baldick [23] applied in 2000 the so-called “Aux-
iliary Problem Principle”, a well-known technique in large-scale
optimization, to develop a two-step procedure based on border-bus
overlapping areas. The overall WLS objective function is expressed
as the sum of partial functions, each one corresponding to a sub-
system. Additional equality constraints are considered expressing

the fact that the estimates of boundary buses in adjacent areas
should be identical. The problem is decomposed by linearizing the
augmented Lagrangian, yielding an iterative procedure in which
subsystem solutions (involving several inner iterations) are alter-
nated with Lagrange multiplier updates (outer loop). When solving
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ach subsystem, the border information is interpreted as a set
f pseudo-measurements. The optimal solution is approached as
uter iterations progress, but several constants should be tuned for
particular system to guarantee convergence.

A similar approach was adopted by Aguado et al. in 2001, who
lso tested a Lagrangian Relaxation-based iterative scheme [24].

In general, other SE related issues, such as observability analysis
nd bad data handling are not fully addressed in papers dealing with
ASE methods. A notable exception is the recent work [33], where

istributed solutions to those problems are proposed.

.3. Incorporation of PMUs

The incorporation of PMUs in a hierarchical SE process was first
onsidered by Zhao and Abur in 2005 [25]. The resulting areas
verlap over tie-lines allowing boundary measurements (injections
nd tie-line power flows) to be used by adjacent areas [26]. This
equires transferring to the central entity the topology of those
ines internally connected to the boundary buses, yielding two or

ore estimates for shared buses. Then, the second level receives the
oundary estimates from each area, the boundary measurements
including PMUs) and the necessary values of covariance matrices
orresponding to locally estimated boundary variables. Boundary
ariables are re-estimated along with area slack phase angles.

Yan et al., in 2006 [27], developed a decomposition procedure
ased on the bordered-block diagonal form (BBDF) of the gain
atrix. It is assumed that PMUs provide real-time boundary states,

nd hence power flows between subsystems, exactly. Then, using
he data of PMUs as boundary conditions, the problem of dis-
ributed WLS decoupled state estimation turns into a multiarea
ptimization problem with equality constraints.

In the work of Jiang et al., 2007 [29], the overall system is decom-
osed into a certain number of non-overlapping subsystems based
n a geographical basis. Each subsystem conducts its local SE with
espect to its own slack bus, disregarding boundary power injec-
ions. Also each subsystem has a PMU installed at the slack bus.

easurements from PMUs coordinate the SE solution of each sub-
ystem. A sensitivity analysis is performed for each bus to assess the
egrees of impact from the neighboring subsystems. Those buses
ith a sensitivity exceeding a threshold are re-estimated at the cen-

ral level along with boundary buses. The central SE incorporates
he following information: all tie-line power flows, boundary injec-
ions, other internal measurements related to the sensitive internal
uses and estimates of both boundary and sensitive internal buses,
hich are considered as pseudo measurements.

Jiang et al. [31] have recently (2008) presented a diakoptic-
ased SE algorithm. In the proposed approach, the SE problem is
artitioned into a number of subproblems, obtained by removing
ie-line measurements. Intermediate subsystem solutions are sent
o a central computer for completing the state estimation process
y taking tie-line measurements into consideration. The capability
f PMUs to provide accurate synchronization of measurements is
sed to make each subproblem solvable and to coordinate the volt-
ge angles of each subsystem SE solution. The optimal solution is
eached.

.4. Factorized SE

A different MASE perspective arises when each individual sub-
tation is regarded as an area. This allows a majority of raw
easurements to be pre-processed by a linear estimator at the
ubstation level [32]. The information provided by this stage, essen-
ially composed of power flows and voltage magnitudes, is then
ntegrated within the framework of a conventional SE. The main
dvantage of this hierarchical procedure, particularly in future sub-
tations with highly redundant measurement sets, is that the linear
tems Research 81 (2011) 1060–1069 1067

prefiltering phase can be run in a decoupled and geographically
distributed manner, significantly reducing the bandwidth require-
ments. As a byproduct, a reduction in the computational effort is
also achieved.

8. Decentralized MASE

In this category of methods the central coordinator is miss-
ing, neighboring areas directly exchanging border information with
each other.

Each area proceeds in a similar fashion to the local solution
phase of the hierarchical scheme. Internal measurements of area
k, zik, can be readily used, as they are functions exclusively of state
variables within the same area. On the contrary, border measure-
ments involve state variables of neighboring areas j according to:

zbk = hbk(xik, xbk, xbj) + e(zbk) (6)

When iteratively solving the WLS problem in area k, the state vec-
tor components in (6) corresponding to adjacent areas, xbj, must
be replaced by the best available estimates, x̃bj , submitted through
the bilateral communication channel. This constitutes a relaxation-
based distributed implementation of the global WLS problem. The
information exchange can take place in a synchronous manner, pro-
vided it is feasible and convenient for all processors to run at the
same pace, or asynchronously.

Typically, decentralized procedures take longer to converge
than hierarchical ones, as they neglect some of the information
handled by the central processor. Furthermore, bad data detection
issues are more involved.

9. Literature survey on decentralized MASE

Table 2 provides a classification of fully distributed MASE meth-
ods, according to the different criteria identified in Section 5.

Due to space limitations only the most representative proposals
are briefly reviewed.

In 1970, in his fundamental paper [35], Schweppe briefly
described two techniques to reduce the computational burden of
WLS estimation. By adding a fictitious bus at the mid-point of each
tie-line, the system is supposed to be composed of border-bus
overlapping areas. The first technique, termed “spatial quantiza-
tion” consists of performing independent local estimations using
within each region the corresponding local measurements. Major
drawbacks of this very preliminary idea are the following: (i) no
coordination between local estimates is performed, which induces
loss of accuracy in tie-line power flow estimates (one mid-tie line
appears as an antenna in each area); (ii) difficulty to identify bad
data on tie-lines where local redundancy is poor.

In the second technique, denoted “spatial sweep”, regions are
estimated sequentially using, in addition to local measurements,
the estimates of fictitious buses in tie-lines of neighboring areas
already estimated. Relaxation with several iterations of this sweep
procedure is needed, processing regions in different orders. This
iterative formulation can reduce drastically the computational effi-
ciency.

In the work by Brice and Cavin [13], reviewed in the previ-
ous section, the authors outlined also a relaxation-based approach,
by which each processor solves asynchronously the non-linear
WLS problem corresponding to its area of influence. The relax-
ation algorithm tries to obtain the state variables that minimize

the objective function of its own area under the assumption that
the state variables of adjacent areas have reached the optimal val-
ues, which is not actually the case. This slows down the overall
convergence, compared with the iterative solution of the Normal
equations applied to the entire network, but the computations are
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Table 2
Classification of decentralized MASE methods.

Reference, author Area overl. a Solut. meth. b Estim. state c Meas. type d Coord. scheme e

[35], Schweppe MO NE–R Sub C SE–It
[13], Brice NO NE–R Opt C It
[36], Lin MO O Opt C It
[37,38], Lin MO NE–R Opt C It
[39], Carvalho MO NE–H Sub C It
[40], Huang MO NE–R Opt C It
[41], Conejo MO NE–R Sub C It

a NO: non-overlap; MO: minimally overlap; FO: fully overlap.
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b NE: Normal equations; R: relaxation; O: optimization; H: heuristic.
c Opt: optimal; Sub: suboptimal.
d C: conventional only; P: considers PMU.
e SE: SE level; It: iteration level.

ully distributed. There is also a need for each processor to receive
he current values of nearby state variables, significantly increas-
ng the communication requirements. Given appropriate convexity
ssumptions, convergence of this asynchronous process is always
uaranteed, no matter in which order and at which rate each
ubproblem is solved. Implementation of bad data analysis on a
ecentralized way is difficult.

The work by Lin, in 1990 and 1992 [36,37], combines Recur-
ive Quadratic Programming with the Dual method. The distributed
E is aimed at its utilization in a decentralized control system,
ssuming a high speed data communication network, which is
opologically the same and physically in parallel with the power
etwork (a local processor is assigned to each bus). Global conver-
ence of the distributed scheme to the optimal solution is shown.

In a subsequent work by Lin and Lin [38], recognizing the com-
lexity and practical difficulties of this approach, in terms of both
oftware and hardware, the authors proposed the following mod-
fications: (a) each processor is in charge of an entire area, not a
ingle bus, leading to a small-scale distributed architecture inter-
onnected by a tree-shaped communication system; (b) a much
impler partially asynchronous block-Jacobi method is adopted.

Like in the previous work, Carvalho and Barbosa, 1998 [39],
ssume that the computer systems of adjacent areas are connected
y fast data communication links, forming a computer network.
hat is, there is no centralized coordinating computer. The entire
ystem is divided into border-bus overlapping areas. Fictitious,
ull-injection border buses are created if necessary so that bound-
ry injections do not appear. When updating the state variables
f a given area, the values of state variables corresponding to bor-
er buses are replaced by weighted averages of those computed

n neighbor areas, where the weighting coefficients are obtained
rom the diagonals of the inverse gain matrices. Two algorithms are
onsidered: (1) the SEs within each area are run in a synchronous
anner, information being exchanged at the iteration level. This

eads to inefficiencies because of processors being idle part of the
ime; (2) each area fully performs the SE in an asynchronous man-
er, correction terms being exchanged only at the end. Some gain in
omputation time is obtained at the cost of accuracy deterioration.
he results are anyway acceptable if redundancy is high enough.

Conejo et al. [41] proposed in 2007 a multi-area decentral-
zed SE procedure, based on optimization concepts. The resulting
lgorithm, closely resembling the relaxation-based approaches of
rice–Cavin [13] and Carvalho–Barbosa [39], proceeds as follows:
1) initialize state variables for all areas; (2) each area solves its
orresponding problem, using available values of boundary state
ariables as pseudo-measurements; (3) if state variables do not

hange significantly within two iterations, stop; the solution has
een reached. Otherwise, neighboring areas interchange their esti-
ates for state variables corresponding to border buses, and the

rocedure continues in (2). No indication is provided on how to
elect appropriate weights for border pseudo-measurements.
10. Conclusion

Multi-area state estimation methods were introduced nearly
forty years ago, partly to circumvent the limitations of by then
available computers. The tremendous increase in computational
power has not decreased the attractiveness of MASE. On the con-
trary, it has got renewed interest owing to the need of properly
monitoring energy transactions across TSO borders in large inter-
connections, while at the same time processing the real-time data
at the most appropriate place, and possibly preserving their confi-
dentiality. The expected increase of smart grid applications also
calls for the MASE techniques, in order to prevent communica-
tion infrastructures from being unnecessarily burdened with the
resulting information explosion.

Over thirty references on MASE, including both journals and
conference proceedings, are analyzed in this work. As a conse-
quence, a taxonomy of MASE is established with the help of
previously identified classification criteria. Such criteria include:
area overlapping degree, computer architecture, coordination
scheme, process and measurement synchronization and solution
methodology. For each major category of methods (hierarchical
and decentralized) an effort has been made to identify the relevant
state and measurement vector components, as well as their interac-
tions during the solution phases, all this under a common notation.
Then, a brief presentation is made of a relatively large selection
of references, trying to point out their distinguishing features and
limitations.

A somewhat expected but noteworthy conclusion of this work
is that there exists a compromise solution between optimality and
computational cost (or complexity) of the resulting procedure. A
majority of hierarchical procedures lead to suboptimal, yet accu-
rate enough solutions in just two steps, particularly in the presence
of PMUs, which increase the linearity of the resulting models. Fully
distributed schemes tend to be simpler, at the cost of poorer con-
vergence to the optimal solution.
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