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Introduction

L’homme moderne est constamment assailli d’informations en tous genres. Parmi
celles-ci, nombreuses sont celles qui se présentent sous la forme de listes d’observations
numériques'. Pour remédier a I'incapacité de I'esprit humain d’intégrer instantanément un
tableau important de nombres, le statisticien propose différentes solutions. Une premiere
catégorie de solutions est constituée de toutes les représentations possibles de ces données :
diagramme, histogramme, polygone, ogive, ... sont autant de résumés graphiques d’un
ensemble de données. Dans la deuxieme catégorie, on retrouve ’ensemble des résumés
numériques dont chaque élément cherche a représenter une caractéristique donnée de
la série considérée ; parmi ces éléments, on distingue principalement les parametres de
tendance centrale, de dispersion, de dissymétrie et de forme. Au sein de chacune de ces
“classes”, les parametres possibles possedent chacun des propriétés propres qui les rendent
plus ou moins bien adaptés a décrire telle ou telle série.

Dans cette note, nous nous attachons plus particulierement a trois de ces parametres
que sont les quartiles. Intuitivement et dans une premiere approche, les quartiles sont les
nombres qui divisent une série (préalablement ordonnée) en quatre sous-séries d’effectifs
égaux ([6], p. 88) :
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INous ne traiterons dans cet article que les séries univariées, laissant ainsi de coté les séries multivariées
dont I’étude fait appel a des techniques mathématiques plus sophistiquées ; un apercu de telles méthodes
peuvent étre trouvées dans [11].



L’idée fondamentale est donc la suivante : 25% de la population se situe en dessous
du premier quartile @, 25% par-dessus le troisieme quartile @3, et 50% entre les deux
([18], p. 456). Ainsi, le deuxieme quartile, qui n’est autre que la médiane, fournit une
valeur centrale de la série étudiée, tandis que les deux autres quartiles rendent compte de
la dispersion et de la symétrie des valeurs situées au centre de la série observée.

Apres quelques réflexions générales, nous proposons une analyse comparative des
définitions des quartiles proposées dans la littérature et mettons en évidence les diver-
gences de vues des différents auteurs. Nous nous intéressons également aux méthodes
de calcul utilisées par différents logiciels statistiques ou plus généraux pour fournir les
quartiles.

Dans la troisieme partie, sur base de nos constatations, nous proposons une définition
du premier quartile qui permette de rester en cohérence avec la définition de celui-ci pour
une variable quantitative continue.

1 Contexte

1.1 Notation et conventions

Nous allons fixer notre attention sur une série statistique

S:{$1,$2,... ,l‘n}

dont les éléments x; ne sont pas nécessairement distincts.
Lorsque nous ordonnerons les éléments de S par valeurs croissantes, nous travaillerons
sur la série ordonnée

S = {:E(l),l'(g), e ,:L‘(n)}

oll z(;) < ;) pour tous i, j tels que 4 < j. Ainsi, chaque élément z; de S se voit associer
un rang r; qui désigne sa position dans S et est donc défini par x; = T(ry)-

La fréquence cumulée d'un élément x; est la proportion de valeurs de S qui sont
inférieures ou égales a x; ; plus généralement, pour un réel x arbitraire, nous noterons
F(x) la proportion des éléments de S qui sont inférieurs ou égaux a x. De méme, nous
désignerons par F*(x) le pourcentage des éléments de S qui sont supérieurs ou égaux a
x. Des lors, le pourcentage des observations qui sont inférieures (resp. supérieures) a x
est égal a 1 — F*(x) (resp. 1 — F(x)). Le graphe de la fonction de répartition d’équation
y = F(x) est appelé la courbe cumulative des fréquences dans le cas discret et ’ogive des
fréquences cumulées dans le cas continu.
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Figure 1: Courbe cumulative des fréquences et ogive des fréquences cumulées

Par ailleurs, pour tout nombre réel  non négatif, nous noterons |r| la partie entiere
de r, c’est-a-dire le plus grand entier inférieur ou égal a r, tandis que [r] désignera le plus
petit entier supérieur ou égal a r. La partie décimale de r vaut donc r — |r| ; de plus,
|7] = [r] = r si et seulement si r est lui-méme un entier.

1.2 La médiane

Rappelons que, dans le cas d’une variable quantitative discrete, la médiane = de la
série S coincide avec I'observation 11y lorsque l'effectif n est le nombre impair égal a

2k + 1 ; par contre, il s’agit du nombre % lorsque n est le nombre pair 2k ([13]).
De maniere équivalente, la médiane peut étre, dans tous les cas, définie par cette unique

formule :
T(ry) + T(ry)

2

T =
ou les rangs r; et ry sont définis par

n= " = e = M2 =10

Dans le cas ou la variable considérée est de type quantitatif continu, la définition de la
médiane est tres simple puisqu’elle s’obtient immédiatement a partir de la fonction de
répartition F' : la médiane est la valeur Z telle que F'(z) = 0, 5.



2 Définitions du premier quartile dans la littérature

Intuitivement, il semble relativement facile de définir les quartiles, 'idée premiere
étant de suivre le méme type de procédé que pour la médiane. Néanmoins, dans le cas
discret, cette premiere impression se heurte rapidement a plusieurs difficultés notamment
liées a leffectif de la série. Dans ce paragraphe, nous examinons les différentes définitions
relevées dans la littérature sur le sujet. Nous nous contenterons de nous attacher au
premier quartile @)1, laissant aux lecteurs le soin de traiter ()3 par symétrie.

Nous avons, dans un souci de clarté, classés les défintions répertoriées selon trois
grandes catégories : la premiere ou les définitions font appel aux fréquences cumulées ou
a des notions apparentées, la seconde utilisant le rang des observations et la derniere basée
sur la médiane.

Signalons que les définitions qui vont étre données se retrouvent parfois dans la
littérature sous des formes légerement différentes ; par exemple, certains auteurs utilisent
les effectifs cumulés au lieu des fréquences cumulées.

Dans les définitions qui suivent, les noms cités entre crochets sont donnés a titre
indicatif, certains auteurs introduisant d’ailleurs les quartiles de plusieurs manieres ; les
références précises se trouvent en fin de travail.

A. Définitions par les fréquences cumulées ou notions apparen-
tées
e Définition A;. @) est défini implicitement par I'égalité F'(Q;) = i ; en d’autres
termes, il y a exactement 25% des observations inférieures ou égales a ;. La facon
la plus courante de présenter cette définition consiste a dire que les trois quar-
tiles divisent la série ordonnée en quatre sous-séries de méme effectif [Lethielleux ;
Chauvat-Réau].

e Définition A,. @ est défini implicitement par F*(Q;) = % ; en d’autres termes,

il y a exactement 75% des observations supérieures ou égales a )1, ou encore 25%
des observations inférieures a () [Chareille-Pinaut].

e Définition Ajz. @y est le plus petit élément g de S tel que F(q) > i ; c’est la plus

petite valeur telle qu’au moins 25% des observations lui sont inférieures ou égales
[Groupe d’Experts pour les Programmes Scolaires].

e Définition A,. @Q; est le plus petit élément ¢ de S tel que F*(q) < %, ce qui est
équivalent a 1 — F*(q) > i : c’est la plus petite valeur en-dessous de laquelle on

trouve au moins 25% des observations [Lambert].

e Définition Aj;. () est défini implicitement par les inégalités F(Q;) > i et

F (@) > % ; en d’autres termes, il y a au moins 25% des observations supérieures ou
égales & (1 et au moins 75% des observations qui lui sont supérieures ou égales (ou



au plus 25% qui lui sont inférieures) [Lessard-Mongal ; dans le cas ou plusieurs nom-
bres vérifient cette définition, on peut prendre pour ()7 leur moyenne arithmétique.

e Définition Ag4. S'il existe un indice k tel que F (:p(k)) < i < F (l‘(qul ), alors
Q= x(kJr ) ; sinon, c’est-a-dire s’il existe un indice k tel que F( T(k )) = 1 alors

1
Q=3 (zw + x(k“)) [Droesbeke].

B. Définitions a partir des rangs

e Définition B;. Le rang de Q; est égal & % (1+ [r,,]), olt r,,, désigne le rang de

2
la médiane et est égal a ”;rl, avec la convention que si le rang n’est pas entier, on
prend la moyenne arithmétique des deux valeurs dont les rangs sont les plus proches

[Dodge].

e Définition B,. Le rang de ); vaut % et est donc égal a "T*?’, avec la convention
que si le rang n’est pas entier, on effectue une interpolation linéaire entre les valeurs

dont les rangs sont les plus proches [Verdier].

e Définition Bs. Q1 = z(¢) + [ (T(ey1) — 2(e)), ot e = 2] et f =2 — 2] ; de
facon plus intuitive, le rang de @)1 vaut ”I , avec la convention que Sl ce rang n’est
pas entier, on effectue une interpolation linéaire entre les valeurs dont les rangs sont
les plus proches [Dagnelie].

e Définition B,. Le rang de ) est égal a 7, avec la convention que si ce rang n’est
pas entier, on effectue une interpolation linéaire entre les valeurs dont les rangs sont
les plus proches.

e Définition B;. @, est la moyenne arithmétique des valeurs de rangs 7, = [%] et
ro = (”T“} . en formule, Q1 = % (x(h) + x(m)).

C. Définitions a partir de la notion de médiane
e Définition C;. (); est la médiane de la premiere moitié de la série, ¢’est-a-dire la

médiane de la sous série S = {x(l), T(2),- .- ’x(LﬁJ)} [Verdier].
2

e Définition C,. (), est la médiane de la série des valeurs inférieures ou égales a la
médiane de S [Comte - Goden].

Comparaison de ces définitions

Toutes ces définitions donnent évidemment des résultats relativement proches mais
il existe des différences qui sont, comme nous l’avons dit plus haut, liées au reste de la
division de l'effectif par 4.



Le tableau ci-dessous reprend les résultats fournis par les différentes définitions lorsque
ce reste vaut respectivement 0, 1, 2 et 3. Un trait horizontal — indique que la définition
en question ne peut pas étre appliquée au cas considéré.

Définitions n =4k n=4k + 1 n =4k 4 2 n =4k 4+ 3
Ay (k) - - -
Ay T(k41) - - -
As T(k) T(kt1) T(kt1) T(kt1)
Ay T(kt1) T(ky2) T(k42) T(k42)

As, As, Bs | 5 (z) + Tetn)) T(k41) T(kt1) T(kt1)

By, Cy % ( T(k) + T(k+1) ) T (k+1) T (k+1) % (x(k+1) + T(k+2)

B, 1Tk + 3l°<k+1> T(ht1) 10k + i$<k+2> 3 (@) + Trro)
Bs 100 T 3T |5 (T + T ) | 3% + $eE) (k1)
By (k) %l“( K 5 oy |5 (@m T rean) | 1Te T 3Tk
Ci 3 (@w +2en) | 5 (26 >+$<k+1>) T(k11) (ki)

Remarquons la variété des résultats, ainsi que I’équivalence de certaines de ces définitions.

Premier quartile et logiciels

Une analyse sommaire des méthodes de calcul utilisées par différents logiciels montrent
également une grande variété dans les résultats obtenus. On constate en effet que Statistica
opte pour la définition As, R pour By, Mathematica pour As, Ezcel pour By, Maple pour
By et les calculatrices T1 pour (.

En guise d’exemples, voici les résultats fournis par ces différents calculateurs pour les
séries simples S; composées des j premiers entiers positifs (j = 4,5,6,7).

Séries 54 S5 SG 57
Statistica 1.5 2 2 2
R 1.5 2 2 2.5

Mathematica | 1 2 2 2
Excel 1.751 2 225 2.5
Maple 1 125 1.5 | 1.75

TI 1.5 ] 1.5 2 2

3 Proposition de définition

Au premier abord, toutes ces définitions se valent et le choix de I'une ou de 'autre
n’est finalement affaire que de convention. D’ailleurs, toutes ces définitions finissent par
étre assez proches les unes des autres lorsque 'effectif de la série grandit.

Néanmoins, nous allons tenter, dans le paragraphe suivant, d’objectiver certains criteres
qui nous permettront de proposer une définition en concordance avec ceux-ci.



3.1 Critére retenu

Commencons par observer que tous les auteurs consultés s’accordent sur une méme
présentation pour une variable statistique continue pour laquelle les observations sont
groupées en classes au sein desquelles les données sont supposées équitablement réparties.

Chez certains auteurs, le cas des séries groupées est méme le seul envisagé 2. Cette
situation est évoquée par tous les auteurs parce qu’elle est fréquemment rencontrée dans
la pratique, mais aussi par sa simplicité de traitement provenant essentiellement du fait
que la fonction de répartition F' est alors continue et injective (voir figure 1.1). En effet,
dans ce cas, I'ogive des fréquences cumulées rencontre toute droite horizontale d’ordonnée
comprise entre 0 et 1 en un et un seul point. Dans ces conditions, il suffit de rechercher
I’abscisse de 1'unique point d’intersection de cette courbe avec une droite horizontale
d’ordonnée i (resp. % ; 2) pour obtenir le premier quartile (resp. la médiane ; le troisieme
quartile) ; formellement, on peut donc définir alors ¢y (resp. ¥ ; (J3) comme 'unique
solution de I'équation F(z) = 1 (resp. F(z) = 5 ; F(z) = 2). Dans la pratique,
on détermine tout d’abord la classe contenant () (resp. T ; (J3), puis on effectue une
interpolation linéaire pour obtenir la valeur souhaitée. On détermine d’abord la classe
cg, qui contient le quartile )y : elle est telle que

n
NQl—l < Z < NQ1

ou Ng, et Ng,_1 désignent respectivement les effectifs cumulés de la classe cg, et de la
classe précédant cg,. Le quartile () est alors solution de I’équation

N(Ql) = %7

qui, en notant e, (resp. 651 ; ag, ; no,) la borne inférieure (resp. la borne supérieure ;
I'amplitude ; Ueffectif) de la classe ¢g,, est donnée par la formule suivante ([10]) :

v NQ1*1

=e; +ag,2
Ql Q1 Q1 ng,

Pour une série non groupée, la situation est moins simple puisque la courbe cumulative
des fréquences n’est pas continue (voir figure 1.1), de sorte que I’équation F'(z) = «a, avec
a égal a i, % ou 2 n’admet pas toujours de solution. Néanmoins, il semblerait opportun,
par souci de cohérence, d’opter pour une définition relative a une série simple qui admette
une méme interprétation graphique que dans le cas d’une série groupée.

Pour éviter qu'une droite horizontale ne rencontre pas la courbe cumulative d’une série
donnée S, il suffit de compléter le graphe de F' par des segments de droite verticaux reliant
les paliers horizontaux du graphe, de maniere a obtenir une ligne, en forme d’escalier,
joignant sans interruption les points (z(1),0) et (z(),1) : dans ces conditions, toute

?malheureusement, parfois sans mention de I’hypothese fondamentale d’équirépartition dans les
classes.



droite horizontale d’ordonnée comprise entre 0 et 1 rencontre effectivement la ligne brisée
en question ([1]).

Pour déterminer le premier quartile )1, on distingue alors deux cas selon que la droite
horizontale d’ordonnée 7 rencontre la ligne brisée selon un segment vertical ou un segment
horizontal : dans le premier cas, ()1 est ’abscisse de cette droite verticale, dans le second
cas ()1 est 'abscisse du milieu du segment horizontal en question.

dl N gl N
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Figure 2: Calcul du premier quartile a partir de la courbe cumulative des fréquences

4 Sélection d’une définition

En accord avec I'approche graphique et le critere de cohérence énoncé ci-dessus, nous
allons définir la notion de quartile en partant de l'idée intuitive sous-jacente, a savoir
que les trois quartiles divisent la série ordonnée en quatre sous-séries comprenant environ
chacune 25% des observations.

En réalité, le concept a introduire est une extension naturelle de I'idée de la médiane
([19], p. 147). Comme la médiane a été introduite au préalable, il est préconisé de
présenter les deux quartiles extrémes )7 et ()3 comme étant les médianes des deux sous-
séries construites a partir de la série ordonnée de départ et délimitées par la médiane
connue. C’est d’ailleurs cette idée “naturelle” qui semble venir spontanément a l’esprit
des éleves qui connaissent déja la notion de médiane et a qui 'on demande de partager la
série en quatre parties grosso modo de méme effectif ([18]).

Il reste a décider si la médiane  doit étre comprise ou non dans les deux sous-séries
envisagées. Nous allons voir que la réponse a cette question n’est pas aussi simple qu’on



le souhaiterait, car elle va dépendre de I'effectif n, essentiellement du reste de la division
de n par 4.

Envisageons tout d’abord le cas ou n est pair, égal a 2p. Dans ce cas, la médiane prag-
matique est donnée par T = % (x(p) + x(p+1)), et la sous-série S; = {[L‘(l),l'(g), e ,x(p)}
contient exactement la moitié des éléments de S. On définit alors ); comme étant
la médiane de S;. Ou bien p est pair, d’ou n est un multiple de 4 égal a 4k, d’ou
Q1 = %(x(k) +x(k+1)) et la série S comprend alors exactement 25% de ses valeurs
inférieures a Q1 et 75% des valeurs supérieures a (Q;. Ou bien p est impair, d’ou n
est un multiple de 4 plus 2, soit n = 4k + 2, auquel cas, (); = z41) : il y a dans ce cas
plus de 25% (resp. plus de 75%) des valeurs de S qui sont inférieures ou égales (resp.
supérieures ou égales) a 1. Ainsi, lorsque n est pair, il y a donc toujours au moins 25%
(resp. au moins 75%) des valeurs de S qui sont inférieures ou égales (resp. supérieures ou
égales) a Q.

Considérons a présent le cas ou n est impair, égal a 2p + 1 : la médiane de S vaut
T = X4y ; il est alors évidemment impossible de répartir les éléments de S en deux
sous-séries de méme effectif et ne comprenant aucun élément de méme rang.

Lorsque p est pair, n est un multiple de 4 plus 3, c’est-a-dire n = 4k + 3 : on peut
alors former la sous-série ordonnée S; comprenant les valeurs de S qui sont inférieures a
z, soit S7 = {x(l), T@2), - - - ,x(2k+1)}, et choisir alors pour )7 la médiane de Sy, ¢’est-a-dire
Q1 = Tp41)- [1y a encore dans ce cas plus de 25% (resp. plus de 75%) des valeurs de S
qui sont inférieures ou égales (resp. supérieures ou égales) a Q).

Le dernier cas, le plus problématique, est rencontré lorsque p est pair ; n est donc
un multiple de 4 plus 1, soit n = 4k + 1 ; il existe alors moins de 25% des observations
qui sont inférieures ou égales a la médiane m de la sous-série ordonnée comprenant les
valeurs inférieures a Z. Des lors, une droite horizontale d’ordonnée i ne rencontre pas la
ligne brisée construite au départ de la courbe cumulative des fréquences de S en un point
d’abscisse m ; c¢’est pourquoi, il y a lieu ici de considérer la sous-série comprenant , soit
a nouveau S = {x(l), T2y, ,:E(Qkﬂ)} ; on choisit encore pour (); la médiane de S, soit
encore 1 = T(j41)-

Avec cette présentation, on obtient dans tous les cas un nombre ) tel qu’au moins
25% (resp. au moins 75%) des observations lui sont inférieures ou égales (resp. supérieures
ou égales).

En définitive, cette version est un “mélange” de C} et de (5, puisqu’il s’agit de con-
sidérer des sous-séries incluant ou non la médiane (selon que n est un multiple de 4 plus
1 ou non). Elle peut se présenter indifféremment sous les formes Az, Ag ou By.

Formulons quelques remarques a propos de cette définition.

e Elle s’exprime relativement aisément puisqu’il suffit de considérer deux cas : n =
4k + 1 ou non. Dans le cas le plus général, on 'obtient en prenant la médiane de
la sous-série contenant les observations strictement inférieures a la médiane de la



série complete. Dans le premier cas, () est obtenu suivant la méme démarche que
précédemment mais en incluant la médiane de la série complete dans la sous-série
considérée.

e Elle peut étre formulée en travaillant aussi bien sur la série ordonnée par valeurs
croissantes que sur celle ordonnée par valeurs décroissantes, ce qui n’est pas le cas
pour toutes les autres définitions. Ainsi, le troisieme quartile ()3 peut étre obtenu
comme ci-dessus mais en série ordonnée par valeurs décroissantes ; c¢’est également
I'opposé du premier quartile de la série des opposés des x;.

e Elle se traduit techniquement en considérant deux cas, selon que l'effectif n est un

multiple de 4 ou non®. On a en effet, avec k = [2] :

- Sin n'est pas un multiple de 4, alors Q1 = z( 2 |11) et Q5 = T |2))
- Sin est un multiple de 4, alors Q); = % (:p( ny + (n +1)> et Q3 = ( (3n) + x(3n+1)>

e Les diverses possibilités pour les quartiles sont résumées dans ce tableau :

n n =4k n=4k+1 n=4k + 2 n=4k+3
O % (zgy) +2aan) | Ty (k1) (ki)
T3 (@em Fremny) | ven |5 (@emy 7)) [ Teks
Q3 ; (zew + 2ee)) | TEey T(3k42) T(3k43)

e Toutes ces formules peuvent encore étre condensées en une seule capable de couvrir
tous les cas possibles, quel que soit le reste de la division de n par 4, et pour tous
les quartiles d’ordre j pour j € {1,2,3} :

@ = % (2(r) + 7))

e Elle admet une interprétation graphique qui pourra étre reprise pour estimer les
quartiles dans le cas de séries groupées, ainsi qu’il a déja été exposé ci-dessus.
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