A new training simulator for improved voltage control of the Hydro-Québec system

T. Van Cutsem, senior member, IEEE, G. Hassé, C. Moors, S. Guillon, member, IEEE and R. Mailhot

Abstract—This paper reports on the development of a training simulator focusing on voltage control and stability. It has been derived from a quasi steady-state simulation software already used and validated in planning and operational planning studies. The computational engine has been provided with a user interface built on the client-server architecture, allowing the simulator to run on a network of PCs in a very flexible way. New displays can be set up easily and quickly. This tool is presently used by Hydro-Québec to improve the operator’s ability to control transmission voltages. Other features, uses and benefits are reported.
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I. INTRODUCTION

The past and recent blackouts experienced throughout the world have emphasized the necessity to train operators to control power systems in normal and stressed conditions. Although their usage in control centers is not as generalized as it should be, Training Simulators (TS) are useful tools to improve the operators’ skills. The latter can be trained to face situations that they (luckily) seldom meet in their everyday job. A sample of TS implementations is described in [1-8].

Although the available computer technology makes it possible to simulate in real time the whole dynamics of a power system [7,8], most TS rely on a model of the power long-term dynamics [1-6], which is sufficient for a wide range of applications, while less demanding in terms of data maintenance. To the authors’ knowledge, most TS focus on the long-term dynamics of frequency (including system splitting and underfrequency load shedding). Power flow (PV/PQ bus) models of generators and loads are often used. While voltage control and stability is a critical aspect of power system operation, relatively few TS applications have been reported in this area.

Training Simulators may take on the form of stand-alone applications [1,2,7,8] or may be components of Energy Management Systems (EMS) [3-6]. In most cases, the TS displays are similar to those of the EMS, so that the user is placed in a control center replica. However, the TS that goes with the EMS may not meet the modeling needs of the power system under concern.

This paper reports on the development of SFR-ASTRE, a simple, stand-alone TS focusing (at least initially) on voltage control and long-term voltage stability. This simulator has been built from the ASTRE software, developed by the University of Liège and used for several years by Hydro-Québec (H-Q) engineers in planning and operational planning voltage stability studies [9]. It relies on the Quasi Steady-State (QSS) approximation of the long-term dynamics [10], in which the short-term dynamics are replaced by equilibrium equations. Being much faster than real-time, this simulation has been modified to render the normal or an accelerated system evolution.

Next, the so modified computational engine has been provided with modules operating according to a client-server architecture. A server communicates with one or several instances of a graphic user interface running on a set of PCs connected through a local area network. Simply stated, each graphic interface consists of a background picture provided with control points and output displays. New displays can be easily and quickly developed, which may range from simple tables to detailed one-line diagrams. High flexibility was achieved with low software development efforts.

Starting from a software already used in planning and operational planning studies offered important advantages. Among them, let us quote : the direct access to well validated models and data, the very low additional data maintenance requirements, the possibility to rapidly construct a new training case from historical data files produced by the control center state estimator, and the readily available representation of the system protection schemes present on the H-Q system.

This simulator is now used at H-Q to improve the operators’ capability to control transmission voltages. This is a challenging task owing to the capacitive behaviour of the long 735-kV lines, the high fluctuations of demand with time and the voltage stability limited operation of the system in its Southern part. Therefore, increasing the dispatchers’ abilities to control voltages is an important goal for the technical support team. Good practices contribute to maximizing
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system security in normal and abnormal situations, minimizing the number of switching operations and decreasing the total active power losses.

Made available in 2003, this simulator was already used in the preparation of the 2003-2004 winter peak demand, where it has shown several of its expected benefits.

This paper is organized as follows. Section II explains the motivation for a TS at Hydro-Québec, while Section III describes its integration within the real-time and studies environments. Section IV describes the main features of the tool. Section V comments on a typical training session. Conclusion and perspectives are offered in Section VI.

II. VOLTAGE CONTROL OF THE HYDRO-QUEBEC SYSTEM

A. Transmission system

The H-Q transmission system is characterized by long distances between the hydro-electric power generation and the load areas, including interconnection lines (see Fig. 1). A large amount of this power is transferred over 735-kV series-compensated transmission lines [11].

![Image: Hydro-Quebec 735-kV transmission system](image)

Fig. 1. Hydro-Quebec 735-kV transmission system

This particular configuration has developed over the years, first along a northeast axis, toward Manicouagan and Churchill Falls generating facilities (12000 MW), and then along a northwest axis, toward the James Bay power stations (15000 MW). The peak load is approximately 36 000 MW.

B. Voltage control

The reliable and efficient control of H-Q transmission voltages is demanding due to the capacitive nature of the long 735-kV lines and the important variation of the demand.

The regulation is achieved by control center operators using static and dynamic shunt compensation, namely numerous reactors and capacitors, and 20 synchronous condensers and Static Var Compensators spread over the system (see Fig. 1).

The dynamic compensators are only partly dedicated to steady-state voltage regulation, most of their capacitive reserves being preserved for angle and long-term stabilization purposes. As a result, the dispatcher must maintain the voltage profile within the relatively narrow [730 750] kV range, while monitoring the reactive contributions of compensators.

A typical evolution during a high-demand day is shown in Fig. 2, obtained from real measurements taken on February 18, 2004. As shown by the figure, a load pick-up of around 3,000 MW takes place in one hour, from about 6h30 to 7h30. Some days, the highest hourly variation can reach 5,000 MW.

![Image: Evolution of active demand and cumulated number of switching operations over a high-demand day](image)

Fig. 2. Evolution of active demand and cumulated number of switching operations over a high-demand day

Figure 2 also shows that the daily load variation required as many as 184 switching operations (involving 330-Mvar shunt reactors and 100-Mvar shunt capacitors), among which 30 % were performed within one hour.

During that particularly high fluctuation period the system operator must react quickly [12], while taking into account the delay between its order and the effective switching.

In particular conditions, such as peak load period, system recovery following severe contingencies and/or operation of system protection schemes, the voltage control capability of system operators is even more crucial.

The above considerations illustrate the potential benefit of a TS to educate and support the HQ system operators even in normal operating conditions.

C. Training objectives

The TS described in this paper is intended to play a role in the following aspects:
- Interactive initiation into normal operation for new system operators
- Upgrade of operators' knowledge to face more challenging situations such as rapid increase or decrease of load demand, peak load period, return to normal conditions following a contingency, etc.
- Optimization of system operation: for instance, minimization of switching commands, reduction of active power losses, etc.
- Training in abnormal conditions including some aspects of system restoration.

### III. The Simulator within the Control Center and Studies Environments

Figure 3 sketches the relationship between the TS and other tools available for real-time control and planning studies. In planning and operational planning studies, extensive time simulations are performed to determine security limits with respect to angle and voltage instability and set up appropriate strategies to be used in real-time operation.

![Figure 3. The training simulator in the control center and studies environments](image)

Among them, the QSS simulation software ASTRE is routinely used in long-term voltage stability studies [9,10]. This tool only requires a subset of the dynamic data needed by detailed time simulation tools and an interface has been developed to automatically and transparently extract the relevant QSS data.

The development of the training simulation software from ASTRE presented several significant advantages.

First, since SFR-ASTRE uses the same data as ASTRE, direct access is given to the well validated models and data of the studies environment. The latter are readily available without adding interfaces to a specific TS format. In particular, the TS inherits the models of the system protection schemes present in the H-Q network. This includes the automatic shunt reactor tripping devices (named MAIS) that act at the 735-kV level [13], and, in voltage instability conditions, the undervoltage load shedding scheme (referred to as TDST) [14]. The user can test the operation of these devices in virtual experiments that would not be allowed on the real system. The generation rejection and remote load shedding scheme (named RPTC) [15] can be also considered, although the short-term transients that lead to this corrective action against transient (angle) instability are not simulated. In fact, the operator must be trained to react to the consequences of RPTC.

Second, it contributes to an improved communication between the studies and real-time operation teams. The relevance of an operational guideline can be easily shown through a training session. The specific voltage stability studies and conditions that led to establishing such guidelines can be shown to the operator in order to increase his understanding of phenomena and his awareness of their importance.

Thirdly, the TS benefits from the availability of real-time snapshots of the system, through the existing link between the control center state estimator and the studies environment (see Fig. 3). Each five minutes, year long, a snapshot of the real system conditions is taken, a load flow data file is built and the corresponding dynamic data are assembled for this particular system state [16]. Using the state estimator outputs allows to present realistic training cases to the dispatchers.

Finally, the portability between the studies and the training software allows to keep the maintenance effort very low. For instance, model updates can be automatically reflected in the TS. This also reduces, by a large amount, the probability of introducing errors.

All these aspects increase the quality of the simulation, reduce the work load of preparing a training session and allow to concentrate efforts on creating new scenarios.

### IV. Design of the Training Simulator

#### A. The Computational Engine

The QSS approximation relies on time-scale decomposition. Faster phenomena are represented by their equilibrium conditions instead of their full dynamics. This yields a high computational efficiency and also reduces the amount of information required in addition to network data. This method has been validated with respect to detailed time simulation for long-term voltage stability studies [9], which are typically in the same time frame as the TS.

The QSS model can be formally written as:

\[ \theta = g(x, y, z, \theta_d) \]  
\[ \theta = f(x, y, z, \theta_d) \]  
\[ \theta_d(k+1) = h_d(x, y, z, \theta_d(k)) \]  
\[ z' = h_c(x, y, z, \theta_d) \]

Equation (1) stands for the network relationships and (2) for the short-term dynamics at equilibrium. Under the QSS approximation, the short-term dynamics of a generator are replaced by three nonlinear algebraic equations (2), accounting for the generation saturation, the automatic voltage regulator static gain and the governor speed droop [10]. Loads are represented as voltage dependent active and reactive powers at the MV buses behind the distribution.
QSS simulation reproduces the long-term dynamics of load tap changers, overexcitation limiters, automatically switched shunt compensation, secondary voltage control (if any), protecting devices, etc. The corresponding discrete dynamics, captured by (3), involve the delays before each transformer tap change, before a synchronous machine is switched under constant field current, etc. The continuous long-term dynamics (4) stem from regulator PI control laws, inverse-time characteristics, etc. In the Hydro-Québec system, a time step size of 1 second is used.

At each time step, the discrete transitions (3) are checked and applied. The new values of $x$ and $y$ are computed together, solving (1,2) with a Newton method. A simple partitioned integration technique is used to deal with (4).

QSS simulation is much faster than real-time (simulating – say – 30 minutes of the system evolution takes a few seconds). Thus, a key parameter of the TS is the ratio:

$$r = \frac{\text{simulated time interval}}{\text{duration of simulation}}$$

which can be set to 1 to render the real system evolution or to a larger value for accelerated simulation. The specified ratio is obtained by keeping the computational engine idle for an appropriate amount of time, once all the computations of the current time step are completed.

When launched, the computational engine receives the initial scenario (usually prepared by an instructor). At each time step of the simulation, it looks for commands entered by the user and, if some are found, Eqs. (1,2) are solved accordingly. The discrete (3) and the continuous dynamics (4) are then taken into account. Finally, the whole system state is computed.

The QSS system evolution (more precisely, the successive values of $x$ and $y$) is stored in the computer RAM. This makes it easy to interrupt a simulation and return to a previous time or before a previous action. When the simulation is completed or interrupted, the user can inspect the time evolution of various outputs, in addition to those he selected for display during the simulation itself.

Moreover, a session with all the actions taken by the user (and the resulting events) can be stored as the initial scenario of a future session. This allows, in particular, to “replay” a former TS session, either in real time ($r=1$) or in accelerated mode ($r>1$).

Finally, the last steady state reached can be saved as new initial conditions, which facilitates the setting up of new scenarios.

B. The server and the clients

The TS architecture is sketched in Fig. 4. One PC hosts the computational engine, while one or several PCs connected through a Local Area Network (LAN) serve as interfaces with one or several simultaneous users. Note that the whole application can also run on a single PC, which can be a laptop.

At each time step, the computational engine dumps the whole system state in a shared memory. On the same machine, a server takes at regular intervals, a copy of this memory and distributes the relevant outputs to one or several clients.

Each client is an instance of a graphic application displaying the outputs. Each PC of the LAN can run one or several clients. The latter communicate with the server through the TCP/IP protocol. When launched, each client is “registered” by the server to whom it passes the list of outputs to be displayed. The frequency of display update is dictated by the server and corresponds to that of the SCADA system.

![Fig. 4. Overall architecture of the training simulator](image-url)

Each client also collects the actions entered by its user, writes them on a small ASCII file, and sends the latter to the server. The files so collected by the server are presented to the computational engine. From each client, actions can be sent one-by-one or grouped. A random delay of implementation can be applied to each action (corresponding to transmission delays). The lower and upper bounds of this random variable can be specified for each component of the system. A random delay, with the same bounds for all actions, can be also applied by the computational engine.

All clients have “equal rights”. Hence, for instance, one client may be used by the instructor on one PC to enter disturbances, while another client is used by the trainee to react to these events. All actions are cumulated.

A new instance of the client can be launched at any time during the session, on any PC of the LAN. The various clients are served sequentially with safeguards against congestion when a client does not respond quickly enough.

The above design allows the trainee to use more displays when a more detailed training environment is sought.

C. The Graphic User Interface (GUI)

A simple but flexible solution has been adopted for the GUI. Each display is made up of a static background picture (in BMP or JPEG format) provided with “control points”, output values, and links to other displays. An example is given by Fig. 5 which shows a fragment of the H-Q transmission system with its voltage control devices.

The small squares correspond to control points. They are coloured in green or red when they refer to power system
equipments that can be switched on or off, and in cyan otherwise. Clicking on a control point opens a dialog window specific to the type of equipment involved. For instance, for a line, the two ending breakers can be manoeuvred, while for a group of generators, all voltages can be collectively modified by the same amount.

![Image](image_url)

**Fig.5. Example of TS display : fragment of one-line diagram.**

The background picture can be produced by a variety of graphic tools. As an alternative, snapshots of the real SCADA displays can be used to mimic the control center environment. However, a display can be as simple as a table of numbers, each updated during the simulation.

The control points, output value displays and links to other displays are placed on the background picture with the help of a simple dedicated editor. When placing a control point, the designer enters the type and the name of the equipment. When placing an output value display, he specifies the type of output, the involved component as well as the colour assigned to each interval of values.

V. A TYPICAL TRAINING SESSION

Despite its relative simplicity, the TS supports and facilitates the different steps that lead to an efficient training session. These steps are outlined hereafter, using as an illustration the winter 2003-04 peak scenario set up some time before writing this paper.

A. Identification of training objectives

Even if obvious at first glance, the first, crucial step is to identify the training objectives. This choice must be realistic and compatible with the simulation capabilities of the tool. Different training tools are available and the appropriate one must be chosen in relation to the objectives. In the above cited example, the session aimed at preparing operators to face a period of very high load with potential difficulties to maintain adequate transmission voltages. A stand-alone TS such as SFR-ASTRE meets this objective perfectly.

B. Choice of base cases and construction of scenarios

To stay close to real operating conditions the starting point was taken from a previous peak load condition. The case was easily retrieved from the state estimator archives, according to the procedure outlined in Fig. 3. Starting from this situation, some data adjustments were performed to account for new equipments put in service since the occurrence of the reference peak load (a 735-kV transmission line, some shunt capacitors, etc.).

On top of this base case, the demand ramp, the generation adjustments and some other dynamic evolutions were specified in data files. A simulated interval of 30 to 60 minutes meets the training objectives while still allowing the storage of the whole system trajectory in the RAM, as explained in Section IV.A. When preparing the scenario, the instructor can easily adjust the system evolution to meet his training objectives, using the TS itself to observe the impact of his scenario modifications. He can perform some switching operations and save the corresponding modifications as a new base case. He can make the simulation proceed or return to a past time. He can also accelerate the speed of the simulation to have a faster overview of the case.

C. Preparation of the training environment

The scenarios being established, the instructor defines the displays to be presented to the trainee, as well as the setting of the training room. SFR-ASTRE easily accommodates itself to various settings, ranging from a single laptop to a very realistic environment including the projection of a map board and several specific windows. For instance, in the Winter 2003-04 peak scenario, real-time-like displays were provided with individual shunt reactor and capacitor (on/off) status together with curves showing the time evolution of the total demand and the generation of the main power plans.

D. Training session

Finally, the training session itself can take place. In the simplest case, the dispatcher himself may initiate the scenarios, perform switching operations through the user-friendly pop-up menus, and self-evaluate the effect of his decisions. Even in this simpler context, the TS allows him to feel the effect of the delays affecting the implementation of his commands. In more involved sessions, however, the instructor participates, either by implementing through his own displays the commands verbally transmitted by the trainee, or by applying disturbances to the system.

Once the simulation exercise is completed, the instructor can replay the simulation, show all the actions taken and discuss their efficiency. He can show on-line many aspects of the problem and its solutions. The trainee can come back to any specific time of the simulated case, try a different set of actions, compare their effects and thereby improve his skills and knowledge.
VI. CONCLUSION

In many power systems, voltage control has become one of the most important tasks the operator has to fulfill. A tool of the type described in this paper can significantly improve the dispatcher’s ability to perform this task in an optimal manner.

The determining factor in the decision to develop this TS was the availability of a well-known study tool (subsequently transformed to render the real-time or accelerated evolution) but also the opportunity to build up a small but efficient team of persons with simultaneous expertise in control centers, power system dynamics and computers. The confidence into the ability to deliver the TS rapidly and with reasonable efforts was gained from the previous success of this university-company collaboration.

High flexibility was achieved with low software development efforts. Although “light”, the resulting application is realistic. Its design makes it easy to use, and facilitates the development of specific training sessions, while relying on standard computer hardware.

Requirements specific to the Hydro-Québec were also met, regarding for instance system protection schemes.

As for any TS, an important feature is the ability to retrieve real system states from the state estimator archives, so that real-life network conditions are considered in the training sessions. Also, a typical training session must be well prepared and organized in terms of training objectives, base case and scenarios.

While the focus of the paper was to show that this TS adequately meets to Hydro-Québec voltage control needs, the use of this software is not limited to this objective nor to this system. For instance, the simulation of the long-term dynamics of frequency is presently being envisaged.
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