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1. Introduction

In analytical chemistry, the chromatographic teghes are widely used in different fields of actjvit
such as chemical, pharmaceutical, biomedical, enmiental and food analysis. Thus, the selection of
the most appropriate experimental conditions algnmhe separation of compounds of interest in
various matrices is a matter of a very particulaerest. Pharmaceutical industries are of course
concerned by these problems and are more especiahgsted by all new issues allowing to separate
their compounds properly and quickly in order taamjify them. Indeed, this analytical step is a
crucial phase during the development of new drugs.

Amongst the chromatographic techniques, the HigtioRaance Liquid Chromatography (HPLC) is
one of the most used techniques to fulfill thiseatiye.

Actual developments of analytical methods in HPLLE a@ften time consuming and not always under
the perfect control of the analysts. This is mauhig to the number of parameters to manage torobtai
acceptable separation conditions. The situatidhb&tomes complicated when the matrix is complex
and contains many compounds with physico-chemioapgrties which are not necessarily known.
However, there are scientific evidences that thigc@ss can be accelerated and analysed in order to
improve the knowledge on this domain.

The present work presented in this report is péra @roject calledADAM, which stands for
Automated Development of Analytical Methot@lkis acronym summarizes the fact that the desired
result is to get a faster development in a moreirate way, with an automated procedure. The total
time for the development of a new method shouldemoted one night.

2. Objectives

The global objective of this report is to presentinathodology allowing obtaining the besihing
parametersof a HPLC in order to get the best chromatogranhérange of the analytical conditions
for a domain of possible mixtures. This global &rgan be subdivided into several smaller objestive

The first objective aims at adequately model thentton times of peaks, i.e. maximizing the quality
of the fit, avoiding correlation in the responsesd aesiduals while minimizing the risk of overfitgj.
This should ensure to have good predictive quéditgfhe models.



The second objective is to optimize chromatographalytical conditions (resolution, retention times
peaks width, asymmetry and separation). This isiesed by multi-criteria optimization using
desirability functions of Derringer.

The third objective is to investigate how predietigrrors of the models propagate into Derringer
desirability index using Monte-Carlo methods. Thgtribution of Derringer desirability gives clues
about the quality of the predicted optimal conaiisio

3. Methodology

3.1. Notation

We noteX = (xl,xz,...,xK) the (N X K) matrix of factors. Eaclx, represents an impactfull tuning
parameter of a HPLC. There is one factor settingr (xil,xiz,...,xiK) for each chromatogram
(1si < N). Each factorx, can be either continuous or discrete, and is cheniaed byn, levels.
Continuous factors are defined over a domain cérimt[Lk,Uk]. The number of levels ok,

depends of the complexity of its effects on thepoeseY (P . We note the experimental domain,
representing all possible assignationsXgfas).

A full factorial desigr{1] has been applied on K=4 factors:

-X1: pH, continuous, 4 levels : 2,5,7,10

-Xz : gradient time, continuous, 3 levels : 10, 20n80.
-X3: column, discrete, 5 levels

-X4 : solvent, discrete, 2 levels

A common practice in design of experiments is tdecthe factorsx, into the interva{l— 1,1]. It
allows good interpretation of regression coefficsamhile removing the units of the factors.

Each observation is a chromatogram. A chromatogsam kind of temporal curve which contains
peaks at certain moments. One peak is the respaineee compound. If a solution contains M
compounds, then the corresponding chromatogram epsss M peaks. The vector

c= (cl,...,cj ,...,CM) references compounds, i.e. peaks, in a chromatoéles j < M). Each peak
is referenced with three positionB: (beginning) A (apex) andE (end).B,A and E are vectors
containing the original responses to be modeleéiriMalues are the observed time at the beginning,
apex and end of each peak, for each chromatogratis define the vector containing all the
beginnings of peaB as

B =((ByyrsByj s sBuy Joes(BisesBy oo Biy ) (BugseeesBygvee s Ba ) -

A andE are defined in the same way.

3.2. Responses

High correlations between original respongesA and E exists. It is surely a good idea to find other
responses to model. Moreover, when predicting resgg uncertainty can lead to inversion between



beginning, apex and end of peaks, which is notralels. Let us define thE responses to model as
transformation of the original one($s p< P). Back transformation must be possible.

Y® =f (B,AE)
(B,AE)=f(Y®, Y@ . Y®)

3.3. Models

We want to model the transformed responde¥ against the chosen relevant factors (tuning
parameters of HPLC). We decide to apply functidkes |

Yij(p) = gp(xi 1Cj;Bp)+£ij(p)'

Typically, the functiorgs can be written as a multiple linear regresg®h

3.4. Optimum finding
In classical optimization problems, the targetfigm to maximize or minimize the responses of the
models. In our case, we want to maximize sever#ria computed from predicted values éf,A
and E . The different criteriecr, (1<z<Z),to be simultaneously optimized, are thosiputed front:

functions as

cr,=t,(B,,A,.E;;j=1...M)
Only one value for each criteria is kept for eatihomatogram. We chose well-known criteria in
chromatography: minimal resolution, minimal separgtmaximal width of peaks, maximal retention
times and maximal asymmetry.

To perform a multi-criteria optimization processe wse desirability functions of Derringg3][5],
combined with a geometric mean, giving the glotesidhbility index:

D(cr) =(|£l dz(ch)WZj with ZZ:WZ =1

z=1

d: are functions based on the Cumulative DistribuBanction (CDF) of a Normal distributid6][7].
Characterization of the Normal (means, standardatiexis) must be adequately chosen, on the basis
of the distribution of the criteria across the expental domain.d: transforms the criterier: into its
desirability form.dz (cr2) is equals to one is the criteria is perfecthfilleld, and to zero if the criteria

is the worst possible solution.

We want to find the factor settirngf that maximize the value db(cr). We chose to use the grid-
search method9], consisting in trying all possibilities of factaettings %o) belonging to the
experimental domain.

oY

xX* :(rxnglxu (d,(t,(f _1(gl(XO,C,ﬁl),...gp(XO,C,[’;p)))))wzj

The Figure 1 shows an optimized chromatogram. Ggtieactors are a pH of 6, a gradient time of 28
minutes, a Xbridge C8 column and €HN as solvent in the buffer.
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Figure 1. Multi-criteria optimized chromatogram.

3.5. Error propagation

To assess the quality of an optimal solution, cae generate an error around it, using Monte-Carlo
methods. We propagate the mean response predictimeof the models across the transformation of
responses, across the criteria, to the global al@Bty index. Firstly, we generate a random normal
error on prediction around optimal solution.

sim

ViR =Y P 4N (©.67.)

We can then propagate the simulated errors acragaa responses, across the criteria to the ¢loba
desirability index.

A ~

(Bsim’Asim’ 5|m)_ f_l(Ys(,lrzq,- é,Fn?)
23|m_t (BS|m’ SIm’ESim)1 Z::L---,Z

1/z

z
D(Cf) sim - rl dz(Cl’:z,sim)W

Distribution of criteria can give good visual idefthe form taken by the error. The figure 2 présen
the distribution of criteria around an optimal g@n. The form and the position of the distribugon
can give clues about the optimal solution.
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Figure 2. Distribution of the criteria under theerror of the statistical models

However we want to answer this questioansidering the error (experimental error + modedrg, is
the optimal solution really better than other suboal solutions? We proceed as follow:

1.

N

o s

Re-estimat®(cr) on the wholegjuantitativeexperimental domain using grid method. For this,
qualitative factors are fixed to optimum. A contquiot of the global desirability can be
realized if there is 2 quantitative factors.

Locate local and global optimal conditions.

Simulate data with Monte-Carlo around the glai@imumx* ; compute the criteria and the
global desirabilityD(cCr)sim

Find the 8 percentile oD(Cr)sim .

Differentiate contour lines on the contour plot values greater than thé' percentile of
D(Cr)sim.

Then, the objective is to see if the contour liadded in the @step are taking some local positions in
the overall desirability. Removing the 5 first pamtiles of the distribution allows omitting some
outlier values which can destabilize results amé @i false opinion. This is presented in figure 3.
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Figure 3. lllustration of the presented methodology to assess the quality of a predicted optimal solution
(red point)



4. Case study

The presented methodology is applied on real dsladels are not easy to be fitted due to
experimental error still to be estimated, and ariiarthe data file can occur. The most problematic
error consists in inversing the identification wbtpeaks in one chromatogram.

Experiences are performed by Benjamin Debrus [BmfUniversity of Liége, in collaboration with
Eli Lilly S.A. Experiences consists in trying vau® analytical conditions described by the design of

experiments. Chromatogram and identified peaksoatained from these experiments. Results on
models and optimization process will be presented.
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