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Abstract—This paper deals with the application of algorithms inspired by Model Predictive Control to solve voltage-related power system control problems in both normal and emergency operating conditions. In the first part of the paper, we identify critical issues for a practical implementation of this methodology, and analyze how far these requirements have been met so far. In the second part, we outline a voltage control scheme that hopefully addresses the above issues. The central idea of this scheme is a static optimization to determine target control values, followed by a dynamic optimization to produce a feasible transition, both carried out in the closed-loop mode of Model Predictive Control.
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I. INTRODUCTION

DESIGNERS of power system controls have been always concerned first and foremost with safety and reliability. Only those control techniques that are fully understood, matured, and are guaranteed to work are used [1].

Model Predictive Control (MPC) techniques are both mature (being considered a viable control strategy, they have been used for years in process industry [2,3]) and theoretically understood (see [4,5] for a good account on the main theoretical results). It is thus somewhat surprising that up to now this control technique has not received more attention from power system researchers and practitioners, although recent references show a growing interest for this approach [6-21].

Practical interest in using MPC is driven by the fact that industrial processes need to be operated under tighter performance specifications and at the same time more and more constraints (dictated by economical, environmental, and safety considerations) need to be satisfied [2,3]. This fact is, more than ever, present in today’s power systems. Precisely, the ability of MPC to incorporate various constraints makes it attractive in this respect. Obviously, one could also quote the growth in computational power that allows performing faster-than-real-time simulations, as well as the availability of proven models and efficient optimization algorithms.

Some achievements on using MPC for system frequency control [18-20] and power plant control [21] problems have been reported. This paper, however, focuses on the control of transmission system voltages.

We first discuss what we believe are critical issues for the application of MPC techniques to voltage control problems. For each issue, we briefly review some of the proposed approaches [6-17] and possibly identify some further research needs.

Next, we outline a new MPC voltage control scheme for normal and emergency system conditions that meets the previously identified requirements. The control strategy is made up of two parts: a static optimization to determine moving target controls, followed by a dynamic optimization to produce a feasible transition. Both are repeated at each time step according to the closed-loop structure of MPC. This scheme offers some similarities with the so-called coordinated secondary voltage control scheme, presently in operation in part of the French transmission system.

The paper is organized as follows. Section II recalls the standard MPC formulation. Section III addresses some of the critical issues for MPC application to voltage problems, and briefly surveys the proposed approaches. Section IV outlines a new MPC voltage control scheme while Section V offers some conclusions.

II. BRIEF REVIEW OF MODAL PREDICTIVE CONTROL

Standard MPC (also referred to as moving horizon or receding horizon control) is essentially a class of computer control algorithms to control the future behaviour of a system through the use of an explicit model of the latter [4,5]. At each control step the MPC algorithm computes an open-loop sequence of controls in order to optimize the future system behaviour. The first control action in the optimal sequence is applied and the entire optimization is repeated at subsequent control steps. The principle of MPC is illustrated in Fig. 1.

It is convenient to formulate the MPC problem in the context of a discrete-time, nonlinear system described by [3]:

\[ x_{k+1} = f(x_k, u_k, v_k) \]
\[ y_k = g(x_k) + w_k \]

where \( x_k \) is a vector of state variables, \( u_k \) a vector of controls, \( y_k \) a vector of outputs or controlled variables, \( v_k \)
and \( \mathbf{w} \) are noise vectors.
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The problem is to compute a sequence of controls \( \{ \mathbf{u}_k \} \) \((k = 0, \ldots, N - 1)\) that will take the system from its current state \( \mathbf{x}_0 \) to a desired steady state \( \mathbf{x}_f \). The desired steady state \( (\mathbf{x}_f, \mathbf{u}_f, \mathbf{y}_f) \) is either fixed or determined by a steady-state optimization. In the latter case, it can be computed once for all or at each time step.

The MPC algorithm consists in minimizing the objective function:

\[
J = \sum_{j=0}^{N_p - 1} \| \mathbf{y}_{k+j} - \mathbf{y}_f \|^2_Q + \sum_{j=0}^{N_c - 1} \| \mathbf{u}_{k+j} - \mathbf{u}_f \|^2_R + \sum_{j=0}^{N_c - 1} \| \mathbf{u}_{k+j} - \mathbf{u}_{k+j-1} \|^2_S + \| \mathbf{s} \|^2_T
\]

subject to the constraints:

\[
\begin{align*}
\mathbf{x}_{k+j} &= \mathbf{f}(\mathbf{x}_{k+j-1}, \mathbf{u}_{k+j-1}) \\
\mathbf{y}_{k+j} &= \mathbf{g}(\mathbf{x}_{k+j}) \\
\mathbf{y} - \mathbf{s} &\leq \mathbf{y}_{k+j} \leq \mathbf{y} + \mathbf{s} \\
\mathbf{u} &\leq \mathbf{u}_{k+j} \leq \tilde{\mathbf{u}} \\
\delta &\leq \mathbf{u}_{k+j-1} - \mathbf{u}_{k+j} \leq \tilde{\delta} \\
\mathbf{s} &\geq 0
\end{align*}
\]

The first three terms in the objective function (2) aim at penalizing future deviations of outputs from the desired steady state over the prediction horizon \( T_p \) \((N_p = T_p / \Delta t)\), future deviations of controls from the desired steady-state over the control horizon \( T_c \) \((N_c = T_c / \Delta t)\), and future rapid changes in controls, respectively. The last term in (2) is used to minimize the magnitude of output constraint violations. The weighting matrices \( Q, R, S \) and \( T \) are chosen positive definite. Other constraints than those shown in (4) may be considered as well. The weighting matrices and the bounds have been assumed constant for simplicity.

An efficient implementation of MPC requires the following issues to be addressed [2-5]:

1. **System model**: it should be both accurate and computationally tractable. To keep the problem tractable, one or several successive system linearizations are usually considered [2,3];

2. **Sampling time, prediction and control horizons**: the sampling interval basically depends on the system dynamics. The prediction horizon \( T_p \) should be chosen long enough so as to cover the system settling time. The control horizon \( T_c \) is usually smaller than the prediction horizon and represents the number of possible control moves. Short horizons are desirable from the computational point of view, but long horizons are required for closed-loop stability and in order to achieve the desired performance in closed-loop;

3. **Optimization method**: with the quadratic objective function (2) and a linearized system model, the resulting optimization takes on the form of a highly structured convex Quadratic Programming (QP) problem. Several standard solution algorithms and codes are available for this problem [2-5].

### III. Critical Issues in MPC Application to Voltage Problems

#### A. Overview of proposed approaches

References [6-17,22,23] make up a representative (although certainly not exhaustive) sample of publications devoted to application of MPC to voltage-related problems.

Expectedly, the proposed approaches do not all strictly adhere to the original MPC algorithm, but at least all of them share two major ingredients of MPC: prediction and optimization. Among the “MPC-like” schemes, some of them differ from the basic MPC algorithm in that they minimize a given cost function by selecting the optimal sequence of control actions, among available ones, and evaluate them online, using the system model for performance prediction. This combinatorial search is pointed out in Table 1, together with some other characteristics.

#### B. Objectives and control means

In normal operating conditions the objective is to keep network voltages as close as possible to reference values. To this purpose synchronous generators are the components it is most natural to act on. It is also appropriate to control the system in such a way that generators with a larger reactive power capability participate more (“fair” sharing of reactive effort). Depending of the system specificities, a variety of other control means can be used [6-8,10-11,14-17]: synchronous condenser and static var compensator voltages, (capacitive or inductive) shunt compensation, voltage
setpoints of more advanced FACTS devices, voltage setpoints of Load Tap Changing (LTC) transformers.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Model</th>
<th>Optimization method</th>
<th>Combinatorial?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emergency voltage control</td>
<td>Linear</td>
<td>Tree search [6], Branch-and-bound</td>
<td>yes</td>
</tr>
<tr>
<td></td>
<td>[9-11,13-17]</td>
<td>[11,17], Pseudo-gradient evolutionary programming [8],</td>
<td>yes</td>
</tr>
<tr>
<td></td>
<td>Nonlinear</td>
<td>QP and branch-and-bound [10,14], Linear programming [9,13], Mixed integer programming [15,16].</td>
<td>no</td>
</tr>
<tr>
<td>Design of system protection scheme</td>
<td>Linear</td>
<td>Heuristic tree search</td>
<td>yes</td>
</tr>
<tr>
<td>Secondary voltage control</td>
<td>Linear</td>
<td>Quadratic programming</td>
<td>no</td>
</tr>
</tbody>
</table>

The main expected advantage of MPC in normal operating conditions is the coordinated control of the various control means. Such a scheme would relieve the control center operators from the heavy and possibly delicate task of successively adjusting numerous controls.

As far as MPC is concerned, different variants of the standard quadratic objective function (2) have been used. In several cases, the objective includes all but the second term [6-8,12]. As a variant of the fourth term, a penalty can be introduced whenever a constraint violation or a singularity-induced bifurcation is predicted to occur within a prediction horizon. In [8] a penalty term has been also added to account for constraint violations and instability. The objective functions of [14-17] include the first three terms of (2). Some publications penalize the amount of control at each sampling time but no publication includes the second term of (2) which penalizes future deviations of controls from the desired steady-state.

To some extent, the above voltage control task is performed automatically by Secondary Voltage Control (SVC). The first generation of SVC, in operation in France and Italy, relies on reactive power control loops in power plants and a centralized PI controller to regulate the voltage at a pilot node (whose voltage is representative of the other bus voltages in the area of concern), while sharing the effort over the participating generators according to predefined participation factors [24, 25].

Interestingly, the second generation of SVC [22], in operation in some parts of the French system, can be seen as a special implementation of the MPC concept, in so far as it relies on the multi-step optimization of a quadratic voltage-reactive power objective, embedding new measurements of pilot node voltages and generator reactive powers at each time step. It can be said that this is the only voltage control scheme bearing some features of MPC and in real operation today.

In emergency conditions, where voltages undergo unacceptable deviations from their reference values, or even become unstable, the objective is essentially the same; the main difference is the higher speed and magnitude of actions needed. It is well-known that higher source voltages yield higher load power margins and a quick increase of generator voltages may contribute to stabilizing a system, or at least to reducing the size of more drastic countermeasures. Furthermore, control means may include load shedding in the last resort. Where system integrity is endangered, corrective actions may be taken at the expense of some sub-optimality, the priority being to save the largest possible part of the system.

The main expected advantage of MPC in emergency operating conditions is again the coordinated control of the various control means. This is even more crucial since operators may be working under stress and the system is close to or outside its normal limits making the control task even more delicate. To our best knowledge, the present SVC schemes do not have a particular emergency mode. We believe that emergency voltage control is the area where an efficient MPC algorithm could prove most useful.

Load shedding has been considered as a control means by several authors either together with other controls [6-17] or alone [9,13]. For instance, a non-disruptive load control scheme has been considered in [9,13], as a hierarchical control structure where an MPC controller acts at the upper level and coordinates lower (substation) level controllers.

In theory, an MPC scheme would benefit from a wide view of the system operating state, and could be at the heart of a wide area control system, allowing for instance to better adjust the amplitude and location of load shedding to the disturbance of concern. However, the shedding of loads through an MPC scheme may be questioned by practitioners. Indeed, even in the case of long-term voltage stability it may be required to shed load within seconds after the disturbance occurrence [26] and it is not clear whether an MPC scheme would be fast enough. Moreover, in such a system protection scheme, preference is given to simplicity for reliability reasons. The many components that enter an MPC-driven load shedding scheme increase the probability of failure (i.e. decrease the protection reliability) while local undervoltage load shedding controllers make up a much simpler alternative.

C. System modelling

The response time of an MPC-based voltage control ranging from – say – 10 to 60 seconds, long-term dynamics are of concern. In this context, it is appropriate to resort to the Quasi-Steady State (QSS) approximation of the long-term dynamics [27]. The essence of this method is time-scale decomposition, faster phenomena being represented by their equilibrium conditions instead of their full dynamics.

Most of the listed publications resort more or less implicitly
to this technique, which greatly reduces the complexity of the resulting model and hence provides the computational efficiency required to meet the constraints of an on-line application. Moreover, the amount of additional data required by the QSS model is moderate, so that data collection, validation and maintenance are not a big issue.

The QSS model takes on the form:

\[
\begin{align*}
0 &= g(x_1, x_2, y, z) \quad (5) \\
0 &= f_i(x_1, x_2, y, z) \quad (6) \\
\dot{x}_j &= f_j(x_1, x_2, y, z) \quad (7) \\
z(t_f') &= h(x_1, x_2, y, z(t_f')) \quad (8)
\end{align*}
\]

where Eq. (5) stands for the network equations (\( y \) being the vector of bus voltages), Eq. (6) for the short-term dynamics replaced by equilibrium conditions (\( x_i \) being the corresponding algebraic variables), Eq. (7) for the continuous long-term dynamics (corresponding state vector \( x_j \)) and Eq. (8) captures discrete events stemming from controllers (e.g. LTCs), protections (e.g. OverExcitation Limiters (OELs)) and possible system protection schemes (e.g. load shedding if taken care of by local controllers), causing the variables \( z \) to undergo step changes at some times \( t_f' \). Note that when the long-term dynamics are driven by LTCs and OELs only, the QSS system trajectory amounts to a succession of short-term equilibria, each being the solution of Eqs. (5-6) and the change from one equilibrium to the next being dictated by (8). The interested reader may refer to [27, 28] for a more detailed description of the above model, as well as some extensions of the QSS technique.

QSS simulation is very fast and compatible with the on-line requirements. For instance, it takes less than 2 seconds to simulate the 15-minute response of a 1000-bus system to a large disturbance [28]. The technique thus offers the possibility to evaluate the system response much faster than real-time. Following a large disturbance, assuming that the change in topology can be identified, it is quite feasible to anticipate the system behaviour from a QSS simulation of the disturbance, initialized from the pre-disturbance conditions.

The same fast technique could also be used to determine the controls to apply to regulate network voltages. However, models are always approximations, especially those involving the uncertain load behaviour, therefore, it may not be acceptable, especially in emergency conditions to apply controls determined from the sole QSS model. The motivation for using MPC is precisely to compensate for those model inaccuracies, by implementing the controls in a closed-loop manner, involving measured gathered from the system.

Besides MPC itself, it remains of interest to set up a technique to correct the QSS model from the discrepancies observed between the measured and the simulated system evolutions. This appears, however, to be a very challenging problem. For the time being, it appears more reasonable to restrict the use of the faster-than-real-time QSS simulation to the early detection of a situation evolving to emergency conditions. This may be used to trigger an emergency mode in the algorithms.

D. Trajectory prediction

The prediction of the future system behaviour is an important part of any MPC algorithm. However, the nonlinear model (5-8) cannot be easily used to this purpose. As mentioned previously, it is required to resort to some sort of model simplification. Among the main techniques used to this purpose let us quote [6]:

1. Euler state prediction [6-8,12], which has been used together with an approximation of the output trajectories by one straight line between their values at the beginning and the end of the prediction interval [6-8]. Euler state prediction applies to Eq. (7) of the QSS model;

2. off-equilibrium dynamic linearization [6,14], which consists of a classical linearization of Eqs. (5-7) performed at the current operating point (which is generally not an equilibrium). This linearization can be performed numerically [6] or symbolically [14];

3. trajectory sensitivities [9,11,12,17] which provide a systematic way to compute sensitivities of the trajectory of \( x_2 \) (Eq. (7)) with respect to changes in parameters, initial conditions, and structural changes. The approach is based on linearizing the system model around a nominal trajectory [30] rather than an equilibrium point. Therefore it is possible to quantify the variation of a trajectory resulting from a (small) change in parameters, and/or initial conditions, and/or structural changes.

We note incidentally that very few references take into account the discrete nature of the transitions captured by Eq. (8), which are the only long-term dynamics for a system driven by LTCs and OELs.

More importantly, it seems that most approaches rely on the knowledge of the whole system state in order to predict its future evolution. This requires including the EMS state estimator in the MPC loop, which is not desirable as far as the convergence, unobservability and bad data problems it may experience, especially in emergency operating conditions, would impair the reliability of the MPC scheme. On the contrary, an MPC scheme that relies on dedicated measurements and can operate without knowing the remaining of the system state vector appears as a highly desirable feature, even if the price to pay is a decrease in model accuracy.

E. Combinatorial handling of discrete controls

The fact that some controls (e.g. LTCs or shunt compensation) are discrete by nature has led some authors to adopt at least a hybrid, if not a fully discrete formulation (considering that some continuous controls can be reasonably discretized). Expectedly, the large number of controls available in a real-life power system, together with their combination at successive time steps leads to highly combinatorial problems. This implies in practice that a huge
number of system responses would have to be evaluated online. For instance, for a simple 6-bus system [6-8] with 8 available controls as many as 2,000 online evaluations of the system evolution were envisaged in order to determine the control sequence!

The discrete nature of the problem also motivated some authors to use a hybrid approach based on mixed logical dynamic framework [11,15,16]. Although elegant, this approach seems to be even more computationally demanding.

Methods that cut down the combinatorial explosion are thus essential. In this context, Refs. [6-8,12] proposed to resort to heuristic or meta-heuristic optimization methods while in [11,17] the problem was tackled using the branch-and-bound method. The same optimization method was used in [14] to solve the discrete control part of the problem, together with QP for continuous controls. In [15,16] a mixed integer programming method has been used with the help of CPLEX software environment.

Some figures about the complexity of reported tests are given in Table II. It reveals that only small-size systems have been used so far to demonstrate effectiveness of MPC techniques. The average time taken by the optimization method in [8] is 61.1 s (using simple Euler state predictor). The authors hope that this computing time can be improved by better software implementation [8]. However, the viability of the method has still to be checked on real-life systems. The average computing times reported in [16] for the optimization are in the order of 1.8 s for 4 prediction steps and 160 s for 7 prediction steps. Again, these times relate to a very small, 4-bus test system [15,16].

Some combinatorial approaches seem motivated by the search of a globally optimal control sequence. In both normal and emergency conditions, this quest for optimality seems somewhat utopian insofar as the objective considered here is more technical than economical (at least as long the market does not put financial penalties on voltage deviations!).

### Table II

<table>
<thead>
<tr>
<th>Problem</th>
<th>Test system</th>
<th>Prediction horizon/ sampling</th>
</tr>
</thead>
<tbody>
<tr>
<td>4-bus [10,16]</td>
<td>300-150s/30s [10]</td>
<td></td>
</tr>
<tr>
<td>6-bus [6,8]</td>
<td>120s/30s, 70s/10s [16]</td>
<td></td>
</tr>
<tr>
<td>9-bus [14]</td>
<td>120s/30s [6]</td>
<td></td>
</tr>
<tr>
<td>10-bus [9,13]</td>
<td>10s/5s [11,17]</td>
<td></td>
</tr>
<tr>
<td>12-bus [15]</td>
<td>60s/30s [8]</td>
<td></td>
</tr>
<tr>
<td>32-bus [7,11,17]</td>
<td>50s/50s [9,13]</td>
<td></td>
</tr>
<tr>
<td>39-bus [8]</td>
<td>90s/30s [14]</td>
<td></td>
</tr>
</tbody>
</table>

### IV. OUTLINING A REALISTIC MPC CONTROL SCHEME

We outline hereafter a voltage control scheme inspired of the MPC methodology and satisfying the following requirements, stemming from the considerations of Section III:

- leave load shedding to a distinct system protection scheme and concentrate on generator voltages and shunt compensation as controls. LTC setpoints could be included as well but are not considered here for simplicity.
- avoid combinatorial optimization for efficiency reasons; instead, treat discrete controls in a continuous way.
- use a relatively simple sensitivity model to anticipate the future system behaviour, counting on the closed-loop nature of MPC to compensate for those simplifications.
- derive the corresponding sensitivities through formulae exploiting the sparsity of standard power system models.
- avoid relying on the EMS state estimator inside the MPC control loop.
- rely instead on dedicated measurements relative to selected bus voltages and to the above listed controls.
- allow faster responses if emergency conditions are detected.

The proposed scheme is to some extent inspired of the previously mentioned French coordinated secondary voltage control [22]. However, it differs from the latter by its expected ability to respond more quickly in more severe situations and by the way the future evolution is optimized. In this respect, the scheme of [22] does not involve multiple prediction steps into the optimization but rather corrects a fraction of the voltage deviations at each time step.

The proposed scheme has also some similarities with the flexible coordinated secondary voltage control introduced in [23], from which it differs, however, in both the static and the dynamic optimization sub-problems (an optimal unbiased Kalman predictor has been used in [23]) as well as implementation and modeling details.

### A. Required information and model

We re-use the idea, implemented in Secondary voltage control, of monitoring the transmission voltages at pilot nodes. The main motivation is to limit the number of bus voltage measurements that have to be telemetered and processed centrally. The voltage at a pilot node is assumed to be representative of the voltages in a whole area surrounding this bus. Let \( p \) be the number of pilot nodes and \( \mathbf{v}_p \) the vector of pilot node voltages.

Let \( g \) be the number of generators whose voltages are controlled, \( \mathbf{v}_g \) the corresponding vector of terminal voltages and \( \mathbf{q}_g \) the one of reactive power productions.

Let \( c \) be the number of buses where shunt compensation can be adjusted and \( \mathbf{b}_c \) the corresponding vector of shunt admittances.

We define the following vectors of setpoint values: \( \mathbf{v}_p^{ref} \) for pilot node voltages, \( \mathbf{q}_g^{ref} \) for generator reactive powers and \( \mathbf{b}_c^{ref} \) for shunt compensation. \( \mathbf{v}_p^{ref} \) can be determined by an Optimal Power Flow aimed at minimizing the system power...
losses [22]. The choice of $q_g^{ref}$ and $b_g^{ref}$ will be discussed in the sequel. At step $k$, we assume that pilot node voltage measurements and reactive power generation measurements are made available to the MPC algorithm in respectively $v_p(k)$ and $q_g(k)$. We also assume that the status of shunt devices is known, which is translated into a vector of “measured” shunt admittances $b_c(k)$.

B. Sensitivity-based trajectory prediction

As already mentioned, a linear approximation of the future system behaviour is desirable for incorporation in the overall MPC optimization. We propose to derive the corresponding sensitivities from the system conditions at equilibrium. In other words, the sensitivities will indicate how much the steady-state values of pilot node voltages and generator reactive powers change with generator voltages and shunt admittances.

We thus consider the QSS model (5-8) at a long-term equilibrium:

\[ 0 = g(x_1, x_2, y, z) \]
\[ 0 = f_1(x_1, x_2, y, z) \]
\[ 0 = f_2(x_1, x_2, y, z) \]
\[ 0 = h(x_1, x_2, y, z) \]

where the last equation stands for the equilibrium conditions of the discrete devices. For a non-limited LTC, for instance, this equation takes on the simple form:

\[ V_{cont} = V_{cont}^0 \]

where $V_{cont}$ is the voltage controlled by the LTC and $V_{cont}^0$ the corresponding setpoint (midpoint of LTC deadband).

The above equations can be rewritten in compact form as:

\[ f(x, u) = 0 \]

where $u$ is the control vector of generator voltages and shunt admittances and $x$ an augmented (algebraic) state vector. Let $\eta$ be either a pilot node voltage or a generator reactive power. The sensitivity of $\eta$ with respect to $u$ is given by [31]:

\[ S_{\eta u} = -f_u^T \left( f_u^T \right)^{-1} \nabla_x \eta \]

where $f_u$ (resp. $f_x$) is the Jacobian matrix of $f$ with respect to $u$ (resp. $x$) and $\nabla_x \eta$ is the gradient of $\eta$ with respect to $x$. The well-known formula (11) has been used in many voltage stability studies [27, 31].

There from one easily derives the linear model:

\[ \Delta v_p = S_{pg} \Delta v_g + S_{pc} \Delta b_c \]
\[ \Delta q_g = S_{gg} \Delta v_g + S_{gc} \Delta b_c \]

in which $\Delta$ denotes small variations and the various matrices are assembled row by row, each row being obtained from (11).

An important aspect is the update of the above matrices. We propose to evaluate them when the system is in (almost) steady state and keep them constant as long as operating conditions do not change significantly. Note that Eq. (11) requires knowing the whole system state and hence relying on the network voltages provided by the EMS state estimator.

When a disturbance occurs, such as a line or a generator outage, the sensitivity matrices must be updated. Now, it is precisely over the post-disturbance time interval that voltage control is needed. In order not to rely on the state estimator output in that period of time, it is proposed to solve the equilibrium equations (9) for the new topology (this is equivalent to the standard contingency evaluation) and recompute the sensitivity matrices at the new operating point. When the real system settles down at a new steady state, the matrices can be refreshed using the network voltages provided by the state estimator.

The following two optimizations are carried out at each time step $k$.

C. First step: determining target controls

The objective is to determine what would be the best controls $\Delta v_g$ and $\Delta b_c$ to apply in a (fictitious) single step, based on the available sensitivity information and taking into account a number of constraints.

To this purpose, the following objective function is minimized:

\[ J_1 = \| v_p^{ref} - v_p(k) - S_{pg} \Delta v_g - S_{pc} \Delta b_c \|^2_p + \| q_g^{ref} - q_g(k) - S_{gg} \Delta v_g - S_{gc} \Delta b_c \|^2_G + \| b_c^{ref} - b_c \|^2_C \]

with respect to $\Delta v_g$ and $\Delta b_c$, taking into account the following constraints:

- generator voltages in acceptable operating ranges:
  \[ v_{g_{min}} \leq v_g(k) + \Delta v_g \leq v_{g_{max}} \]

- generator reactive powers compatible with capability curves:
  \[ q_{g_{min}} \leq q_g(k) + S_{gg} \Delta v_g + S_{gc} \Delta b_c \leq q_{g_{max}} \]

- shunt compensation within available limits:
Clearly, the objective of the first term in (13) is to bring pilot node voltages to their setpoint values. Assume that none of the constraints is active and the number \( p \) of pilot nodes is lower than the number \( g \) of controlling generators (as is the case in practice for secondary voltage control). Then, considering only the first term of the objective would yield an undetermined problem. The remaining \( g - p \) degrees of freedom can be used to adjust the generator reactive powers in some optimal way. This is the purpose of the second term in (13). With \( \mathbf{q}^{\text{ref}} = \mathbf{0} \), the latter will tend to maximizing the reactive power reserves available on generators.

In the objective (13), the weighting matrices \( \mathbf{P}, \mathbf{G} \) and \( \mathbf{C} \) are diagonal with positive entries. The weights in \( \mathbf{P} \) should be significantly larger than those in \( \mathbf{G} \) so that the primary task of controlling the network voltages is achieved. The diagonal entries of \( \mathbf{G} \) must also reflect the reactive power capabilities of the corresponding generators (the greater the capability, the lower the weight).

If shunt compensation is available for control, an optimization based only on the first two terms in (13) might lead to over-compensating the system, since this will relieve generators and hence decrease the second term. The purpose of the third term is precisely to prevent excessive amounts of shunt compensation to be switched on, by keeping \( \mathbf{b}_c \) close to \( \mathbf{b}_c^{ref} \), which would be typically set to zero. Some tuning of \( \mathbf{C} \) may be required to reach this goal. Alternatively, voltage limits could be assigned to the buses where shunt compensation is available (which requires monitoring those bus voltages). Tests are needed to determine which approach is the most satisfactory.

The above optimization problem can be solved using a standard QP algorithm.

The solution so obtained defines the following moving target values of the controls:

\[
\begin{align*}
\mathbf{v}_g^{\text{min}}(k) &= \mathbf{v}_g(k) + \Delta \mathbf{v}_g^* \\
\mathbf{b}_c^{\text{min}}(k) &= \mathbf{b}_c(k) + \Delta \mathbf{b}_c^* 
\end{align*}
\] (17)

Note that these target values are updated at each time step \( k \).

**D. Second step: dynamic reaching of targets**

In the spirit of MPC, the objective of the second step is to determine a sequence of near-future control changes corrections \( \{\Delta \mathbf{v}_g(k+j), \Delta \mathbf{b}_c(k+j)\} \quad (j = 0, ..., N_c - 1) \) that will bring as quickly as possible the controls from their current value \( \begin{bmatrix} \mathbf{v}_g(k) & \mathbf{b}_c(k) \end{bmatrix} \) to the moving target \( \begin{bmatrix} \mathbf{v}_g^{*}(k) & \mathbf{b}_c^{*}(k) \end{bmatrix} \). The motivation for using MPC is to produce a feasible transition (e.g. avoid switching generators under reactive limits) and compensate for modeling errors through the closed-loop structure.

To this purpose, a second optimization problem is solved whose objective is to minimize the future deviations of controls with respect to target values, i.e.

\[
J_z = \sum_{j=1}^{N_c} \left\| \mathbf{v}_g(k) - \mathbf{v}_g(k+j) \right\|^2 + \sum_{j=1}^{N_c} \left\| \mathbf{b}_c(k) - \mathbf{b}_c(k+j) \right\|^2 
\] (15)

subject to the following constraints:

- transition from one time step to the next:
  for \( j = 0, ..., N_c - 1 \):
    \[
    \begin{align*}
    \mathbf{v}_g(k+j) &= \mathbf{v}_g(k) + \Delta \mathbf{v}_g(k+j) \\
    \mathbf{b}_c(k+j) &= \mathbf{b}_c(k) + \Delta \mathbf{b}_c(k+j)
    \end{align*}
    \] (16)

- rate of change of controls within specified range:
  for \( j = 0, ..., N_c - 1 \):
    \[
    -\Delta \mathbf{v}_g^{\text{max}} \leq \Delta \mathbf{v}_g(k+j) \leq \Delta \mathbf{v}_g^{\text{max}} \\
    -\Delta \mathbf{b}_c^{\text{max}} \leq \Delta \mathbf{b}_c(k+j) \leq \Delta \mathbf{b}_c^{\text{max}}
    \] (17)

- generator voltages in acceptable operating ranges:
  for \( j = 1, ..., N_c \):
    \[
    \mathbf{v}_g^{\text{min}} \leq \mathbf{v}_g(k+j) + \Delta \mathbf{v}_g(k+j) \leq \mathbf{v}_g^{\text{max}}
    \] (18)

- generators reactive powers compatible with capability curves:
  for \( j = 1, ..., N_c \):
    \[
    \mathbf{q}_g^{\text{min}} \leq \mathbf{q}_g(k+j) + \mathbf{S}_{gg} \Delta \mathbf{v}_g(k+j) + \\
    \mathbf{S}_{gc} \mathbf{b}_c(k+j) \leq \mathbf{q}_g^{\text{max}}
    \] (19)

Other constraints could be included as well. Out of this control sequence, the first step, i.e. \( \begin{bmatrix} \Delta \mathbf{v}_g(k) & \Delta \mathbf{b}_c(k) \end{bmatrix} \) is applied and all the procedure repeated at the next time step.

The bounds \( \Delta \mathbf{v}_g^{\text{max}} \) on generator voltage changes are going to be important parameters since they will dictate the rate at which voltages will be corrected. One may envisage using wider bounds (i.e. steeper changes) in emergency conditions, the latter being identified as indicated at the end of Section III.C.

We do not envisage shunt compensation as a discrete variable. Instead, we rely on the usual simplification which consists in rounding off the continuous value to the nearest discrete value. We expect that the approximation will be also compensated by the closed-loop nature of MPC.
V. CONCLUSION

In this paper, several approaches to model predictive control of transmission voltages have been surveyed in the perspective of a practical application. The survey reveals growing interest, at least in the research community, in using MPC techniques. This is to be expected considering the maturity and success reported in other industrial applications as well the availability of technologies supporting its implementation in power system control centres.

MPC has indeed some potentialities but some practical issues have to be considered, and more work is needed in order to ascertain that it is viable and eventually convince practitioners to start using them.

In the light of those practical issues, a possible MPC scheme has been outlined which applies to both normal and emergency conditions. The scheme includes a static optimization to compute target control values and a dynamic optimization to produce a feasible transition. Both are repeated at each time step in order to exploit the closed-loop nature of MPC and thereby compensate for modelling errors and other sources of uncertainty.

Of course, the effective advantages of this proposed scheme remain to be carefully assessed through realistic tests.
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