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Introduction Towards ASLR support

The software world faces a dilemma: -
Using fixed absolute addresses i

leads to security issues (no ALSR).
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trampoline table per library.

Unikernels are specialised, lightweight virtual machines built using
microlibs which are libraries that include only the essential components.

Memory Deduplication

A first improvement?
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. Furthermore, the alignment does not introduce significant overhead
in terms of ELF size, nor does it impairs application performance.
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Merging (KSM)[1] runs in the Figure: Evolution of unshared and shareable

background to scan and merge pages when running 1000 different Faas — Yes, but we must get rid of KSM.
identical pages unikernels. Unique pages are much more

frequent than shared ones.

« Can we do better?

Unikernels issues Memory deduplication at load-time

Issuel: , ) 0x1000 Issuel: Merging memory at load-time requires (1) a toolchain, (2) a pool of Ii-

Starts with S ith uksrand -
. = - I braries and (3) a custom loader.
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Issue2: Unikerﬂel 1 Uﬂikerﬂel 2 Issue2:
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Figure: Unikernels are too compact. The insertion of library uksrand (a) shifts following
libraries in memory; (b) makes the cross-reference addresses different in instructions
such as call or 1lea. Both mechanisms concur to prevent memory deduplication.
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Solution

We introduce a new methodology based on page alignment|2]:

®Aligning sections and libraries at the same absolute addresses in the Evaluation
virtual address space of all instances.
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T Conclusion

« Although unikernels are small and have impressive performance

measurements, they show few opportunities for VM page sharing.
Unikernel 1 Unikernel 2 Unikernel 3

Figure: Aligning libraries across several instances. « We brought a new methodology that rearranges and inflates

unikernel images memory layout by using libraries alignment.
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