Short-term memory for scenes in healthy ageing: impaired visuospatial details but preserved structural gists
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Abstract
Memory for details declines with typical ageing, whereas gist memory is preserved. Yet, the exact nature of the gist memory representations that are preserved in older adults is not fully understood. Most studies have investigated memory for conceptual gists or general, superordinate, features. In contrast, older adults’ memory for visuospatial, structural gists has received little attention. In the current study we designed a new forced-choice recognition memory task that enables to assess short-term memory for structural gists and scene details while overcoming prior limitations such as the confounding between structural and conceptual gists and unbalanced task difficulty. The paradigm is composed of a gist memory task (GMT) and a detail memory task (DMT). In two pilot studies conducted online in young participants (N=120 overall), we (1) selected the image pairs most suited for our tasks, and (2) validated the task procedure by showing that shortening encoding time impacted performance in the DMT more than in the GMT, supporting that detailed and gist representations are involved in these conditions, respectively. In the main, pre-registered experiment, we investigated age-related differences in short-term memory for structural gists and scene details (N=50 younger and N=50 older participants). As predicted, performance in the DMT, but not in the GMT, was lower in older adults compared to younger adults, while task difficulty was balanced between the tasks. Overall, our results support that the preservation of gist memories in typical ageing extends to the basic layout of the scene in which an event took place.


Public significance statement
This study provides the first evidence that older adults remember the global layout of scenes as well as younger adults, whereas their short-term memory for visual details of scenes is less accurate. Thanks to a newly designed paradigm, we ensured that these observations are not explained by confounding variables such as task difficulty, the confusion between different types of memory representations, or memory interferences. Since older adults are believed to rely on gists (broad, coarse memories) when remembering past events, these findings suggest that gists include a simple representation of the scene in which a given event took place.
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Introduction
Recent research on the age-related episodic memory decline has established a consensus on the dissociation between impaired detailed memory representations and preserved memory for gists (N. R. Greene & Naveh-Benjamin, 2023a; Grilli & Sheldon, 2022). When recalling autobiographical memories, older adults produce less internal (episodic) details and more external (semantic, general) details than younger adults (Levine et al., 2002; Piolino et al., 2010). The same result was found when asking older and younger participants to recall scenes from memory and to imagine future events (Robin & Moscovitch, 2017b). In the Deese-Roediger-McDermott (DRM) paradigm, participants learn lists of related words, and gist-based errors are inferred when they falsely recall or recognise a critical lure that is linked to the studied words but was not in the study list (for review D. A. Gallo, 2006, 2010). False memories in the DRM increase with age, which is interpreted as an increased reliance on gists in older adults (Devitt & Schacter, 2016). Moreover, older adults are as accurate as younger adults when recalling the gist of presented material (e.g., what day is best suited for a picnic based on a week’s weather forecast), but impaired when tested on verbatim details (e.g., the exact temperature on a given day, H. B. Gallo et al., 2019).
To assess gists and details in recognition memory, researchers often use the conjoint recognition paradigm, a recognition memory task with identical targets, similar or related lures, and unrelated foils (Brainerd et al., 1999; more recently, Nieznański et al., 2024). It is inferred that older adults rely more on gist memories because they are less efficient than younger adults in discriminating exact repetitions from similar lures whereas the ability to distinguish between exact repetitions and unrelated foils is unaffected by age (Koutstaal, 2003; Koutstaal et al., 2003; Stark et al., 2013; Stark & Stark, 2017). Greene and Naveh-Benjamin recently generalised this result to associative recognition memory (N. R. Greene & Naveh-Benjamin, 2020, 2022a, 2024b). In forced-choice (FC) recognition memory tasks, older adults are impaired at discriminating between a studied target and a visually similar lure (Trelle et al., 2017). Among the variety of paradigms used to investigate gist and detail memory in ageing, we will focus on FC recognition memory where participants need to discriminate between a target and related lure rather than an old/new format, which is more sensitive to age-related changes in attentional and executive functions (Gellersen et al., 2021; Trelle et al., 2017; see also Bastin & Van der Linden, 2003; Migo et al., 2009). We will first highlight that different types of gists exist but can be confounded depending on the methods used, before exposing the limitations of current FC gist recognition memory tasks.
Different types of gists
The nature of gist memories and the types of gists that are preserved in typical ageing are not yet fully understood. Grilli and Sheldon (2022) defined gists as “general memories for the superordinate, basic category, and prototype features of elements making up a singular event”. This definition highlights that unlike memory schemas, a gist captures the essence of a unique experience (Gilboa & Moscovitch, 2021; Grilli & Sheldon, 2022; Robin & Moscovitch, 2017a). The influential fuzzy-trace theory (FTT) posited that both a verbatim (i.e., detailed) trace, and a gist trace are extracted from new experiences (Brainerd & Reyna, 1990, 2004). These types of representations would be extracted in parallel and be stored independently, although gists are extracted faster than details (Ahmad et al., 2017; N. R. Greene & Naveh-Benjamin, 2023b, 2024b; Megla et al., 2025; Tatler et al., 2003). According to FTT, the gist trace includes the general meaning of the event and its central semantic features. Many recent studies have used this definition. Some researchers focused the definition of gists on the central/main elements of events (Robin & Moscovitch, 2017a; Sekeres et al., 2018). Accordingly, researchers have assessed gist and detail memory by distinguishing between superordinate, central information and peripheral details in story recall (Gardette et al., 2025; Hu & Yang, 2023; Jensen et al., 2023; Sacripante et al., 2019, 2023; Sekeres et al., 2016; Siestrup & Schubotz, 2023; Taler et al., 2021). Others have emphasised the semantic/conceptual nature of gists. For instance, in the conjoint recognition paradigm, a lure and the corresponding target often belong to the same conceptual category (Abadie & Guette, 2024; Carpenter et al., 2023; N. R. Greene & Naveh-Benjamin, 2020, 2023b; Krenz et al., 2023). In the DRM paradigm, gist errors emerge from the semantic link between the studied items (Abadie et al., 2021; Mak et al., 2023). Some studies also showed that age-related memory differences are reduced when older adults benefit from semantic or schematic support (Castel, 2005; Flores et al., 2017; Mohanty et al., 2016).
Gist representations, however, are not limited to semantic and categorical features. In Grilli and Sheldon’s (2022) definition, gist memories also include the general spatial setting, or scene, of the events. Moreover, in research on visual perception, the gist of a scene is thought to include a conceptual as well as a perceptual/structural gist (Oliva, 2005; Oliva & Torralba, 2006). On the one hand, the conceptual gist corresponds to the semantic information and general category of the scene (e.g., a parc, a kitchen), which can be inferred within 100-300 ms (e.g., Potter, 1976). On the other hand, the structural gist is the visuospatial structure of the scene extracted during perception. It includes the scene’s spatial layout and most meaningful objects (Schyns & Oliva, 1994; Oliva, 2005). Recent views have distinguished scene gists from spatial schemas and detailed visuospatial memories, mirroring the distinction between gists, schemas, and detailed representations in episodic memory (Farzanfar et al., 2023; see also Collin et al., 2017). A spatial, or structural gist would include the configural/topographical properties of a given environment, including the main spatial landmarks, with few perceptual details (Farzanfar et al., 2023; Rosenbaum et al., 2024). Structural gists seem to emerge soon after learning rather than resulting from the gradual loss of details (Antony et al., 2022), a finding consistent with the predictions of the FTT. Consistently, Megla et al. (2025) showed that memory for the basic configural information of a scene is accurate after only 100 ms of encoding, suggesting that structural gists can be extracted as rapidly as conceptual gists from new experiences. These results suggest that structural and conceptual gists may rely on the same mechanisms. We therefore hypothesise that structural gists, like conceptual gists, should be preserved in healthy ageing. This assumption remains to be tested since no study to date has investigated memory for structural gists in older adults, and because these two forms of gists are often confounded in recognition memory tasks, which we will explain in the next section.
Limitations of recognition memory for scene gists
In typical gist and detail FC recognition memory tasks, there is often a confusion between structural and conceptual gists, and the profile of performance reflects unbalanced difficulty between conditions. In the aim of distinguishing detail from gist recognition memory, researchers traditionally compare “novel” and “exemplar” test conditions. In the novel condition, the lure and target belong to different conceptual categories (e.g., a kitchen and a park), whereas in the exemplar condition, the lure and target are from the same category (e.g., two different kitchens). The assumption is that the gist of a target scene allows to differentiate it from a lure that belongs to a different conceptual category (i.e., in the novel condition) but not from one of the same category (i.e., in the exemplar condition), which instead requires a detailed memory representation. The first limitation of this paradigm is that in the novel test condition, both the semantic category and the spatial layout differ between the target and the lure. In other words, participants can rely on both the conceptual and structural gists to make decisions, thus it cannot be inferred whether only one or the two types of gists are preserved in ageing. Moreover, participants could use non-unique memory representations in the novel condition, since the target can be dissociated from the lure by relying on a simple conceptual label (e.g., “a bedroom” compared with “a park”). In other words, a participant only needs to remember that a bedroom had been presented during the encoding phase, irrespective of which bedroom it was, to know that the bedroom and not the park is the correct answer. This does not align with the definition of gists as memory representations of singular events (Grilli & Sheldon, 2022). Another limitation is that detail and gist memory are not fully segregated between the exemplar and novel test conditions. In the novel test condition, the target is an exact repetition of the encoded scene, which can thus be recognised with both its details and structural/conceptual gist. Conversely, in the exemplar condition, the target and lure images have both different details and structural gists. Therefore, memory for details could contribute to the novel condition and memory for structural (but not conceptual) gist could contribute to the exemplar condition.
Because of the characteristics of the materials, task difficulty may be confounded with test conditions as the novel memory test is easier than the exemplar test. In most studies that used this paradigm, healthy young participants performed significantly better in the novel than in the exemplar condition (for scene stimuli: Ahmad et al., 2017; 2019; Konkle et al., 2010b; for object stimuli: Ahmad et al., 2024; Gloede & Gregg, 2019; Brady et al., 2008; Konkle et al., 2010a; Andermane & Bowers, 2015). Therefore, a specific impairment in the exemplar compared to the novel test condition in older adults could be attributed either to detail versus gist memory representations or to task difficulty.
Isolating structural gists and scene details in recognition memory
In the present study, we investigated age-related differences in memory for scene details and structural gists to assess the hypothesis that the latter is preserved in ageing. To do this, we developed a new paradigm composed of a gist memory task (GMT) and a detail memory task (DMT). To overcome the limitations listed above, we created new scene stimuli using generative artificial intelligence that follow three principles. First, the lure stimuli in the GMT share the conceptual but not the structural gist with the target stimuli (e.g., two garages with different configurations/layouts, figure 1.A). Therefore, the conceptual gist alone is not sufficient for succeeding the task, which rather requires a unique representation of the original scene’s structural gist. Second, the target in the GMT is not the original (encoded) scene image but a different image that shares the structural gist with the original scene and only differs in detail (this image is also the lure in the DMT, central image in figure 1.A). Consequently, task performance in the GMT can only be supported by the structural gist, whereas the contributions of the conceptual gist and scene details are neutralised. Third, the target and lure in the DMT share the same structural gist, so neither the structural nor the conceptual gist can contribute to memory decisions in this condition, which can only be solved using detailed representations. Thanks to these manipulations, the scene’s gist cannot be relied upon to solve the DMT, the scene details cannot be used to solve the GMT, and task difficulty should be balanced between the two tasks. Considering that the age-related specificity impairment extends to short-term memory (N. R. Greene & Naveh-Benjamin, 2022a; Korkki et al., 2020, 2023; Pertzov et al., 2015; Rhodes et al., 2020), we chose to neutralise the effects of interference and delay by assessing short term memory for details and gists (figure 2). We conducted a first pilot study to select the stimuli that best match our operational definition of gist and detail memory tasks. In a second pilot study, we validated the experimental procedure by showing that varying encoding time in DMT and GMT reproduces the effect classically found in the literature and predicted by the FTT (Ahmad et al., 2017; N. R. Greene & Naveh-Benjamin, 2023b, 2024b; Megla et al., 2025; Tatler et al., 2003). Finally, in the main, preregistered experiment, the two tasks were completed by younger and older adults, and we tested the hypothesis that healthy ageing impairs memory for scene details but not structural gists independently of task difficulty.


Pilot study 1: selection of material
The aim of pilot study 1 was to assess the similarity of the pairs of scenes created in terms of details and configuration/layout, and to select the stimuli that best matched our operational definition of detail and structural gist recognition memory.
Methods
Creation of the image set
Images were generated using Copilot Image Creator, based on DALL·E 3 (for more details on image generation and prompts, see supplementary information). Following the principles mentioned above, we created 148 triplets of scenes comprising (1) the original scene, which is the target in the DMT, (2) a detail-lure scene in the DMT, which can also be the target in the GMT, and (3) a gist lure in the GMT (figure 1.A). This allows us to counterbalance stimuli across the DMT (images 1 and 2) and the GMT (images 2 and 3). Each triplet has a unique conceptual gist (e.g., there is only one garage scene in the 148 triplets). To select the most appropriate scene triplets, it was crucial to verify that (1) the original and the detail-lure images share the same general layout, whereas (2) the original and the gist-lure images have different general layouts, and (3) the original and the detail-lure images are highly similar regarding visual details (to ensure that the mnemonic discrimination in the DMT would require detailed representations). In addition to participants-based ratings, we calculated two objective computational measures. First, to measure the degree of structural gist similarity, we used the structural similarity index (SSIM, Wang et al., 2002). SSIM was computed for the three possible comparisons within each triplet (i.e., the original image versus detail-lure and versus gist-lure, and the detail-lure versus gist-lure). Second, to provide a measure of object cluttering within scenes, we computed a class-agnostic object count with PseCo for all the original images selected (Huang et al., 2024).


Participants
Eighty participants were recruited from the online platform Prolific. For each of the 148 triplets of scene images, two pairs of scenes had to be evaluated (i.e., the original and detail-lure, and the original and gist-lure) regarding two aspects (i.e., detail similarity and general layout similarity), resulting in 592 comparisons. Therefore, we chose (1) to divide the 148 image triplets into two sets of 74 triplets, and (2) to assign different participants to the detail and general layout similarity judgements. This latter choice was also intended to prevent participants from having to switch between two types of visual comparisons throughout the experiment, which would have been more effortful and potentially confusing. Hence, we recruited 4 groups of 20 young healthy participants. Using this design, each participant assessed 148 scene pairs, and the median study time of each group was between 11 and 13 minutes. Inclusion criteria were: (1) age between 20 and 35 years-old, (2) fluent English, (3) no self-declared ongoing mental health condition, mild cognitive impairment/dementia, or neurodivergence, (4) normal or corrected-to-normal vision. As in pilot study 2 and the main experiment, participants location was restricted to the UK to control for time of completion (i.e., the studies were always initiated in the morning). Pilot studies were approved by the faculty-hospital ethics committee of the University of Liège (#2023/376). 
Participants gave their informed consent before taking part and received compensation according to the standard rate in Prolific (i.e., 9£/hour). 55% of participants self-identified as “White”, 28.7% as “Black”, 11.2% as “Asian”, 3.7% as “mixed”, and 1.2% as “other”. Data were collected in January and February 2025. Demographic data for the four groups are summarised 
in table 1.
	[bookmark: _Hlk191563024]Table 1. Demographic characteristics of the samples involved in the two pilot studies.

	Pilot study
	N
	Age M (SD)
	%Females/Males (other)

	1. Group A
	20
	28.9 (4.2)
	45/50 (5)

	1. Group B
	20
	28 (4.4)
	55/45 (0)

	1. Group C
	20
	27.9 (4.5)
	45/55 (0)

	1. Group D
	20
	29.7 (3.1)
	65/35 (0)

	Pilot study 2
	20
	31.3 (3.6)
	50/50 (0)



Procedure
Presentation and response recording were controlled by Lab. js (Henninger et al., 2021) and hosted with Open Lab (Shevchenko et al., 2021). Participants were told that they would be presented with pairs of scene images, and that for each pair they would have to rate how similar the two scenes were regarding either the details (groups A & C) or the spatial layout/structure (groups B & D). Layout/structure was defined as “the spatial position and arrangement of the scene's elements relative to each other”. To further illustrate this, participants were then provided with an example pair of scenes in which both the layout and details were very similar and with an example pair of scenes in which the layout was different. Participants were warned that some images would be repeated (as they would evaluate two pairs for each triplet) but that only one of the two images of the pair would be repeated, meaning that the pair would always be new and that they should always take the time to evaluate the pair before providing an answer. Finally, they were told that there was no right or wrong answer. The order of presentation and the position of the two images of the pair (left/right) were randomised. Participants rated the similarity on a scale ranging from 1 “very different” to 6 “very similar” using keyboard buttons. Response deadline was 12 sec for each comparison, and two comparisons were separated by a fixation cross displayed for 750 ms.
[image: ]
Figure 1. Examples of scene triplets (A) and distribution of similarity ratings for selected and non-selected images (B).
Results and discussion
We calculated the mean detail and layout similarity for each image pair and applied several thresholds to select the image triplets that best corresponded to our definition of detail and gist comparisons. First, the original image and the detail-lure must be highly similar in details. Thus, for a triplet to be selected, the detail similarity rating of the original/detail-lure pair had to be strictly superior to 4. Second, since the original and lure-detail images must also have a similar general layout, we applied another threshold of 4 for the layout similarity rating between these two images. In addition, the layout shared by the original and detail-lure images must differ from that of the gist-lure image. Therefore, we next computed a difference score between the layout similarity rating of the original and detail-lure pair and that of the original and gist-lure pair. We then applied a third threshold such that for a triplet to be selected, its minimal difference score was 1.4. Applying these 3 criteria allowed us to select 65 image triplets (figure 1.B). Among the selected triplets, the average detail similarity of the original/detail-lure pair was 4.92 (SD=0.36), the average general layout similarity of the original/detail-lure pair was 4.88 (SD=0.34), and the average difference score between the layout similarity of the original/detail-lure and that of the original/gist-lure pairs was 1.97 (SD=0.39). Finally, the average detail similarity of the original/gist-lure pair was 4.12 (SD=0.45). The results of the SSIM measure were consistent with participant-based ratings: the original and detail-lure images were more structurally similar than the other two pairs (i.e., original image and gist lure, and detail lure and gist lure, see supplementary information and figure S1). Of the 64 triplets used in pilot study 2 and the main experiment, 35 were indoor and 29 outdoor. Object cluttering did not differ between indoor and outdoor scenes (see supplementary information, figure S4). Overall, pilot study 1 allowed us to select a subset of 65 triplets (195 scene images) with carefully controlled detail and structural gist similarity, which were used in pilot study 2 and in the main experiment.


Pilot study 2: validation study
The aim of pilot study 2 was to validate the experimental materials and procedure in healthy young participants. The FTT predicts that although gists and details are extracted in parallel, gists are extracted faster than details (Brainerd & Reyna, 1990; 2004). This assumption can be tested by varying presentation time at encoding and comparing recognition memory accuracy for gists and details. Using this procedure, several studies have reported that a short duration at encoding impairs long-term recognition memory for details more than for gists (Ahmad et al., 2017; N. R. Greene & Naveh-Benjamin, 2023b, 2024b). The same results were found in short-term visual memory (Tatler et al., 2003; see also Mandler & Parker, 1976; Melcher, 2001, 2006). In a recent study by Megla et al. (2025), participants were asked to draw scene images from memory while encoding duration was manipulated. When encoding was short (< 1000 ms), participants mainly drew meaningful objects and false objects semantically coherent with the scene, suggesting that they relied on the conceptual gist of the scene. Additionally, the spatial layout of the scenes was largely intact even for these short durations, highlighting the rapid extraction of the structural gist. This is consistent with earlier studies on visual perception: the structural gist of a scene can be extracted more rapidly than its details (Oliva, 2005; Oliva & Torralba, 2006). If the material and procedure designed in the current study are suited for measuring memory for details and structural gists, they should allow us to replicate this widely documented pattern. Hence, the primary aim of pilot study 2 was to test the hypothesis that memory accuracy would be more impacted in the DMT than that in the GMT when encoding time is shortened.
The secondary aim of this pilot study was to ensure that the DMT and GMT were balanced in difficulty. As explained above, evidencing a specific decline of detail memory representations in normal ageing requires task difficulty to be comparable between the detail and gist memory conditions. In some previous studies, younger adults performed better in the gist than in the detail condition, suggesting that the latter is more difficult (Ahmad et al., 2017, 2019). If task difficulty is balanced between the GMT and DMT, then accuracy in YAs should be matched when presentation time allows to extract both gists and details from the scenes. Therefore, we expected to find an interaction effect such that accuracy in the GMT should be higher than in the DMT only when stimuli are presented for a short duration (i.e., 500 ms).
Methods
Participants
Twenty healthy young participants were recruited from the online platform Prolific. To be eligible, participants had to meet the following inclusion criteria: (1) age between 20 and 35 years-old, (2) fluent English, (3) no self-declared ongoing mental health condition, mild cognitive impairment/dementia, or neurodivergence, (4) normal or corrected-to-normal vision. As in pilot study 1 and the main experiment, participants’ location was restricted to the UK to control for time of completion. Demographic data are summarised in table 1. All participants gave their informed consent before taking part and received compensation according to the standard rate in Prolific (i.e., 9£/hour). 65% of participants self-identified as “White”, 25% as “Black”, and 10% as “Asian”. Data were collected in January and February 2025.
Materials and procedure
We used 64 image triplets (192 scene images) of the 65 selected in pilot study 1 (one triplet was arbitrarily dropped to obtain an even number of trials). Presentation and response recording were controlled by Lab. js (Henninger et al., 2021) and hosted with Open Lab (Shevchenko et al., 2021). 
Encoding times were determined based on previous studies and pre-tests. In long-term memory, Ahmad et al. (2017) reported that accuracy for detail but not gist memory increased between 1 sec and 4 sec of encoding. In the third experiment of the same research, accuracy for both details and gists increased between 500 ms and 4 sec, although to a greater extent for details. Greene & Naveh-Benjamin (2023b) further showed that when retention delay was short (i.e., 75 sec), gist extraction improved with encoding times between 750 ms and 1500 ms, but not between 1500 ms and 4000 ms. In contrast, memory for details improved from 750 ms to 1500 ms and from 1500 ms to 4000 ms. Studies on STM showed that gists can be extracted with a 500 ms exposure (M. R. Greene & Oliva, 2009; Potter, 1976; Potter et al., 2002; Schyns & Oliva, 1994). In the study by Tatler et al. (2003), accuracy for most types of details (e.g., colours, shape, and position of objects), but not gist, dropped when exposure was below 3 seconds. Taken together, these results indicate that 4 sec of exposure would allow participants to extract both the scenes’ gists and details, whereas an exposure below 1 sec would harm detail extraction more than gist extraction. Pre-tests allowed us to select 500 ms as the short encoding duration condition.
Participants were instructed that they would perform a STM task with scene images. Specifically, there were told that they would first see 4 images in a row, then, after a short delay, they would see 4 pairs of images and would be asked to select the image they had seen before within each pair. They were warned that there would be two types of recognition tasks. In the first situation, the two images would be very similar and only differentiated by details; in this case, they would have to select the image that was exactly identical to the one they had seen earlier (i.e., DMT). In the second situation, the two images would differ in their spatial structure/layout; in this case, they would have to select the image that has the same structure/layout as the one they had seen earlier even if it was not exactly the same (i.e. GMT). They were then shown one example of trial for each memory task and explained which would have been the correct answer. After the examples, participants underwent a training session composed of two blocks of the DMT and two blocks of the GMT (i.e., 16 trials in total). The first 2 blocks (one DMT and one GMT) were performed with 4 sec of encoding, whereas the next 2 blocks were performed with 500 ms of encoding. Before starting the third block, participants were told that the images would be displayed for a short duration and that they should make sure to be ready before starting a new series. They were also warned that the task would be more difficult in these conditions, that they should not worry about it and just do their best. During the training session, feedback was provided on the accuracy of each response (i.e., correct/incorrect). In case of an error in the GMT, participants were presented with a self-paced screen displaying the original image and detail-lure image (which was the target in the GMT trial) and explaining why the detail-lure was the correct answer. Regarding all other aspects, the training blocks were identical to the experimental blocks (figure 2, see details below).
After completing the training session, participants were informed that they would perform the same task for the rest of the experiment, although there would be no more feedback on the accuracy of their responses. They were also told that images would be presented either briefly or for a longer time. The experiment was composed of 4 blocks of 4 trials per condition: DMT 4 sec, GMT 4 sec, DMT 500 ms, and GMT 500 ms (16 blocks and 64 trials in total). Both variables (Memory task and Encoding time) were manipulated within-subjects. To counterbalance stimuli across conditions, the four triplets were randomly selected at the beginning of each block irrespective of the condition. The order of the blocks was also randomised. To start a block, participants had to press the “space” button. The four scenes were then displayed for the corresponding encoding time (4 sec or 500 ms), separated by a fixation cross displayed for 500 ms. Next, a white screen was displayed for the 5 sec of delay, stating “The recognition will soon begin”. Recognition started directly after the delay screen: the scene pairs constituting the memory task (DMT or GMT) were presented one at a time, and participants were instructed to select the correct answer using the keyboard buttons (i.e., S for “left” and L for “right”). Inter-stimulus interval was a fixation cross displayed for 500 ms. Response deadline was set to 5 sec. The target and lure were randomly assigned to the left and right of the screen at each recognition trial. Trials were presented in the same order during encoding and recognition (figure 2).
[image: ]Figure 2. Schematic illustration of the memory task procedure in a block of the gist memory task (GMT). ISI: inter-stimulus interval. Encoding time was either 500 ms or 4 sec in pilot study 2 and was set to 4 sec in the main experiment. For the target and lure images in the detail memory task, see examples in figure 1.



Results and discussion
We analysed the effect of Encoding time and Memory task on memory accuracy (i.e., the percentage of correct recognitions). The results are illustrated in figure 3.A. Analyses were conducted with R (R Core Team, 2023) and lme4 (Bates et al., 2015). We performed a linear mixed effects analysis with Encoding time (500 ms, 4 sec) and Memory task (DMT, GMT) as fixed effects, intercepts for subjects as random effects and by-subject random slopes for the effects of Encoding time and Memory task, and accuracy as dependant variable. As expected, we found a significant Encoding time x Memory task interaction, β = 8.44, CI = [1.06, 15.82], SE = 3.76, p = .031 (estimated ηp² = .21). There was no effect of Memory task in the 4 sec encoding condition, (β  = 1.56, CI = [-4.78, 7.9], SE = 3.12, p = .62, ηp² < .01). In contrast, when stimuli were presented for 500 ms, participants had higher accuracy in GMT (M=74.06, SD=15.87) than in the DMT (M=64.06, SD=17.19), β = 10.0, CI = [3.66, 16.3], SE = 3.12, p < .01 (ηp² = .09).
These results are consistent with our predictions. First, we replicated the well-documented finding that gists can be extracted faster than details or verbatim information (Ahmad et al., 2017; N. R. Greene & Naveh-Benjamin, 2023b; Megla et al., 2025; Tatler et al., 2003). This replication provides a theoretical validation of our newly designed material and procedure, as it supports that the DMT and GMT rely on detailed and gist memory representations, respectively. Second, we found that unlike in the 500 ms encoding time condition, memory accuracy in the 4 sec encoding time condition was closely matched between the DMT and GMT (i.e., M = 80.9 % and M = 82.5 %, respectively). This observation is important as it shows that when encoding time allows both the details and gists to be extracted from the scenes, task difficulty is balanced between the two memory tasks. Therefore, our experimental design allows to assess memory for structural gists and details without the confound of task difficulty, which is crucial when investigating the effect of ageing.


Main experiment
Introduction
In pilot studies 1 and 2 we developed and validated a newly design experimental procedure to evaluate short-term recognition memory for gists and details. The aim of the main experiment was to test the hypothesis of an age-related decline in details but not gists (N. R. Greene & Naveh-Benjamin, 2023a; Grilli & Sheldon, 2022) with this new paradigm. Most prior studies have focused on conceptual gists, whereas structural gists have received little attention in cognitive ageing research. Our study is thus the first to test the hypothesis that, like conceptual gists, structural gists would be preserved in older adults, whereas scene details would be impaired. Importantly, difficulty is balanced between the DMT and GMT, so any effect of age observed in the present study cannot be explained by task difficulty. The hypotheses and analyses of this study were preregistered before data collection (https://osf.io/qazfx/).
 We expected to observe an interaction such that older adults would have decreased memory accuracy compared to younger adults in the DMT but not in the GMT.
Methods
Transparency and Openness
We report how we determined our sample size, any data exclusions, all manipulations, and all measures in this study. Data, study material, and preregistration are available on the project OSF page: https://doi.org/10.17605/OSF.IO/3FUAC
Participants
Young and older participants were recruited from the online platform Prolific. We conducted a power analysis using G*power to determine the sample size a priori (https://osf.io/qazfx/). We based this analysis on effects sizes reported by previous studies using similar designs. To achieve a statistical power of 95% of detecting the minimal reported effect size of η²= .038 with α = .05, a total sample size of N=84 is required. However, as explained above, we carefully controlled our material and design in order to eliminate the contribution of task difficulty to age differences and the confusion between conceptual and structural gists. Therefore, we suspected the size of the resulting effect to be smaller than those reported in previous studies and increased the target sample size to N=100 (i.e., 50 YAs and 50 OAs). The study was approved by the faculty-hospital ethics committee of the University of Liège (2023/376). All participants gave their informed consent before participating and were compensated according to the standard rate in Prolific (i.e., 9£/hour).
Screeners were used to ensure that the study would be proposed only to participants who met these inclusion criteria: (1) age between 20 and 35 or between 65 and 80, (2) fluent English, (3) self-reported normal or corrected-to normal vision, (4) no self-reported ongoing mental health condition,  mild cognitive impairment/dementia, or neurodivergence, (5) no more than 300 prior studies completed on prolific (as recommended by N. R. Greene & Naveh-Benjamin, 2022b), and (6) not having participated in pilot studies 1 and 2. Finally, to prevent participants from taking the experiment at night, we limited participants location to the UK and started data collection in the morning for both age groups. Two participants were excluded: one because they failed the attentional check, and one because no response was recorded (possibly because of a technical issue). They were both replaced to reach the target sample size. 74.5% of younger and 94.6% of older adults self-identified as “White”; 21.5% of younger and 1.7% of older adults self-identified as “Black”; and 3.9% of younger and 3.5% of older adults self-identified as “mixed”. Data were collected in January and February 2025.


Table 2. Demographic statistics for the two age groups in the main experiment.
	
	
	Age
	Education (years)
	Sex

	Age group
	N
	Mean (SD)
	Range
	Mean (SD)
	Range
	Females (%)

	Older
	50
	69.46 (3.88)
	[65; 80]
	14.14 (2.87)
	[6;21]
	21 (42)

	Younger
	50
	29.42 (4.42)
	[21;35]
	15.4 (2.67)
	[8;19]
	24 (48)


Note. SD = standard deviation.

Materials and procedure
Presentation and response recording were controlled by Lab. js (Henninger et al., 2021) and hosted with Open Lab (Shevchenko et al., 2021).  The triplets of scenes selected in pilot study 1 and validated in pilot study 2 were used. 
The procedure was identical to that of pilot study 2, except that encoding time was set to 4 sec. At the beginning of each block, 4 triplets of scenes were randomly selected. This way, scene triplets were both randomly assigned to either the DMT or the GMT for each participant and randomly pooled within blocks. The order of the blocks and left/right position of the target and lure were also randomised. Before starting a block, participants were prompted to press the “space” button when they were ready, which allowed them to take a short break if they needed to. The four scenes were then presented for 4 sec each, separated by a 500 ms fixation cross. Then a delay screen stating “The recognition will soon begin” was displayed for 5 sec. The recognition started directly after the delay screen. The four pairs of scenes corresponding to the block task (DMT or GMT) were presented in the same order as at encoding. Participants selected the answer by pressing keyboard buttons (“S” for left or “L” for right). Response deadline was set to 5 sec. Pre-tests identified that using 4 images per block was optimal to avoid floor and ceiling effects while keeping block duration between 29 and 45 seconds.
As in pilot study 2, participants first performed a training session composed of 8 DMT and 8 GMT trials with accuracy feedback. They were then told that they would perform the same task during the rest of the experiment but without any feedback. The experimental task was composed of 8 blocks per condition (32 trials per condition). We added an attentional check at the midpoint of the experiment, in which participants were asked to select the red letter among two letters. At the end of the experiment, participants were asked how many years of education they successfully completed from primary school to their highest degree.

Results and discussion
We analysed memory accuracy, computed as the percentage of correct responses, as a function of age groups and memory tasks. Analyses were conducted with R (R Core Team, 2023) and lme4 (Bates et al., 2015). The results are illustrated in figure 3.B. As preregistered, we first verified whether education differed between age groups. Because we found a significant group difference in education, t(98) = -2.43, p < .05 (table 2), this variable was used as a covariate in further analyses. We next performed a linear mixed effects analysis with Memory task (GMT, DMT), Age group (OAs, YAs), and Education as fixed effects, intercepts for subjects as random effects and by-subject random slopes for the effect of Memory task, and accuracy as dependant variable. There was neither a main effect of Education nor an interaction effect between Education and either Age group or Memory task (all ps > .07). There was a significant Memory task x Age group interaction, β = 6.80, CI = [1.92, 11.68], SE = 2.48, p < .01 (estimated ηp² = .07). In the DMT, young participants had superior accuracy (M = 84.87, SD = 12.89) to older participants (M = 75.5, SD = 10.67), β = 7.15, CI = [2.34, 11.96], SE = 2.44, p < .01 (ηp² = .09). In contrast, there was no effect of age group in the GMT, β = 0.35, CI = [-5.16, 4.46], SE = 2.44, p = .88 (ηp² < .001). Four participants had extreme accuracy values (using M +/- 2.5 SD as cut-off), but excluding these participants from the analysis did not qualify any of the results reported above. Consistent with pilot study 2, the accuracy of YAs was comparable between the DMT (M=84.87, SD=12.89) and the GMT (84.75, SD=13.28), (β = 0.09, CI = [-3.34, 3.59], SE = 1.74, p = .95), confirming that task difficulty was balanced between memory tasks. To ensure that the results were not explained by age-related differences in response bias, we calculated a d’ measure based on the signal detection theory. The analysis conducted with d’ as dependent variable instead of raw accuracy yielded the same results as reported above. These results can be found in supplementary information (figure S6 and table T1).
Correlation analyses showed that performance in the GMT was not related to the degree of object cluttering within scenes (see supplementary information, figure S5). There was a significant negative correlation between accuracy in the DMT and scene cluttering in YAs only. Finally, the results were not influenced by the type of scenes (i.e., indoor versus outdoor, see supplementary information, figure S3).
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Figure 3. Results of pilot study 2 (A) and main experiment (B). Accuracy (% of correct responses) as a function of Memory task and Encoding time (A) and as a function of Memory task and Age group (B). Means, standard errors, and individual data points.

In summary, accuracy in the DMT but not in the GMT was negatively impacted by age, and this effect was not explained by either formal education, task difficulty, or decision bias. These results are in agreement with our preregistered hypotheses and provide the first evidence that structural gists, like conceptual gists, are preserved in typical ageing. Furthermore, the age-related dissociation between impaired visuospatial details and preserved structural gists can be observed for delays as short as 5 seconds (i.e., in STM), suggesting that older adults encode representations with reduced specificity compared with younger participants. Taken together, the results of pilot study 2 and the main experiment support that the DMT-GMT paradigm developed in this study is suited for measuring STM for structural gists and scene details. The implications of this study regarding the cognitive ageing literature are further discussed in the next section.
General discussion
In this study, we developed a new paradigm to investigate the effect of age on STM for scene details and structural gists (DMT and GMT, respectively). To overcome several limitations of previous studies, we generated carefully controlled pairs of scene images using artificial intelligence. In a first pilot study, we assessed the similarity of visual details and spatial layouts for each pair of scenes in a pool of 148 triplets of images. This allowed us to select the 65 pairs that most corresponded to our operational definitions of gist and detail recognition memory. In a second pilot study, we examined the effect of encoding time on accuracy in the two memory tasks. The results showed that accuracy in the DMT decreased more than that in the GMT when encoding time was shortened from 4 sec to 500 ms. This second pilot study provided a theoretical validation of the experimental material since it is the pattern predicted by FTT and reported by previous studies on gist and detail memory. Finally, in the main, pre-registered experiment, we used the newly developed paradigm to investigate the effect of normal ageing on STM for structural gists and scene details. As predicted, older adults were impaired in the DMT but not in the GMT compared to younger adults.
Overall, these results are consistent with the well-established age-related decline in the specificity of memory representation and bias towards gist memory (N. R. Greene & Naveh-Benjamin, 2023a; Grilli & Sheldon, 2022). However, the current study differs from previous ones regarding several aspects. First, whereas most previous studies have investigated memory for conceptual gists or superordinate features compared with memory for details, we focused on structural gists and visuospatial scene details. Second, the paradigm designed in this study complies with several methodological principles intended to overcome prior limitations and to balance task difficulty between the detail and gist conditions. Third, unlike most studies, we assessed STM for details and structural gists, thereby neutralising the effects of delay and interference on memory performance.
Structural gists are preserved in ageing
In the visual perception literature, scene representations are believed to include a conceptual gist and a structural gist (Oliva, 2005; Oliva & Torralba, 2006). However, most studies in cognitive ageing research have focused on memory for conceptual gists or superordinate features, whereas structural gists have been largely underexamined. Our study thus provides the first evidence that structural gists, like conceptual gists, are preserved in healthy ageing. In contrast, memory for visuospatial details of scenes is impaired in older adults. This extends the age-related pattern documented in the literature on conceptual gists, superordinate/general features, and autobiographical memory to visuospatial memory. In addition, the results from our second pilot study replicated the finding that structural gists are extracted from scene images more rapidly than visuospatial details (Megla et al., 2025; Oliva et al., 2004; Tatler et al., 2003). This finding, predicted by FTT (Brainerd & Reyna, 1990, 2004), is consistent with previous studies on conceptual gists (Ahmad et al., 2017; Melcher, 2006; Potter, 1976; Tatler et al., 2003) and gists of associations (N. R. Greene & Naveh-Benjamin, 2023b, 2024b). Taken together, these results support that gist memories include a structural summary of the scene in which the event took place (Grilli & Sheldon, 2022), on which older adults can build when recalling an autobiographical episode. This assumption could be further assessed by combining the autobiographical interview (Levine et al., 2002) with a specific measure of spatial coherence such as scene construction tests (e.g., Hassabis et al., 2007) to examine what features of the original scene are preserved in a gist memory. This also raises the question of whether structural gists have the same properties as gist representations extracted from other types of information (e.g., auditory or narrative). Another interesting lead for future research is the role of prior knowledge in scene memory. Previous studies have highlighted the role of prior knowledge in older adults’ memory performance, as they benefit from semantic support (Mohanty et al., 2016), schematic support (Castel, 2005), and self-perceived importance (Yang et al., 2024). If prior knowledge also contributes to preserved memory for structural gists, one could expect the most prototypical structural gists to be extracted more easily. The degree of prototypicality of each scene setting should therefore be positively correlated with older adults’ accuracy in the GMT.
Principles of the DMT-GMT paradigm
The current study also departs from previous ones in the specifics of the DMT-GMT paradigm. As explained in the introduction section, we followed three main principles to ascertain that the DMT and GMT exclusively assess memory for details and structural gists, respectively. First, the gist-lure image shares the conceptual gist with the original image and the gist-target, so that a conceptual gist is not sufficient to succeed the GMT. Thus, the target and lure in the GMT can only be differentiated based on their layouts, which allows us to isolate recognition memory for structural gists in this condition. Furthermore, this manipulation rules out the possibility that participants used simple labels (e.g., “a park”) to succeed this task. Instead, the GMT requires a unique representation of the original scene layout, in agreement with the definition of gists as coarse representations of unique events (Grilli & Sheldon, 2022). Second, the gist-target is not the original scene, but a scene that preserves the conceptual and structural gists of the original one. This is critical since most previous studies that used a FC recognition task assessed gist memory in a “novel” condition in which the target is the encoded scene (e.g., Ahmad et al., 2017). In these studies, because there is a “perfect match” between encoding and retrieval, details can contribute to recognition, possibly to the advantage of younger participants. This bias is neutralised in the DMT-GMT paradigm, since the target in the GMT is an actual gist of the scene encoded by participants, instead of a perfect match. The GMT therefore provides a purer assessment of recognition memory for gists and elicited strikingly comparable performance between the two age groups. Third, the lure in the DMT preserves the structural and conceptual gists of the target. Therefore, only details can be used to differentiate the perfect match target from its gist and succeed this task. Moreover, because the detail-lure in the DMT is also the gist-target in the GMT, an increased reliance on gists in older age (Grilli & Sheldon, 2022) would harm performance in the DMT while preserving it in the GMT. The results of the main experiment are in favour of this hypothesis. Finally, the accuracy of younger adults in the main experiment was comparable in the GMT and DMT, confirming that task difficulty was balanced between the two tasks when encoding time was 4 seconds. Therefore, a task difficulty explanation of the results is ruled out, and the age-related impairment in the DMT can be attributed to the decline in specificity of memory representations (N. R. Greene & Naveh-Benjamin, 2023a). In summary, the principles established in the development of the current paradigm provide a rigorous framework for studying recognition memory for gists and details. Nevertheless, we note that the scene pairs used in this study were generated using artificial intelligence. While this approach allows a careful control of both the spatial layouts and the visual details of the scenes, it also limits the generalizability of the results. Future studies are needed to ascertain whether these findings extend to the use of naturalistic images.

The age-related decline in memory specificity affects short-term memory
In this study, we tested memory for structural gists and scene details in STM (i.e., after a 5 sec delay). This methodological choice was intended to minimise the effect of delay and interference, given that the age-related deficit in memory specificity is aggravated by intervening events (N. R. Greene & Naveh-Benjamin, 2022a). More precisely, Greene & Naveh-Benjamin (2022a) found that for short delays, older adults are as capable as younger adults of recognising identical targets (intact pairs), but are impaired at rejecting similar lures (related pairs). With longer delays, older adults were impaired for both identical targets and similar lures, compared with younger adults. The authors concluded that older adults at least partially encode specific memory representations, but that their access to these representations depends on the correspondence between the encoded stimulus and memory probe, possibly because they are less prone to engage in deep elaboration at retrieval. Because we opted for an FC recognition memory test, both the identical target and the similar lure were available as memory cues in the DMT, thus providing more environmental support and requiring less in-depth elaboration (Migo et al., 2009). Importantly, some studies reported that older adults’ memory accuracy relies more on representational quality in FC tests, whereas it involves more executive functioning in the yes/no format (Gellersen et al., 2021; Trelle et al., 2017). Therefore, the DMT-GMT paradigm provides an appropriate framework for examining the specificity of visuospatial STM representations in ageing. Our results thus support that, when the task places little demand on executive functions and a task difficulty explanation is ruled out, older adults have impaired memory specificity even for short delays. These results are consistent with previous studies that reported age-related reduction in the precision of visual STM (Korkki et al., 2020, 2023; Pertzov et al., 2015; Rhodes et al., 2020). Studies using visual change detection tasks found that STM for scenes involves similar binding mechanisms in younger and older adults (D’Innocenzo et al., 2022). Because the target and lure images in the DMT were generated separately, changes occurred at several levels of visual information such as object identity, object location, and low-level visual features. Therefore, further investigations are needed to clarify the mechanisms responsible for older adults’ impairment in the DMT (e.g., parsing of object identity, object location, relational binding, low-level features). Our findings are nevertheless restricted to short-term memory and exploring whether varying the delay in the DMT-GMT paradigm exacerbates older adults’ deficit in the DMT is an interesting lead for future studies. Moreover, familiarity and recollection processes may differentially contribute to the GMT and DMT, as previous studies have shown that repetition of a spatial layout can elicit familiarity even when participants fail to recall the previously visited scene (Cleary et al., 2012). An important limitation of the present study is the absence of standardized tests to assess general cognitive abilities (e.g., Montreal Cognitive Assessment, MoCA), as well as attentional and executive abilities. So, we could not assess the relationship between these abilities and performance in the tasks. An exploratory analysis revealed that the “low performing” older adults in the GMT were more impaired in the DMT than the “high performers” (see supplementary information), suggesting that these individuals are more susceptible to decline in memory specificity. However, further research is needed to clarify this question.
Conclusions and perspectives
Here we showed that older adults have preserved STM for structural gists but impaired STM for scene details. Thanks to the newly designed DMT-GMT paradigm, we ensured that this effect is not explained by confounding variables (e.g., task difficulty, executive functions, interference), but can be attributed to age differences in the specificity of memory representations (N. R. Greene & Naveh-Benjamin, 2023a). Our results thus extend existing evidence that typical ageing is accompanied by a shift from detailed representations towards gist or gist-like memories in autobiographical memory tasks (e.g., Levine et al., 2002; Piolino et al., 2010), in the conjoint recognition paradigm (e.g., Koutstaal et al., 2003; Stark et al., 2013), in the DRM paradigm (Devitt & Schacter, 2016), in associative recognition memory tests (N. R. Greene & Naveh-Benjamin, 2020, 2022a), and in story recall (Taler et al., 2021). We provide the first evidence for preserved structural gists in older age, which suggests that the gist representation of an event includes a summary of the spatial environment in which the event took place. Such basic layout may be relied upon by older adults in everyday life. It has been argued that gist representations present an adaptive benefit in various situations (N. R. Greene & Naveh-Benjamin, 2024a; Grilli & Sheldon, 2022). Greene and Naveh-Benjamin (2024b) gave the example of remembering where one parked their car in a large parking area: although they may not remember the exact spot, older adults can remember a general location to find it. This example aligns with the definition of structural gists, and our finding that this type of gist is preserved in ageing strongly supports this idea. Future studies are needed to investigate (1) whether older adults, like younger adults, extract structural gists faster than scene details, (2) whether gists recalled in autobiographical memory tasks do include structural features when directly examined, (3) whether structural gist extraction in older adulthood is facilitated by schematic support (typical scene settings), and (4) at what age STM for visual-spatial details starts to decline (Grilli & Sheldon, 2022).
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