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Introduction



Introduction

• Structure unstructured texts is by converting them to graphical 
models



Introduction

• Detecting reporting obligations in text
• Who reports what to whom which date
• Addresser reports an actionResult to Addressee by Deadline

No later than 5 September 2010, the Commission shall submit a report to the European 
Parliament and to the Council on the issue of the reprocessing of medical devices in the 
Community.



Introduction

Identify from reporting obligations
Adresser: Who performs the action.
Action: What action is performed.
ActionResult: What is done.
Addressee: To whom the action is directed.
Date: When the action occurs/deadline.



Literature Review

• Rule-based vs LLM:
• [1-3] found rule-based syntactic parsing outperformed LLMs in tasks, such as 

clinical information extraction, communication and financial chatbot.
• Information Extraction in Legal domain:

• [4] present an annotated Chinese legal dataset focusing on named entity 
recognition and relation extraction. They evaluated the performance of fine-
tuning using the RoBERTa model.

• [5] presents LexNLP, a toolkit based on natural language processing, designed 
to extract entities from legal text.



Approach 1: Rule-based NLP Syntactic 
Parsing

• Standard Name Entity Recognition (NER)
o Limited to specific entities (country, person, organization)

oAssume entities to be manifested as single-word terms
▪ "Bank" vs. "European Central Bank"

• Approach 1 
o Exploit Rule-based NLP Syntactic Parsing: Dependency Tree (DT), Name Entity 

Recognition (NER), Part-of-speech (POS).

oPython, Spacy library, Timexy (NER customization for time detection)

Spacy: https://spacy.io
Timexy: https://pypi.org/project/timexy/



Approach 1: Rule-based NLP Syntactic 
Parsing
• Use the spacy library to tag the input sentence.
• No later than 5 September 2010, the Commission shall submit a report 

to the European Parliament and to the Council on the issue of the 
reprocessing of medical devices in the Community.



Approach 1: Rule-based NLP Syntactic 
Parsing
• Parse tree starting from root
• Consider reporting verb (detected earlier) as root



Approach 1: Rule-based NLP Syntactic 
Parsing

• Addresser (who) corresponds to nominative subject (nsubj)



Approach 1: Rule-based NLP Syntactic 
Parsing
• ActionResult (what)

• Get the token which is dobj (direct object) and is a child of root the syntax 
tree.



Approach 1: Rule-based NLP Syntactic 
Parsing
• Addressee (to whom)

oGet the pobj(object of a preposition) which is a child of root the syntax 
tree.

oDifficult to distinguish addressee vs. actionresult



Approach 1: Rule-based NLP Syntactic 
Parsing

• Date
o To detect the Date entity, we use the Timexy library to tag all tokens and 

check each token is a Date or not. If it is a Date we will use it as Date 
entity. No 

Later 
than 
5 
September 
2010, 
The 
Commission 
shall 
submit

O 
O 
O 
Date 
Date 
Date, 
O 
O 
O 
O



Approach 2: Few-shot prompting

Context
Entity Explanation

Examples

Unlabeled
Sentences

Unlabeled 
Sentence

Prompt Model Output 
(Addresser, etc)



Approach 2: Few-shot prompting

• Model: 
• Llama3-8B-Instruct (Meta)

• Chatgpt 4o

• Parameter: temperature 0



Approach 2: Few-shot prompting

You are a virtual annotator. 
For each sentence, you annotate the addresser, addressee, actionResult, date.
The output should be in Json format. Here are some samples:
Adresser: Who performs the action.
Action: What action is performed.
ActionResult: What is done.
Addressee: To whom the action is directed.
Date: When the action occurs/deadline.



Approach 2: Few-shot prompting
Sentence: By 31 December 2010 and, thereafter, at least every three years, the Commission shall 
review the provisions concerning its implementing powers and present a report to the European 
Parliament and to the Council on the functioning of those powers. 

{

"addresser": ["the commission"],

"Action": ["present“],

"ActionResult": ["a report on the functioning of those powers“],

"addressee": ["the european parliament", "the council"],

"Date": ["By 31 December 2010“]

}



Approach 2: Few-shot prompting

• Sentence: By 5 September 2010, the Commission shall report on the operation of this Directive 
to the European Parliament and the Council.

Output:

{

"addresser": ["the commission"],

"Action": [" report “],

"ActionResult": [" the operation of this Directive “],

"addressee": ["the european parliament", "the council"],

"Date": ["By 5 September 2010 “]
}

Example Result



Evaluation 

• Eur-lex Dataset
• Use this method to annotate 257 sentences and manually verify 

them.
• Use F1-score metric.

20
Eur-lex Dataset: https://eur-lex.europa.eu/homepage.html



Results

Entity RBSDP Llama3 8B ChatGPT-4o

Addresser 0.34 0.63 0.70

Action 0.62 0.98 0.84

Addressee 0.12 0.76 0.67

ActionResult 0.13 0.48 0.27

Date 0.07 0.67 0.68



Discussion: Approach 1 Challenges

• Syntactic information unable to extract Date entity
• No later than 5 September 2010

• Syntactic parsing complex
• Tree traversal is not generalizable



Discussion: Approach 1 Challenges

• The Member States shall on request inform the other Member States and the 
Commission of the details referred to in the first subparagraph of paragraph 1 
given by the manufacturer or authorised representative."



Discussion: Approach 2 Challenges

• Addresser, Addressee: difficulty distinguishing these entities when 
it included the conjunction “or”; they consistently treated it as a 
single entity.

• ActionResult: They were inconsistency due to its lengthy content.
• Date: when the Date includes the conjunction “and”, they 

consistently treat it as a single entity.
• Action: multiple verbs



Discussion: Approach 2 Challenges

• Hallucination: 
• Chatgpt 4o mistakenly identified an adverb as the Action entity.
• Trend to create a new 



Conclusion

• No complex syntactic parsing
• Flexible, customizable



Conclusion

• But…
• Blackbox
• Lack of interpretability & explainability
• No ability to reason



Conclusion

• Found: 
• Small Language model can outperform Large Language model in this 

task.
• Few shot prompting approach could outperform rule-base approach.



Future Work

• Expand Dataset size
• Experiment with other models like Bart, Solar
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