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Abstract—The paper re-thinks the reactive power (or Var) plan-
ning problem to mitigate reactive power scarcity in the prevailing
context of the energy transition to renewable-dominated power
supply. The paper first proposes an enhanced tailored problem
formulation of Var planning, in the form of a stochastic multi-
period AC security-constrained optimal power flow; it minimizes
the investment cost in new reactive power assets to meet power
system constraints under various operating conditions. Then, the
paper develops a new scalable methodology to solve this Var
planning problem; it achieves scalability by a progressive and
efficient identification of the binding combinations of contingencies,
time periods, and uncertainty scenarios, which allows solving
sequentially problems of much smaller size than the original one.
The performance of the methodology is demonstrated on a 60-bus
model of the Nordic system and a 1203-bus model of a real system.

Index Terms—energy transition, reactive power scarcity,
security-constrained optimal power flow, Var planning

NOMENCLATURE

Notation: vectors and matrices are written in bold characters.

A. Acronyms

DA Direct approach
MINLP  Mixed-integer nonlinear programming
RES Renewable energy sources

SC Synchronous condenser

S-MP-SCOPF  Stochastic multi-period AC security con-
strained optimal power flow

STATCOM Static synchronous compensator

SvVC Static Var compensator
WPP Wind power plant
TSO Transmission system operator

B. Subscripts

c Capacitor

d Load demand

g Synchronous generator
pv Photovoltaic solar farm
r Reactor

sc Synchronous condenser
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scm  Static synchronous compensator

sh Existing shunt element (capacitor/reactor)
sve  Static Var compensator

wp  Wind power plant

C. Sets
C Set of the potential nodes to install capacitors
K Set of system states (indexed by k): normal operation

(k = 0) or after a contingency (k > 1)

o Set of branches (lines and transformers) in state k&
N Set of nodes (or buses), indexed by i

Set of transformers with controllable ratio

Set of time periods, indexed by p
V  Set of photovoltaic solar farms
R Set of the potential nodes to install reactors
S Set of RES uncertainty scenarios, indexed by s
SC  Set of the potential nodes to install SCs
SCM Set of the potential nodes to install STATCOMs
SH  Set of existing shunt elements (capacitors/reactors)
SVC Set of the potential nodes to install SVCs
T;jv/s Set of relevant/violated/selected tuples
W Set of wind power plants
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D. Parameters

Criciselsversem Capital investment cost coefficients of the reactor,
capacitor, SC, SVC, and STATCOM

I;3** Maximal current of the branch ij

I;** Maximum stator current of the generator at bus ¢
Py;  Active power load demand at bus i

FB,y; Solar active power generation at bus 4

Pypi  Active power generation of WPP at bus ¢

®Qq; Reactive power load demand at bus ¢

waX - Maximum reactive power of the generator at bus ¢

Minimum reactive power of the generator at bus

el Maximum reactive power of the SC at bus ¢

min Minimum reactive power of the SC at bus i
Maximum reactive power of the WPP at bus ¢

wpi  Minimum reactive power of the WPP at bus ¢

max
WQZ
Vipax Maximum field induced voltage of generator at bus 4

E. Continuous decision variables (V k € K,V s € S,V p € P)

b;:h’f " Susceptance of the existing shunt element at bus ¢
boSP  Susceptance of SVC at bus i

svCi
max Maximum susceptance of the SVC at bus ¢

svee



I%*P Reactive current of STATCOM at bus i

scmae

If%ﬁf Maximum reactive current of the STATCOM at bus ¢
Pgi’s’p Active power of the synchronous generator at bus ¢

Q%’S’p Reactive power of the synchronous generator at bus ¢
Q.7F Reactive power of the SC at bus ¢

Q?,CC’-S’F Maximum reactive power of the SC at bus i
thi’p Reactive power of WPP at bus ¢

tff’p Ratio of the transformer between buses ¢ and j
VP Controllable voltage (e.g. by SVC, SCs) at bus i

F. Discrete decision variables (Y k € K,V s € S,V p € P)

bE*P Susceptance of the capacitor at bus i
w2*  Maximum susceptance of the capacitor at bus ¢
b%i’s’p Susceptance of the reactor at bus i
b®*  Maximum susceptance of the reactor at bus ¢

G. Continuous state variables (V k € K,V s € S,V p € P)

0F*P Voltage phase angle at bus i
VP Voltage magnitude at bus i

I. INTRODUCTION

To combat climate change, power systems are transitioning
to 100% low-carbon or renewable energy supply. During this
energy transition, valuable sources of reactive power, i.e. fossil
fuel-based conventional generators, will be progressively phased
out and replaced by a myriad of RES. Such massive system
transformation poses multiple challenges to grid operation se-
curity in various respects: low inertia, power balancing, voltage
control, and protection.

This work is concerned with voltage issues. In this respect,
the location, size, and quality of the grid Var support are
undermined by the retirement of conventional synchronous
generators and deployment of RES, resulting in uncoordinated,
ad-hoc Var support which is far from optimal. Indeed, RES are
non-optimally located to support voltages because they are: (i)
scattered at all voltage levels, including distribution networks,
that are not under the control of the TSO, (ii) deployed to
exploit climatic conditions (e.g. off-shore wind power) but are
ineffective for voltage control in critical areas since reactive
power does not travel far. In addition, in terms of the quality
(capability range) of Var support, inverter-based RES are inferior
to conventional generators [1]].

In this context, it is envisioned that power systems are going
to face alarming situations of lack or excess of reactive power,
which weaken the voltage control capability leading to under-
voltages, over-voltages and frequent voltage fluctuations outside
the statutory limits [2]]. In response to the fast pace of the energy
transition, utilities need to react to preserve grid security. To this
end, TSOs should dispose of methods to identify when reactive
power becomes scarce [1] and then, to mitigate emerging
voltage issues, develop a Var planning coordinated approach
that best exploits existing and new Var capabilities in the grid.

Reactive power (or Var) planning problem consists of min-
imizing the investment cost in new reactive power sources
(e.g. capacitors, reactors, SCs) during a certain time horizon to

ensure voltage security (i.e. voltages can be controlled Withil%
their limits in normal operation and after contingencies) in the
transmission grid [3]]. Accordingly, the Var planning problem
determines the optimal location, size, and type of reactive power
sources to be installed along with their sequence of deployment.

Clearly, the Var planning problem must be rethought in the
prevailing transmission grid operation context. However, solving
the problem is highly challenging even today due to: 1) the large
size, stemming from the consideration of N — 1 contingencies,
2) nonlinearity and nonconvexity of grid operation model, and
3) discreteness of some reactive power sources (e.g. capacitors,
reactors). Hence, Var planning is a large-scale MINLP problem,
which is out of the reach of the existing off-the-shelf solvers
and requires tailoring a scalable solution approach.

Given the pivotal role of reactive power in unexpected black-
outs [4]], various approaches have been proposed to the Var plan-
ning problem. These differ in terms of (i) the model of objectives
and/or constraints, and (ii) solution approaches, each exhibiting
unique mathematical and computational characteristics [3]].

Early Var planning methods use linearization [5] due to its
advantages such as dependable performance, flexibility to model
diverse power system operating limits, and the ability to detect
infeasibility. However, linear methods generally lack precision
and often fail to generate exact solutions to the highly nonlinear
relationship between voltage and reactive power.

To improve accuracy, subsequently, approaches such as suc-
cessive quadratic programming [6] and Newton’s method [7]]
have been investigated, requiring the computation of second-
order partial derivatives of power-flow equations and other
constraints. To further tackle discrete variables, methods such
as Benders decomposition [§]], branch and bound [9]], succes-
sive MILP approximation [10], or penalty functions in suc-
cessive conic programming [11] have ben applied. Finally,
meta-heuristic algorithms have also been used [12]]; they are
straightforward to implement but lack mathematical guarantees
on feasibility and optimality and are not scalable.

The previously mentioned studies take a deterministic ap-
proach to Var planning without considering the impact of RES,
the energy transition, or reactive power scarcity. A distinct
advantage of the proposed methodology is that identifying
scarcity by the approach proposed in [1]] serves as a foundation
for informing crucial aspects of the Var planning problem, such
as the timing and location of new reactive power sources.

Recently, a few works have considered in various ways
RES and to some extent the energy transition perspective, as
follows. Ref. [[13] computes, for a small system, the size of
reactive power sources but only under a limited number of
scenarios of RES uncertainty and critical contingencies. Ref.
[14] proposes a multi-stage coordinated approach for planning
capacitors and STATCOMs to enhance voltage resilience in a
wind energy power system. Ref. [15] develops a many-objective
robust dynamic Var planning method for wind energy power
systems aiming to improve steady-state and short-term voltage
stability. Ref. [16] presents a probabilistic AC-DC load flow
method, incorporating the connection between offshore wind
farms and the grid, for planning capacitors and SVCs. Lastly,
Ref. [17] proposes a bi-level optimization technique, based on



a multi-objective genetic algorithm, to optimally allocate Var
sources and select optimal locations for wind farms to enhance
voltage stability.

The review of the state-of-the-art in Var planning allows
inferring that some shortcomings persist: a) absence of a scal-
able approach to large-scale MINLP problems typical for real-
world power systems, b) limited modeling depth of static or
dynamic Var sources as well as narrow options of Var assets for
TSOs to make informed decisions, c) inadequate exploration of
the effects of corrective control actions, d) simplified models
of synchronous generators’ reactive power capability, and e)
insufficient attention to accurately estimate the timing for Var
planning during the energy transition. This work addresses these
shortcomings.

In other words, the previous works have addressed only partly
the challenges and complexity of the Var planning problem
needed in the future in terms of problem features and scalable
solution approach. This paper significantly extends our prelimi-
nary work in [18]], its unique contributions being the following:

o new necessary features that refine and enhance the realism
of the problem formulation, namely: scenarios modeling
RES uncertainty, time aspects, accurate modeling of re-
active power capability of conventional generators and
WPP, and a comprehensive array of dynamic and static
Var assets. In addition, to make the problem formulation
comprehensive, the discreteness of decision variables is
jointly considered.

a novel tailored tractable solution methodology that loops
among: smaller size versions of the S-MP-SCOPF prob-
lem, treatment of discrete variables, steady-state security
assessment, and selection of relevant combinations of con-
tingencies, time periods, and uncertainty scenarios.

Note that scalable methodologies to solve specific large-
scale MINLP AC SCOPF problem{] exist [21[]-[23]. However,
the proposed methodologies (e.g. [21]-[23]) require significant
adaptation work to be applied to the proposed Var problem.

II. THE PROPOSED VAR PLANNING PROBLEM

This section elaborates on the proposed tailored S-MP-
SCOPF formulation of the Var planning problem. The latter
should be solved before reactive power shortage creates voltage
issues during the energy transition. To this end, we build upon
our previous work in [1f], which unveils the point where reactive
power becomes scarce and informs it as input to the proposed
methodology.

A key peculiarity of the Var planning is that Var assets can
be deployed in the field possibly from a few months to 2 years.
Therefore, the Var planning problem adopts a time horizon of
1-2 years ahead and is performed in a single stage. The Var
planning problem can be resolved for subsequent future time
horizons by updating the system state and development plans.

The problem models the yearly system operation considering:

IRecently, two grid optimization competitions were organized by the Ad-
vanced Research Projects Agency-Energy (ARPA-E) to develop high perfor-
mance software to solve, using dedicated powerful computer architectures and
parallelization, large AC SCOPF MINLP problems [19], [20].

o a certain number of time periods p € P (e.g. |P| = 243
for some selected representative days, e.g. combinations of
day types based on the season (spring, summer, autumn,
winter) and the week day (weekday, weekend);

« a certain number of scenarios s € S modeling RES real
power uncertainty.

A. Objective function

The Var planning problem minimizes the capital investment
cost in new Var assets, dynamic (SVCs, STATCOMs, SCs) and
static (reactors, capacitors), to be installed at selected locations:
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Note that as the discrete sizes of Var assets can take the
value zero, there is no need to introduce a supplementary binary
variable to model whether an asset is deployed or not at a bus.

The model differences of the Var assets are as follows.
The reactive power of SCs varies continuously within physical
limits similar to the synchronous generators. Var assets such as
capacitors, reactors, and SVCs behave as variable susceptance,
see (2)-(@), while the STATCOM behaves as variable reactive
current (5):
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Further, the susceptance of SVCs varies continuously while
the susceptance of reactors/capacitors varies in discrete steps.

The STATCOM fulfils the same role as the SVC but has
two advantages in operation [24]]. First, once STATCOM upper
reactive power limit is reached, it generates a larger amount
of reactive power than the SVC as it behaves as a constant
current (hence its reactive power diminishes linearly with the
bus voltage) while the SVC behaves as constant susceptance
(hence the reactive power varies with the square of the bus
voltage). Second, STATCOM has several ms faster response to
faults in the absence of thyristor firing delay of SVC.

Note that the TSO may pre-select locations that require the
deployment of Var assets with continuous voltage regulation
(SC, SVC, STATCOM) due to factors such as the risk of
voltage instability or voltage fluctuations, including both limits
violation, due to RES variability. Such operating conditions
require fast and steady voltage control that cannot be met by
capacitors/reactors, which are cheaper but have slower responses
and their reactive power depends on the square of the voltage.

The objective does not include the benefits of installing new
Var assets in reducing the operation cost (e.g. decrease of power
losses and the cost of re-dispatch to meet voltage limits) as this
cost is negligible as compared to the assets’ capital investment.



B. Operation Constraints

The baseline formulation adopts the widely-used preventive
security mode [25], which states that decision variables (of Var
assets) cannot change after a contingency (23). The rationale of
it is that, after a contingency occurs, the operator may not have
the necessary time to estimate the system state, optimize it, and
broadcast new setpoints to Var assets. Section presents the
problem extension to a hybrid preventive-corrective mode [26].

The operation constraints apply V: k€ K, s€ S, p € P.
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) 3 ) k ) k? 5 }C,, k},,
Q p+QWP1P+Q<czP+( Sp) (bshjp+bcisp_bri5p

+00s") + VTP LT = Q= Q7T (V.0,t), Vie N(D)
DI < BT < bR, Vie SH ®)
0<bE™P <P VieR ©)
0 < blsP < pmax, Viec (10)
— DI S bR < HEE, Vie SWC (11)
— pmaxy s < e < pmaxyEsk vi e SCM (12)
—Quax < QP < Quax vie SC (13)
PRt < PRSP < PR = {slack} a4
k,s,p s,p,0 .
PpmP = Pyl Vi € G\ {slack} (15)
QE" < QST < Q™. Vieg (16)
S QT S QS View e
IFSP(V,0,t) < I, V(i,j) € L (18)
£ <RSP < g Y(G ) € O (19)
ymin < ks < ymax i e (G USCUSVCUSCM}
(20)
ymin < s < ymax v e A\ {GUSCUSVC USCMY
(21)
ef’s’p =0, i = {slack} (22)
ZF2Lsp — gk=0.5p. 7 = {Vc, wabsh,br,bc,t} (23)

Equality constraints (6)—(7) represent the nodal active and
reactive power balance considering the impact of new reactive
power sources wherein P*”(.) and Q/"*"(.) define the net
injected active and reactive power flow into bus i.

The physical limits on the capacity of existing and new Var
sources are defined in (§)—(T3). The deployment decision of Var
sources and their size are managed by the decision variables

oevei» Which may take the value zero (i.e. no deployment) and
are independent of time, scenario, and state.

Equation (T4) constrains the active power of the “slack” gen-
erator assumed. For the sake of simplicity, the slack generator
is solely responsible for balancing real power mismatch in each
combination of the time period, scenario, and system state.

Constraint (I5) indicates that the active power output of all
generators except the slack generator is fixed at the imposed
value sz’fm(;, this is a typical assumption in reactive power
dispatch problems as active power has a much larger cost and is
deemed already dispatched at the lowest cost. Accordingly, the

generators’ active power is not re-dispatched to minimize thé1
investment cost in Var sources. Instead, we assume that optimal
generators’ dispatch for different time periods and scenarios, i.e.
Py imp™? 0 stems from active power electricity market clearing
and is an input to the Var planning problem.

Constraints (I6) and guarantee that the reactive power
of synchronous generators and WPPs stay within the physical
range, respectively.

Constraint (I8) models the thermal limit of the network
lines V(i,7) € LF. Constraints (19) limit the transformers’
ratio. Equation (20) imposes limits on voltage magnitudes at
voltage-controllable nodes. Equation (21) establishes bounds on
the voltage magnitudes at buses without voltage control assets.
Constraint sets the angle reference.

Constraints @]} define the preventive mode constraints, which
impose that the controlled voltage (of generators, SCs, SVCs,
and STATCOMs), reactive power of WPPs, the susceptance (of
existing shunt elements, reactors, and capacitors), and trans-
formers controllable ratios are state-independent.

The mathematical model (I)-@23) forms the base proposed
MINLP formulation of the S-MP-SCOPF Var planning problem.

Two further model refinements are elaborated hereafter.

C. Problem Extension to Hybrid Preventive-Corrective Mode

The preventive mode does not allow to re-dispatch
control means, excepting automated control, in response to
contingencies. However, if the system possesses assets that can
be actuated fast, the TSO may be able to adjust them within
their limits to mitigate voltage issues after a contingency [26].

Accordingly, this work implements separately both preven-
tive, see (23)), and preventive-corrective modes, see (24)—(25).

The mathematical model of the Var planning problem in
hybrid preventive-corrective mode is hence (I)-(22)), 24)-(25).
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Constraints (24) reflect the current industrial practice, where
each generator needs to keep its voltage constant in any state.

D. Refinements of Reactive Power Limits

For a precise modeling of synchronous generators and WPPs
reactive power capability in VAr planning, constant reactive
power limit in (I6)-(T7) are insufficient. The proposed enhanced
representation of their reactive power capabilities is outlined in

equations (26), (27), and [27], [28].
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Equation (26), enforces limitations on the field and arma-
ture winding heating of synchronous generators, where V4%,
xg, and I;"** represent the maximum field voltage, syn-
chronous reactance, and maximum stator current, respectively.
For converter-based WPPs, specifically type 4 wind turbines, the
reactive power capability can be expressed through 27)—(30). In
these equations, Qv,wp and Q1 wp represent the reactive power
capability of WPPs constrained by the voltage and current of the
grid-side converter, respectively. Furthermore, zyp = Twp + JZwp
signifies the combined impedance of wind turbines and the WPP
collection system, while V;, and I, indicate the magnitude of
voltage and current for the grid-side converters of the WPPs.
Additionally, Vi,y; stands for the medium voltage of the WPP
transformer, and by, models the equivalent shunt susceptance
of the WPP collection system.

In (30), the positive and negative roots correspond to the
maximum production and absorption capacity of the WPP. To
determine the maximum injection and absorption of reactive
power limited by converter voltage in (29), the converter voltage
(VEspy g replaced by the maximal (V%) and minimum
(Vminy allowable converter voltage, respectively. Similarly, to
calculate the bounds of reactive power limited by the converter
current, the converter current I4*? in is replaced by the
maximum allowable converter current I;®*. Constraints
and (28) further consider the reactive power injected by cables
due to the equivalent WPP collection system susceptance; it
is added to the maximum injection and absorption capability
obtained at the medium voltage side of the transformer.
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III. THE PROPOSED SOLUTION METHODOLOGY

A. Aim, Rationale, and Main Steps

The S-MP-SCOPF Var planning problem is a MINLP. A
direct approach to the problem, which imposes simultaneously
all constraints for all uncertainty scenarios and time periods is
unmanageable by off-the-shelf solvers for a real system.

To overcome this issue, the rationale of the proposed method-
ology relies on the following observations regarding the struc-
ture of the Var problem. Unlike the slow, ramp rate-limited
active power changes of conventional generators, the response of
Var assets is quasi-instantaneous once their optimal new settings
have been computed and broadcast to them. Consequently, the
Var assets present no coupling constraints between successive
time periods. Then, the primary coupling decision variables of
the problem are the optimal size and location of the Var assets,
which intervene in each tuple; a tuple (k,s,p) is a particular
combination of a system state k, an uncertainty scenario s, and
a time period p. Finally, the other coupling variables are, for
each combination of a period and a scenario, between normal

operation and contingency state. These observations are crucia?
for devising a tailored efficient solution approach.

The proposed approach consists of constructing iteratively
and solving a few manageable (i.e. smaller size) instances
of the full original S-MP-SCOPF problem. Specifically, such
an instance of the problem includes only the variables and
constraints of a set of relevant tuples T, = K, x S, x P,
i.e. a small subset of the full set of tuples KL x & x P.

The core idea of the approach is to grow iteratively and
efficiently the set of relevant tuples 7, until it includes the set
of binding tuples, i.e. the smallest subset of the full set of tuples
that leads to the same problem solution as the full set. This is
achieved by combining four modules (see Fig. [I)):

1) a tailored version of S-MP-SCOPF problem that computes
the Var plan with discrete variables relaxed as continuous,
including only the set of relevant tuples 7,;

2) another customized version of the S-MP-SCOPF problem
which calculates, for fix values of the discrete variables,
if continuous variables (e.g. controllable voltages at gen-
erators, SCs, SVCs, STATCOMs) can ensure the S-MP-
SCOPF problem feasibility, including only the set of rele-
vant tuples 7;

3) an AC steady-state security assessment (SSSA) to unveil
violated tuples 7, i.e. for which constraints are not met;

4) a selecion of the most critical tuples 7, C 7, to be
additionally included in the S-MP-SCOPF problem.

Fig. [I] presents the flowchart of the proposed methodology.
It starts by selecting a small set of relevant tuples 7,.. Then the
continuous relaxation of the S-MP-SCOPF problem is solved
to calculate the Var plan including only the relevant tuples 7.
Next, at the solution of this problem, the discrete variables are
rounded off. The S-MP-SCOPF problem is solved again but with
frozen discrete variables. Subsequently, the SSSA is run for the
full set of tuples to detect the tuples 7, for which constraints are
violated. The ability of preventive/corrective actions to ensure
the feasibility of tuples in 7, is checked with the tailored
AC OPFE. Among the tuples that still violate constraints, one
selects the most critical ones, according to the overall constraint
violation metric, forming the set 7. The set of relevant tuples
is updated 7, < 7. U7, and the iterations continue.

The aforementioned process is iteratively performed until
either the SSSA or the AC OPF no longer detects any violations
in terms of branch currents or voltage magnitudes for any tuple.
It is intuitively expected that the methodology is able to provide
a feasible solution if the posed Var problem is feasible, since
the system is progressively reinforced with Var assets at each
iteration as long as constraints violation are present.

In this way, the methodology determines the location, size,
and type of Var sources to install.

The steps of the methodology are described in detail hereafter.

B. Input Data Generation and Collection

1) Generation of input data by post-processing the output of
the reactive power scarcity break point

The proposed methodology first runs the method in [[1] to

identify the reactive power scarcity break point, see Fig. [T} The
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Fig. 1: Flowchart of the proposed methodology.

output data stemming from the analysis of the break point is key
to choose the initial starting point and enhance the computation
performance of the proposed methodology, as follows.

First, by post-processing these data, we identify an initial
small subset of candidate nodes (hot spots) for installing new
Var assets. This is vital for limiting the number of (discrete)
variables. The process to identify candidate nodes first computes
the reactive power scarcity break point with relaxed bus voltage
limits [[T]]. Then we rank the nodes based on their overall voltage

limit violations across all tuples. Only the nodes which are6
highly ranked (i.e. present the largest overall violation) are
considered as potential locations for installing Var assets.

Second, as another input, the SSSA in performed at the

break point identifies only the most harmful tuples (with largest
voltage violations), that initialize the set 7., limiting problem
size.

2) General input data

To simulate the year’s dynamics in the context of Var plan-

ning, we take into consideration the following aspects:

« a forecasted load profile with an hourly resolution for the
representative days. Also, a typical yearly load increase,
proportional to the peak load at each bus, is assumed;

« a RES power forecast using the autoregressive integrated
moving average (ARIMA) [29] to define uncertainty sce-
narios;

« the system structure (online generators, connected lines);

o a full set of N — 1 line contingencies.

C. S-MP-SCOPF Module and Treatment of Discrete Variables

To address rapidly discrete variables the module solves two
tailored versions of the S-MP-SCOPF problem; to limit the
problem size only the set of relevant tuples 7,. are included.

The first version is the Var planning problem per se but in
which the discrete variables are relaxed as continuous. After the
problem is solved, the discrete variables are set by rounding off
the continuous relaxed values (see Fig. |I|) In particular, for Var
assets, the continuous value is rounded to its nearest ceil value
to avoid infeasibility due to shortage of reactive power.

The second version of the S-MP-SCOPF problem is a fea-
sibility check. Specifically, for frozen values of the discrete
variables, the problem calculates if continuous variables (i.e.
controllable voltages at generators, SCs, SVCs, STATCOMs)
can ensure the problem’s feasibility. The objective (I) is re-
placed by the objective (3T), which flattens the voltage profile:

. k,s,p 2
min E \% -1 3
Py Ve Qe Qup Qs £ Sp( ! )

Furthermore, to strengthen the voltage profile in normal
operation and avoid a large number of critical tuples (a voltage
violation in normal operation exacerbates under contingencies),
the first iteration of the methodology does an optimal reactive
power redispatch without contingencies. It solves thus a S-MP-

OPF problem which optimizes (3I) instead of (I).

D. SSSA Module

The SSSA relies on the full AC power flow. It computes
the system response for each tuple (k,s,p), except the set of
relevant tuples 7., at the S-MP-SCOPF solution (i.e. operating
point). Thus, the module builds up the set of violated tuples 7,
i.e. the tuples which violate limits on branch current or voltages
or even lead to power flow divergence. The SSSA module acts
as a pre-filter of tuples by eliminating non-critical tuples.

E. Selection of the Most Critical Tuples

The set of violated tuples 7, is forwarded to the tuples selec-
tor, which aims to select a small set of the most critical tuples
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Ts to be further included in the S-MP-SCOPF optimization
problem such that to keep manageable the problem size. To
this end, the critical tuples are ranked in decreasing order of
their severity measured using L; norm per overall overvoltages
and undervoltages, respectively. A small number of top-ranked
tuples are selected as the most critical ones, e.g. based on a
threshold of total overvoltages and undervoltages (set here to
0.1 p.u.), and form the set 7.

IV. NUMERICAL RESULTS
A. Description of the Test Systems and Simulation Assumptions

This section illustrates the new features and evaluates the
computational performance of the proposed methodology using
two real systems: Nordic32 [2], [30] and a large one [31]]. The
Nordic32 system, see Fig. [2] is a model of the Swedish power
system including 60 nodes and 23 generators. The large system
is a modified planning version of France from the mid-90s,
including 1,203 buses and 177 generators.

All simulations are conducted using the open-source Ju-
lia/JuMP programming language [32]. IPOPT solver [33] is
employed to solve all S-MP-SCOPF problems. The computation
times reported are obtained on a PC with an Intel i7 processor
of 2.30 GHz and 48GB of RAM. The capital costs of new
Var assets have been adopted from [34] and are assumed to be
proportional to their sizes.

For the Nordic32 system the following changes and assump-
tions have been made. The planning analysis commences during
the energy transition with a state that exhibits a shortage of
reactive power, which is achieved by phasing out generators
gl7b, g18, gl7, gl4, g19, and g7, as elaborated in [1]]. Then,

TABLE I: Impact of conflicting binding tuples on the objective func,
tion; 71 = (15,7,12), 72 = (19,7,12), T3 = (21,7,12).

tple | 71 || T2 T3 T, T2 || Ti,73 || T2,73 || T1,72,73

obj. 0.0 || 0.0 199.17 0.0 199.17 231.65 231.66

in the assumed energy transition scenario, two identical 1000-
MW WPPs are deployed at nodes 4022 and 4032. Additionally,
a 500-MW solar PV farm is installed at node 1044. Next,
the reactive power capability of the WPPs and the reactive
power limits of the conventional generators are modeled using
the parameters provided in [18]]. Further, for the purpose of
planning, a 1-year horizon considered, which is mimicked using
a selected number of representative days, with hourly resolution
(|P| = 24). Finally, to generate realistic scenarios for WPP and
solar power production, 10 scenarios (|.S| = 10) forecasted by
an ARIMA model [29]], [35] have been considered.

Sections and [[V-C]reveal two facets of the methodology.

B. Importance of Selecting the Locations of New Var Assets

We first identify reactive power scarcity using the methodol-
ogy in [[I]] and, as explained in section post-process its
results across contingencies and scenarios to unveil the nodes
with the highest overall voltage limit violations. These nodes
form the initial locations of new Var assets. For the Nordic32
system, the analysis of voltage violations pinpointed nodes 4061
and 4062 as ideal candidates for installing sources of reactive
power production, and node 4042 as the preferred location for
deploying sources of reactive power absorption. These locations
are in the South area, which experiences a scarcity of reactive
power and thereby under-voltages.

Further examination of these specific locations reveals that
node 4061 offers the most cost-effective option, see the re-
sults of case#l in Tables and Indeed, solving the
Var planning problem with these three predefined locations
considered simultaneously reveals that node 4061 stands out as
the sole optimal choice, with an installation cost of 231.66k$,
rendering the installation of Var devices at the other two spots
unnecessary. Indeed, for example, opting for node 4062 as the
single capacitor installation location results in a slightly higher
cost of 236.12k$. Furthermore, for all experiments with other
locations than nodes 4061 and 4062 it has been observed that the
Var planning problem is infeasible as IPOPT didn’t converge,
declaring problem infeasibility.

These experiments clearly underline the importance of this
piece of the proposed methodology, our prior work [1]] serving
as the foundation for the current work.

C. Revealing the Existence of Conflicting Binding Tuples

A subtle major challenge to the solution methodology of
the reactive power planning problem is that many tuples (e.g.
several hundred in our simulation) are going to contribute with
binding (voltage) constraints at the optimum. However, only
several tuples have a major impact on the objective while the
other tuples have collectively a minor impact (e.g. less than
0.1%). The optimal solution calculated with the direct approach
(DA) confirms this observation showing that hundreds of tuples



present minimum or maximum voltage binding constraints.
However, all of them present individually small values of the
corresponding Lagrange multiplier (e.g. 107! to 10~3), the com-
plementarity slackness being almost non-strictﬂ Therefore, the
exact identification of binding tuples is extremely challenging
by typical means (i.e. Lagrange multipliers) requiring a huge
combinatorial approach.

Such observation discards the possibility of ranking tuples
at any stage based on their dual variables as the tuples which
influence the most of the value of the objective are not top-
ranked by their dual variables. Accordingly, solving the problem
to optimality is extremely difficult and not scalable as many
tuples have to be included in the problem. This observation
also motivates our iterative approach to reveal critical tuples
iteratively and provide in a computationally scalable way a
feasible and at least local optimal solution. This practical
assumption can be acceptable at the planning stage.

Furthermore, higher complexity stems from the presence of
conflicting tuples that we illustrate in Table[} Let 77, 72, and T3
be the most critical tuples, which collectively contribute to more
than 90% of the optimal objective. These tuples correspond
incidentally to different contingencies in the same time period
and scenario; hence control actions taken in normal operation
affect all contingency states. Solving the Var planning and
including only one of these tuples makes a nonzero objective
only for the tuple 73; indeed the objective value to cover tuple
Ts is 199.17kS$, i.e. roughly 90% of the value of the optimum
objective value with DA. However, as to control the low voltages
for T3 requires deploying a capacitor bank while maximizing
the usage of cost-free reactive power control means (generators’
voltage and transformer ratio), the voltage profile rises, which
leads to violations of the maximum bus voltage for tuples 7; and
T>. In other words, the deployment and dispatch of the capacitor
in normal operation for the satisfying tuple 73 conflicts with the
constraints of initially harmless tuples 77 and 7s.

However, when optimizing the three tuples together there is
no need to deploy any reactor bank, but only to enhance the
size of the already deployed capacitor bank, which is apparently
counterintuitive. The explanation of these conflicting tuples is
that the cost-free control means are able to control overvoltages
but, as they cannot contribute at the same time as effectively (as
in the first case) to support the undervoltages of tuple 73, the
capacitor size is increased, raising the value of the objective.

D. Comprehensive Illustration of the Proposed Methodology

To comprehensively evaluate the problem and proposed en-
hancements under different conditions five test cases have been
performed, where case#1 is the baseline for comparison. Table
illustrates the distinct features of these five case studies. Table[Il
presents a comparison of the objective values and computation
times obtained with both the DA, which solves the full model
directly, and the proposed scalable approach. Table [[V] provides
the needed size of new Var sources in predefined locations for
each case study. Table [V] offers convergence details.

2By strict complementarity we mean that if an inequality constraint is binding
its dual variable is non-zero; conversely, non-strict complementarity means that
a constraint is non-binding and its dual variable is zero.

Tables [IT] and [IV] indicate that the proposed approach ang
DA converge in all cases to the same solution (i.e. size and
type of Var assets at each candidate location and accordingly the
same value of the objective function), which certifies empirically
the soundness of the proposed approach. Furthermore, Table
indicates that the proposed approach is much faster.

In what follows, the original problem for each case study
contains 33 line contingencies (|| = 34), 10 RES scenarios
(IS] = 10), and 24 hours (| P| = 24) of one representative day.
In addition, the initial number of contingencies, scenarios, and
time periods to feed the proposed approach for all cases are the
same, namely |K,.| =1, |S,| = 10, and | P,| = 24, respectively.

1) Case#l:

Upon applying the methodology [1], bus 4042 is recom-
mended for installing assets to absorb reactive power, while
buses 4061 and 4062 are suggested for installing assets to
produce reactive power. The results obtained for all cases
confirm the optimality of the selected locations i.e. it is not
needed to expand or alter the locations for installing new Var
assets in any case. Moreover, changing these hot spots do not
result in feasible solutions or reduce the investment cost.

In this case, assuming the possibility of installing static Var
assets, it can be observed that both approaches provide the same
solution, i.e. to install 28.96 MVar capacitors at node 4061,
which demonstrates the accuracy of the proposed methodology.
However, the latter is significantly faster than the DA, needing
116 s vs 2,276 s. This speed-up is due to the effectiveness of
quickly identifying only 128 tuples as critical from the total of
8160 defined tuples. The large problem size reduction of roughly
62 times offers the promise of scalability.

2) Case#2:

This case highlights the importance and large impact of using
refined reactive power limits for conventional generators and
WPPs over the approximated constant ones. Indeed, the solution
obtained consists of deploying 179.02 MVar and 13.24 MVar ca-
pacitive reactive power at nodes 4061 and 4062, respectively, i.e.
much more than in case#1, which therefore underestimated the
real need. Accordingly, in comparison to case#l, the investment
cost considering the exact modeling of reactive power capabil-
ities increases by 563.9% i.e., (1538.13 — 231.66)/231.66.

Due to the increasing complexity of the constraints, the
solving time for DA and the proposed methodology rises to 207
s and 75 s, respectively. Still, the selection stage of the proposed
methodology is able to identify only 141 critical tuples out of
8160, being more scalable.

3) Case#3:

Due to the quick fluctuations of power flows at high pen-
etration of RES, the TSOs tend to favor nowadays, espe-
cially if voltage instability may be a concern, dynamic Var
assets (FACTS devices including SVC and STATCOM, and
synchronous condensers), which are fast reacting and have
continuous control, over static Var assets, which are slow and
controllable in steps. The same buses 4042, 4061, and 4062 are
chosen as hot spots for these assets since all of them can produce
inductive and capacitive reactive power. Note that the nodes to
which these dynamic assets are connected act as controllable
voltage nodes, and this constraint is imposed by (20).



TABLE II: Features of different case studies (the difference with respect to the baseline case#l is highlighted in bold). 9

case study [ case#l [ case#f2 [ case#3 [ casefd [ case#5
type of control actions preventive preventive preventive preventive preventive-corrective (24)—(25)
types of new Var asset Qr & Q¢ Qr & Q¢ Qs Quve & Qe Qr & Q¢ Qr & Q¢
model of decision variables . . . discrete .
continuous continuous continuous . continuous
of new Var assets (10 MVar stepsize)
modelling of Qg‘ax, Qg‘,}“ & Q\{z,ax constant values |refined limits (12_61)—( 28) | constant values constant values constant values

TABLE III: Total investment cost and CPU time for the different cases.
approach

[case#1 [ case#2 | case#3 [case#d [case#5

objective function (k$)

Direct approach [231.66 | 1,538.139,323.03 | 240.0 0.0
S-MP-SCOPF [231.66(1,538.13(9,323.03 | 240.0 | 0.0
CPU time (s)

Direct approach | 2,276 | 2,484 17,596 | 4,091 | 2,321
S-MP-SCOPF 116 192 2,997 175 78

TABLE IV: Optimal location, technology, and size of new Var sources.

case study [ case#l1 ] case#2] case#3] case#4 | case#>
approach type | location size (MVar)
r | 4042 0.0 0.0 - 0.0 0.0
c 4061 | 28.96 | 179.02 _ 30.0 0.0
4062 0.0 13.24 0.0 0.0
4042 85.34
sc | 4061 - - 68.34 - -
4062 112.69
S-MP-SCOPF 7043 00
sve [ 4061 - - 0.0 - -
4062 0.0
4042 0.0
scm | 4061 - - 0.0 - -
4062 0.0

The solution obtained consists of installing only synchronous
condensers as follows: 85.34 MVar at node 4042, 68.34 MVar
at node 4061, and 112.69 MVar at node 4062. These assets
are favoured over SVC and STATCOM due to the lower
cost for comparable performance. However, the method can
accommodate operator preference at designated locations for
a chosen FACTS technology e.g. based on previous experience
or need. Further, in terms of computation effort, the proposed
methodology obtains 83% time reduction with respect to the
DA. However, compared to the other case studies, this case study
requires a longer solution time due to the increasing complexity
of modeling both FACTS devices and synchronous condensers
concurrently as well as the highly nonlinear model of STAT-
COM. This case further highlights the value of our approach to
accommodate a large array of Var asset technologies.

4) Case#4:

To model realistically the new Var sources, in this case, we
assume that capacitors and reactors are designed to have discrete
steps, with a step size of 10 MVar. As explained in section
[M-C| the proposed methodology uses a round-off technique
applied to the continuous relaxation of discrete variables. As
is evident from Table the investment cost for DA and the
proposed methodology is the same i.e., 240.0 k$. From Table
one can note that after the treatment of discrete variables
more capacitive reactive power (i.e., 30.0 MVar) at node 4061
is needed to support voltages than in case#1. The computation
time of DA is 80% larger than for the proposed methodology
while the latter is still fast needing 175 s.

5) Case#5:

The results presented in Tables to [V] clearly indicate
that corrective controls play a crucial role in preventing the
system from encountering severe instances of reactive power
deficiency, thereby averting under-voltage situations or even
voltage instability. The corrective controls alleviate the strain on
the grid and reduce the investment in Var assets. Furthermore,
it is worth noting that, due to the intricate coupling constraints,
the time required by DA to achieve a feasible solution is 29
times longer than with the proposed methodology.

6) Further Technical Details of the Methodology

Table [V] gives further technical details of the proposed
methodology, at each iteration, in terms of: objective, CPU time
break-down per task, and sets of tuples violated and selected.
The methodology needs between 3 and 6 iterations to discover
all binding tuples. Note that the number of violated tuples has
been reduced roughly by half on average, which significantly
decreases the total computation time. In the worst-case (case#3)
the number of tuples included in the problem has been reduced
roughly only 5 times, which is due to the explained challenge
to identify properly binding tuples.

E. Scalability to a Large-Scale Power System

This section ascertains the computation performance of the
most computationally intense modules of the proposed method-
ology on the large system introduced in Section

The planning analysis defines first an energy transition sce-
nario and then identifies a state exhibiting severe reactive power
shortage. This corresponds to displacing 19 generators by: two
identical 1000 MW WPPs (at nodes 42 and 842), two identical
500 MW WPPs (at nodes 589 and 977), and two identical
500 MW solar PV farms (at nodes 1020 and 1027).

The calculation considers one representative day with hourly
resolution (|P| = 24), three renewable generation scenarios
(|S] = 3), and 20 pre-determined line contingencies (|K| = 21)
prone to create voltage issues.

The results are shown in the last row of Table [Vl The solution
consists in installing one capacitor of 5.37 MVar, rounded-
off at 10 MVar, at node 28, costing 42.94k$. The solution
is obtained after two outer iterations. The final S-MP-SCOPF
problem includes 282 tuples and only 5 contingencies are critical
and contribute to these tuples. The total solution time is below
9 hours, which is acceptable at planning stage, proving the
applicability of the methodology to large, realistic cases.

Note that IPOPT fails to solve the Var problem in direct
approach due to its huge size, i.e. around 5 million variables
and 10 million constraints, emphasizing the necessity of taking
a scalable approach as the one proposed.



CPU time (s)

case study [iter [ violated tuples [ additional selected tuples | obj [ S-MP-OPF [ S-MP-SCOPF[ SSSA Jtotal time
0 178 120 1506 (pu) | 3222 - 0.017
T 33 3 225.94 (k9) = 23.75 0.017

case#l 1 3 3 231,65 (KS) = 29417 Toor7| ‘1698
3 0 - 231.66 (K$) - 3153 0.017
0 178 120 15.06 (p.u) | 3527 - 0.017
T 35 T 1,527.78 (k%) = 33.60 0.017

case#2 2 4 2 1,537.79 (k) = 35.83 oor7| 19224
3 0 - 1,538.13 (k) - 87.49 0.017
0 370 351 1506 (p.u) | 3L14 - 0.017
1 285 273 7,050.32 (K$) — 20420 | 0.017
2 962 821 7,658.80 (K$) - 270.78  [0.017

case#3 1= 163 52 931400 (8)| = 70382 Toor7] 22070
7 3 1 9,323.03 (K$) - 793.77 | 0.017
3 0 - 9,323.03 (K$) — 993.69  [0.017
0 178 120 1506 (p.u) | 32.14 - 0.017

case#4 T 159 3 240.0 (K$) _ 25.63+19.46 [0.017| 175.65
2 7 0 240.0 (K$) - 27.32+19.65 [0.017
0 178 120 1506 (pu) | 36.79 - 0.017

case#s T 734 369 0.0 (k) — 11.46 0017| 78.97
2 0 - 0.0 (k) - 30.67 0.017
0 273 203 8435 (pu) | 2,364 -

large-scale | 1 9 4 42.94 (k$) — 14,856 4.5 32,121
2 0 - 1294 (k$) - 14,836 45

TABLE V: Further details on the numerical convergence and performance of the proposed methodology.

V. CONCLUSIONS AND FUTURE WORK

The paper has proposed for the first time a framework for the
Var planning problem, suitable to the ongoing energy transition
to renewable-dominated generation.

First, an enhanced tailored problem formulation of Var plan-
ning has been elaborated in the form of a S-MP-SCOPF. The
main enhancements of the formulation are the consideration
of practical aspects such as: type of Var assets, renewable
uncertainty, time of the day/year, accurate models of generators’
reactive power limits, discreteness of decision variables, and cor-
rective control. Extensive numerical results have demonstrated
the important impact of each of these enhancements on the
obtained solution.

Second, as the large size Var planning problem cannot be
solved directly for realistic systems, a new tailored methodology,
exploiting the peculiarities of the problem, has been developed.
Numerical evidence on two power system models of 60 and
1203 buses, respectively, has demonstrated that the methodol-
ogy achieves sufficient scalability at the planning stage in a
reasonable setting. The scalability is achieved through the pro-
gressive and efficient identification of the binding combinations
of contingencies, time periods, and uncertainty scenarios, which
allows solving sequentially a few instances of the S-MP-SCOPF
problem of much smaller size than the original problem.

The paper has revealed new insights regarding the challenges
of the problem (e.g. location of new Var assets, conflicting
tuples, binding tuples) and proposed effective remedies to them.

Regarding solution optimality the following remarks are
notable. IPOPT is a general-purpose local solver for generic
NLP problems. However, strong empirical evidence with convex
relaxations techniques in the last decade showed that, in the
specific field of power systems and for AC OPF or SCOPF
type of problems, NLP solvers like IPOPT generally converge
to the global optimum.

There are a variety of relaxations that could be developed to
calculate lower bounds of the optimum and gauge the optimality

of the solution calculated with our methodology. However, no
relaxation provides a mathematical guarantee of its tightness
i.e., how close the lower bound is to the global optimum.
Accordingly, a large gap between the lower bound and the
calculated solution of the methodology does not necessarily
mean that the quality of the latter is not high or even the
global optimum. On the other hand, if the lower bound is
close to the calculated solution, it certifies the high quality of
the latter. Furthermore, real-life problems are large scale (i.e.
nonlinear with a few million variables and constraints) and,
to our knowledge, no tight relaxation method is able to solve
reliably yet such problems.

The main challenge and scaling issue of the methodology
implemented pertains to the reliance on an NLP solver (e.g.
IPOPT) to solve growing size instances of the S-MP-SCOPF
problem, yet substantially smaller than the full problem. While
the proposed methodology targets limiting the optimization
problem size by the identification of binding tuples, one cannot
rule out situations where, for a large system size, number of
uncertainty scenarios and time periods, the size of a problem
instance would exceed the capacity of IPOPT. Accordingly, the
main limitation is posed by the maximum size of the NLP
problem that can be solved by IPOPT on a regular computer,
which amounts to a few million variables and constraints.
Depending on the expected problem size, various techniques
could be adapted to decompose and solve in parallel the problem
across contingency states [36], time periods [37]], or both [38]].

Another challenge that requires further refinement is the
treatment of discrete variables for large scale S-MP-SCOPF
problems. The simple and fast round-off technique used in
our implementation could be superseded by refined heuristic
approaches that may further improve the solution optimality
(e.g. progressive round-off, sensitivities, linearization) [21]-[23]
at the expense of computation time increase.

The work will be further extended to consider voltage stability
constraints.
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