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Steering chemical reactions with mechanical forces and  

attosecond optical pulses 

 

Abstract 
 

 

External mechanical forces and ultrashort optical pulses can be used to steer and control chemical 

reactions. We demonstrate that an external mechanical force can not only enhance or inhibit the 

[4+2] cycloreversion of furan/maleimide Diels-Alder adducts, but also shift its mechanism from 

concerted to stepwise, mediated by diradical species. To better understand how attosecond light 

pulses can control photochemical reactions, we derived an expression for the force exerted on the 

nuclei by the electronic coherences created through interaction with the light and show that they 

can be used to steer nuclear motion. We propose a computational scheme based on singular value 

decomposition to simplify the simulation of an ensemble of molecules with random initial 

orientations interacting with an attopulse. We show that a few principal orientations only suffice 

to describe the ensemble dynamics and that electronic coherences are robust with respect to the 

ensemble averaging. We also show that conical intersections control the relaxation of the excited 

ethylene cation, shaping the yields of fragments after dissociation. Our findings contribute to a 

better understanding of control mechanisms in the fields of mechanochemistry and attochemistry. 
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1.1 Overview of chemical reactivity 
Chemistry studies matter and the changes it undergoes.(1) In a chemical reaction, one or more 
reactants are converted to one or more products with different structural and physical properties. 
A change in energy and entropy also accompanies this change of matter. Reactions such as 
combustion, fermentation, and the reduction of ores to metals have been known since antiquity. 
Others, more complex, were already used by alchemists in the Middle Ages. But it wasn’t until 
the 19th century, with the development of thermodynamics, that scientists developed a rigorous 
interpretation of chemical reactions regarding the underlying physical laws of nature. 
Groundbreaking discoveries such as the first and second laws of thermodynamics, which 
introduced the fundamental principles governing energy conservation and entropy, provided 
chemists with a conceptual, quantitative framework to analyze and predict the outcome of 
chemical reactions. However, this also posed a challenge, as it quickly became apparent that 
processes forbidden by the laws of thermodynamics cannot be practically achieved without 
external intervention. In other words, we need to supply energy or employ spontaneous reactions 
to drive non-spontaneous processes forward. 
 
A key area of interest is understanding how reactions proceed from the initial state of reactants to 
the final product state. Although thermodynamics in the long-term dictates to which product 
configuration the system will evolve, the time scale for this to occur could be remarkably long, 
sometimes surpassing the human lifespan. In this situation, a product can adopt a more unstable 
configuration that is formed faster and still lasts a long period of time. Then, the kinetics of the 
reaction is what dictates the configuration of the product. Chemical kinetics studies how 
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experimental conditions influence the speed of a reaction and yield information about its 
mechanism and transition states. By discretizing the whole chemical reaction process into 
elementary steps, it is possible not only to understand and characterize the reaction better but also 
it allows to control it better. Within the transition state theory, each of the elementary steps of a 
reaction involves the conversion between two distinct configurations of the molecular system, 
mediated by an activated transition state complex. For a reaction that consists of one elementary 
step, the two configurations are the reactants and the products, but for multi-step reactions, the 
system can visit several intermediate configurations on the way to the products. Intermediates can 
be consumed rather quickly, or in some cases, they can last long enough to be captured 
experimentally. This suggests that the process of transition from the reactants to the products is 
not direct and can be rather complex. The path followed by the system is particularly sensitive to 
experimental conditions and to external interferences such as external forces, electric fields, or 
other substances like catalysts. To determine experimentally the path followed by the system from 
its initial state, in the reactant form, toward the products is not easy. However, certain techniques 
like spectroscopy can provide valuable information. There is a great interest in the scientific 
community to develop light attosecond pulses (1 as = 10-18 s) that can be used to address the 
electrons directly to steer nuclear motion and to probe phenomena in molecules occurring at time 
scales as fast as the electronic motion. This would extend the amazing capabilities in the lab to 
track chemical reactions and understand their mechanisms in detail. Theoretically, the evolution 
of a molecular system from reactants to products can be modeled using molecular dynamics 
techniques, and great accuracy and agreement with experiments can be achieved using ab initio 
quantum chemistry methodologies. Molecular dynamics simulations can be used to study multiple 
aspects of kinetics, particularly the time-dependent behavior of molecular systems, which includes 
reaction dynamics, diffusion processes, and the rate of molecular transformations. It can explore 
reaction mechanisms by simulating how atoms and molecules interact during a transformation. 
 
With advancements in industry, medicine, and engineering, the search for novel compounds with 
properties valuable to these fields has become a central goal of modern chemistry. Achieving this 
requires the exploration of new chemical pathways, which involves discovering innovative 
combinations of reactants and designing experimental setups that enhance the synthesis of desired 
products. Optimizing yields, product selectivity, and stereoselectivity is crucial for the successful 
application of chemical reactions and the resulting compounds. Traditional approaches to 
improving chemical reactions in both laboratory and industrial settings often involve controlling 
temperature and pressure, selecting appropriate solvents, or employing catalysts. However, the use 
of external agents to guide or influence chemical reactions has also become well-established. For 
instance, electrical currents are widely used to drive key technological processes, such as 
electroplating, electrolysis, electrochemical synthesis, and electrophoresis. 
 
Mechanical activation of chemical bonds is another method to trigger the reactivity of a system. 
Strained molecular architectures govern many physiological processes, including enzyme 
activities, motion of molecular motors, division of cells, or muscle contraction.(2) Given the vector 
character of the force, mechanochemical reactions can follow specific pathways, yielding products 
that may differ from those of non-directional classical activation in solution (like thermal 
activation). A mechanical force modifies the free-energy surface of chemical reactions, enabling 
thermodynamically unfavored reaction pathways and yielding products that are either prohibited 
or too slow to be obtained under thermodynamic control. (3-8) Exploiting the coupling between 
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mechanical loads acting on a polymer and the propensity of its monomers to undergo chemical 
reactions offers the attractive potential to create new stress-responsive and energy-transducing 
materials.  
 
Because the force is applied to the nuclei on a millisecond-to-second time scale, which is much 
slower than the intrinsic time scale of the electronic and internal vibrational motions, the 
mechanochemical reaction is governed by the ground electronic state of the system, and the 
interaction with the force follows an adiabatic Born-Oppenheimer regime. 
 
A much different situation arises when the chemical reaction is initiated by the absorption of 
energy in the form of light. This process creates transient excited states of the reactants. The excited 
molecule then evolves to equilibrium, releasing the excess of energy by emitting light quanta or 
through the rupture/creation of chemical bonds, the transfer of charge or atoms, or simply via 
collisions with surrounding molecules. Photochemical reactions power photosynthesis, from 
which almost all life forms on Earth depend. They are also critical in commercial processes and 
devices, including photography and the manufacture of semiconductor chips. (9) Like the case of 
mechanical activation, the excitation with light drives the reactants into a nonstatistical 
distribution, where vibrational modes on different electronic states are preferentially activated. 
These sources of excitation contrast with thermal excitation, where the energy added to the 
molecular system is equally distributed among all the vibrational, translational, and rotational 
degrees of freedom, according to the Boltzmann distribution. This is an example of an incoherent 
source of molecular excitation. (10)However, the time scale for reaching this equilibrium 
distribution depends on factors such as the spacing between quantum levels, the coupling of the 
system to its environment, and the dynamics of energy exchanges within the system. The energy 
is generally redistributed through collisions and transferred from translational motion to rotational 
and vibrational modes. This leads to an equilibrium distribution of velocities. While the transfer 
of energy from translation to overall rotations often happens relatively quickly, the transfer of 
kinetic energy from the center-of-mass motion to internal vibrational modes is much slower, as 
vibrational excitation typically requires larger energy quanta. 
 
An important point is that thermal activation uniquely involves the energy transfer to nuclear 
degrees of freedom in the molecule. This process occurs so slowly compared to the time scale of 
the motion of the electrons, which are ≈ 2000 lighter, that the latter can adjust almost 
instantaneously to the deformation of the nuclei. Therefore, it is generally assumed that when the 
molecule moves, rotates, or vibrates, the motion of the electrons instantaneously adjusts to the new 
configuration of the nuclei. This assumption forms the basis of the Born-Oppenheimer (BO) 
approximation, which is used in quantum mechanics to simplify the solution of the Schrödinger 
equation for a molecular system, as discussed in Chapter 3. The BO approximation relies on the 
large difference between the electron mass and the masses of atomic nuclei, which determines the 
time scales of their motion. In the simplest atom, hydrogen, the electron mass is nearly 2000 times 
smaller than the nucleus and even smaller in heavier atoms. As a result, electrons move much 
faster than the nuclei on timescales of attoseconds (10!"# s). During this brief timescale, the nuclei 
can be considered effectively frozen since their motion occurs on much longer timescales, ranging 
from femtoseconds (10!"$ s) to picoseconds (10!"% s).  
 



 7 

A coherent excitation of the molecular energy states can be induced with coherent light. 
Specifically, high-intensity lasers can trigger selective bond activation or cleavage reactions if the 
wavelength of the light is in resonance with the vibrational energy of a particular chemical bond 
and when the quanta deposited reach the appropriate barrier height or the dissociation limit. (11) 
In practice, one needs to use ultrafast laser pulses, which will act in the time frame of the 
photochemical reaction and will maintain the energy localized within a single vibrational mode. 
In that way, the intramolecular energy redistribution, induced by the coupling within the molecular 
modes, and taking place on hundreds of ps time scale, will not have time to occur.  
 
Femtosecond (~10-15 s) pulses can be used to follow the motion and reorganization of the nuclei 
upon electronic excitation because they are shorter than the typical ps time scale of significant 
nuclear motion.(11) A vibrational wave packet can be created on this time scale, and its coherent 
evolution can be probed. The introduction of these pulses by Zewail and coworkers paved the way 
for impressive applications in industry and medicine.(12-17) However, we need even shorter 
pulses, of attosecond duration, to explore faster processes occurring inside a molecule, such as the 
motion of the electrons and their reorganization. Since the ultimate limit in pulse duration is set by 
the wavelength of light, sub-femtosecond pulses require the generation of short-wavelength 
radiation in the extreme ultraviolet (XUV) or soft-X ray spectral region. High-order harmonic 
generation (HHG) is the technique typically used for the generation of XUV radiation, which is 
based on nonlinear processes in gas or plasma excited by high-peak-power, femtosecond laser 
pulses.(18-23) The 2023 Nobel Prize in Physics was awarded to Pierre Agostini, Ferenc Krausz, 
and Anne L’Huillier for the engineering of attopulses. 
 
Attosecond (~10-18) pulses (24-27) can excite a molecule in the time scale of the electronic motion, 
driving the electrons in a non-equilibrium state with respect to the nuclei. According to the energy-
time uncertainty principle, the shorter the pulse time duration, the broader its energy bandwidth 
will be in the Fourier transform domain. Broad-in-energy attosecond pulses allow exciting 
coherently several electronic states in molecules, leading to a breakdown of the BO approximation 
at the excitation step and the formation of a nonequilibrium electronic density. The electronic 
coherences built by the attopulse drive the motion of the non-equilibrium electronic density on a 
purely electronic time scale before a significant onset of the nuclear motion.(28-31) They induce 
ultrafast charge migration between different parts of the molecule, during which one could 
implement charge-directed reactivity.(32-36) In molecules excited by attopulses, the vibronic 
dynamics therefore occur in a post-Born-Oppenheimer regime. (11) The electronic state is not in 
equilibrium with the instantaneous position of the nuclei and so can be exploited to control 
chemical reactivity.(31, 37-40) Tuning the parameters of the pulse, such as its carrier frequency, 
envelope duration, polarization, and carrier-envelope phase (CEP), provides control of the 
electronic motion in the initially pumped state and of the entanglement between the electronic and 
nuclear motions.(41-43) Such control opens the way to developing robust and efficient schemes 
to steer chemical reactivity by targeting electronic motion, with direct implications in materials 
science, medicine, and modern information technology. (19, 23, 44-46) 
 
This thesis summarizes our efforts in the study of the response of molecular systems subjected to 
external mechanical forces or attosecond pulses. This work is part of the MECHANOCHEM 
project, where our Theoretical Physical Chemistry lab, led by Prof Francoise Remacle, joined 
forces with the experimental group "NanoChem" of Prof Anne-Sophie Duwez, to design control 
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schemes based on the selective application of external perturbations to steer the electron-nuclei 
quantum dynamics of a molecule to specific reaction products. We report on the mechanical 
stability of furan/maleimide mechanophores and the switch of the mechanism of their [4+2] 
cycloreversion reaction from a typical thermal concerted pathway to a diradical sequential pathway 
in the presence of an asymmetric external force.(47) In qualitative agreement with sonication 
experiments (48), we show that the endo stereoisomer is more labile as it will dissociate for lower 
values of the force. Our theoretical computations support and explain these facts. These findings 
open the way for the rational design of mechanophores that exploit the stereo and regio control 
provided by the reversible Diels-Alder reaction of furan/maleimide adducts. And we propose their 
utilization for the generation of a new generation of intelligent materials and logic devices driven 
by mechanical forces. In addition, we worked in the emerging attochemistry field and investigated 
the role of electronic response in the force exerted on the nuclei by a vibronic wave packet created 
by excitation of the molecule with an atto or a few fs pulse. In the literature, there is evidence of 
the regulation of photochemical reactions by the application of external forces (49, 50) and of the 
utilization of light pulses to generate mechanical molecular work and to control the mechanical 
properties of materials. (51-53) 
 
Towards the control of chemical reactivity by attopulses, we derive the quantum mechanical 
expression for the force exerted by the vibronic wave packet on the nuclei. The force arises from 
the interaction between the electric field of the exciting pulse and the charge distribution of the 
molecule, which indirectly controls the motion of the nuclei. This contrasts with the work in 
mechanochemistry, where the force is directly applied to specific nuclei. Because the electrons are 
much lighter than the nuclei, they primarily respond to the electric field on an attosecond timescale, 
which allows an ultrafast control.  We demonstrate how tuning the pulse parameters allows exciting 
specific electronic coherences that will determine the force strength and direction during and after 
the pulse. After the pulse, the component of the force due to the non-adiabatic interactions 
accelerates or slows down the motion of the vibronic wave packet on the excited electronic states, 
and its sign controls the direction of population transfer. In this thesis, we discuss proof-of-
principle computational results for the LiH and LiT molecules, but the methods developed here 
can be applied to larger molecules, which is a goal for future research in our group. 
 
In the following sections of this introduction, we provide a more technical introduction to the two 
fields we have worked in: mechanochemistry and attochemistry. First, we discuss the mechanical 
activation of polymers, achieved in single-molecule force spectroscopy (SMFS) experiments and 
in ultrasound sonication experiments. Our experimental partners from the group of Anne-Sophie 
Duwez at the University of Liège have extensive experience in developing SMFS experiments, 
and we provide an overview of the technique. We also emphasize the importance of theoretical 
modeling in understanding the chemical phenomena underlying force-induced reactivity. Our work 
in mechanochemistry, concerning the bond breaking of furan/maleimide adducts under force, is 
discussed in Chapter 3. Next, we explore the generation of ultrashort, attosecond, pulses and their 
applications in steering and controlling photochemical reactions. We have worked extensively in 
attochemistry in collaboration with the group of Mauro Nisoli (Politecnico di Milano), who 
conducted pump-probe experiments in ethylene (Chapter 4), and with Raphael Levine (Hebrew 
University) on a theoretical work, where we uncovered the role of electronic coherences built with 
an attopulse in controlling the vibronic forces acting on the nuclei (Chapter 5).  Chapter 2 provides 
an overview of the theoretical methodologies used in our work. 
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1.2 Mechanical activation of polymers 
Polymers are ubiquitous in the industry of synthetic materials and play a major role in all biological 
processes. They are the functional materials of choice for applications such as organic electronics, 
biological scaffolds, and drug-delivery coatings.(54) Mechanical properties such as high strength, 
toughness, and elasticity, together with their processability, and low cost justify their broad range 
of applications. By incorporating additional chemical functionality, certain polymers can be 
stimuli-responsive, providing a desired behavior when subjected to a specific chemical or physical 
perturbation.(54, 55) Particularly, mechanoresponsive polymers are good candidates for designing 
smart materials that could find applications as force sensors or in self-healing systems,(56) because 
they allow using mechanical energy to drive chemical transformations. However, there is a link 
missing between the detailed molecular design and the control of mechanical forces applied during 
scalable processing techniques.(54) For that reason, there is ongoing research on the behavior of 
polymers under the influence of external mechanical stress. In terms of mechanophore design and 
understanding, it is important to know how the force affects an individual mechanophore and how 
the surrounding structure and connectivity affect its activation.(54) This requires a mechanistic 
understanding of the chemistry driven by the external force, and especially from a dynamical point 
of view. Time scales are essential to assess the response to the force. 
 
Polymer mechanochemistry aims to understand and exploit macromolecular chains' reactivity in 
highly non-equilibrium stretched geometries resulting from interactions between the chains and 
their surroundings.(57) The current techniques for supplying mechanical force range from 
solution-based studies to bulk activation in the solid state, and they cover a wide range of strain 
rates and applied forces.(56) The examination of mechanoresponsive materials in the bulk is 
imperative as most polymeric materials find applications in the solid state. This can be done by 
applying forces to polymers through elongation, compression, or extrusion. Solution-based 
methods encompass the application of strong hydrodynamic forces with flow fields, ultrasound 
sonication, and single-molecule force spectroscopy (SMFS). (54, 56) 
 
In this thesis, we study the behavior of furan/maleimide mechanophores at the molecular scale in 
the presence of external forces such as the ones applied in SMFS or sonication experiments. 
 

1.2.1 Experimental methods for the mechanical activation of polymers 
1.2.1.1  Ultrasound sonication 
Ultrasound generates mechanical stress on a polymer in solution. The high-frequency sound waves 
pass through the liquid and create cavitation, which is the generation, growth, and violent collapse 
of solvent microbubbles. After the collapse, the void space left induces a high-velocity solvent 
flow that drags the polymers' segments near the cavitation site. The flow velocities decrease rapidly 
away from the edge of the collapsing bubble, creating a velocity gradient along the polymer 
backbone. This causes the elongation of the chain by tensile forces of enough strength to break 
covalent bonds.(56-59) 
 
Figure 1.1 shows a cartoon representation of the activation of a bulk of polymers with an 
ultrasound wave. 
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Figure 1.1: Mechanical activation of a bulk polymer system in solution using an ultrasound wave 
directed towards it. A mechanical force is collectively applied to the bulk system in an isotropic, 
non-directional way. 
 
1.2.1.2  Single-molecule spectroscopy  
Single-molecule force spectroscopy (SMFS) employs single-molecule manipulation techniques 
such as optical tweezers, magnetic tweezers, or atomic force microscopy (AFM)  to examine 
mechanochemistry at the single-molecule level. Typically, one end of the molecule under study is 
attached to a surface, and the free end is attached to a probe: an optically trapped bead, magnetic 
bead, or AFM tip through which the force is applied.(60) Ideally, the bonds linking the molecule 
to the surface and to the probe would not break under stress and would not affect the mechanical 
or biological properties of the target molecule. For optical tweezers and the AFM, the magnitude 
of the force is calculated from the deviation of the probe from its equilibrium position. Therefore, 
the measurements' precision and accuracy depend critically on the ability to measure the position 
of the probe.(60) 
 
Our experimental partners from the NanoChem group have developed strategies and methods to 
graft molecules of interest onto AFM tips or surfaces and manipulate them at the single-molecule 
level. Such tools have been used to probe, trigger and control chemical processes and to detect the 
induced mechanical response in situ and in real-time. They have applied them to the investigation 
of molecular recognition processes and the detection of inter- and intra-molecular forces in 
biological systems (proteins, antigens, antibodies) or synthetic systems (receptors, polymers) and 
for the measurement of interaction forces of (macro)molecules on surfaces.(61-65) The group has 
shown that when combining mechanical forces and chemical interactions at the single molecule 
level and dealing with forces of single bonds, it was possible to selectively break covalent bonds 
and deliver single molecules on a target surface.(61) This study was a landmark in single-molecule 
covalent mechanochemistry. Recently, the group applied SMFS to measure the force response of 
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synthetic small-molecule trefoil knots (66): structures with a knot-like topology (67), where a 
flexible chain of atoms is twisted into a three-looped configuration. 
 

 
 
Figure 1.2: Experimental setup used in SMFS experiments. The PMA polymers with the 
mechanophore at the center are attached to the surface. The tip of the cantilever of an AFM is used 
to grab a single polymer and then stretch it until it breaks by exerting a mechanical force. 
 

1.2.2 From mechanical activation to chemical reactivity 
Mechanophores are the force-sensitive units present in the polymer that respond to external 
mechanical fields by undergoing predictable chemical transformations. (55) These include 
covalent bond-breaking reactions like selective cycloreversion and ring-opening reactions, and 
non-scissile events such as conformational changes, the (de)construction of aggregates, and the 
disruption of Coulombic and hydrogen bonding non-covalent interactions. (56, 68) These 
mechanically induced transformations occur when the mechanophores are appropriately 
positioned within the polymer chains to experience the applied forces.(56, 69) In SMFS/AFM 
experiments, the mechanophores are embedded in the middle of the chain, where the strain created 
by the pulling of both ends of the polymer has the highest intensity. 
 
Bond rupture has been shown to occur in the nanonewton regime. (54, 70) However, SMFS has a 
resolution in the piconewton regime, allowing investigation into how changes in structure and 
conformation of the mechanophore itself affect the force required for mechanical activation. (54) 
 
Wang et al. reported that the force required to open an E-alkene-substituted gem-
dichlorocyclopropane (gDCC) mechanophore was 0.4 nN lower than that required for the 
corresponding Z-alkene-substituted mechanophore at ~ 800 pN. (71) Wang et al. have also used 
SMFS to observe several ring-opening reactions that are ‘‘forbidden’’ by the Woodward-Hoffmann 
rules, which describe the direction of concerted nuclear motion in electrocyclic reactions (8, 72). 
They found that it was possible to use SMFS to pull a gem-chlorofluorocyclopropane species 
outward in a disrotatory fashion along the anti-Woodward-Hoffmann-DePuy (WHD) pathway. Pill 
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et al. used SMFS to show the cycloreversion of cyclobutane with attached ethylene glycol chains 
of specific lengths to give a defined increase in polymer contour length within the experimentally 
accessible regime.(54, 73) Hickenboth et al. reported the mechanochemical ring-opening reaction 
of benzocyclobutane mechanophore to produce ortho-quinodimethide as the reactive 
intermediate.(4, 54)  
 
Depending on how well the force is transduced to the reactive bond(s) of a particular functional 
group, mechanical activation can lead to an enhancement(74)  or a reduction in reactivity.(75-79) 
For instance, it has been shown    that the reactivity of a mechanophore is affected by stereo-,(8, 
72, 80-84) regio-,(85-87) and even topological isomerism,(88) as well as by the nature of the linker 
joining the mechanophore to the force-transducing polymer.(71, 89-92)  
 
External forces can induce nonstatistical dynamic effects (NDEs) resulting in product selectivities 
that differ from those achieved under thermal equilibration. They can  also stabilize intermediate 
structures (83) and even shift the reaction mechanism. For instance, Liu et al. (93) demonstrated 
that an external force activates intramolecular motions in the cyclobutane ring-opening reaction, 
bypassing isomerization and resulting in high stereoselectivity. Tian et al. (94) showed that an 
external force can shift the rate-determining step in the reduction of organic disulfides by 
phosphines in water, which proceeds via a thiophosphonium zwitterionic intermediate. At low 
forces, the rate-determining step is the hydrolysis of the intermediate, but at higher forces, it shifts 
to the formation of the intermediate. In another study, Kean et al. (95) explored the mechanism of 
[2 + 2] cycloreversion in cyclobutane-based mechanophores, specifically bicyclo[4.2.0]octane 
(BCO) units, revealing that the ring-opening proceeds via a 1,4-diradical intermediate rather than 
a concerted mechanism. 
 
The mechanical reversibility of the furane/maleimide DA reaction has been demonstrated through 
sonication. The group of De Bo at the University of Manchester synthesized both proximal and 
distal exo and endo adducts and studied the mechanical reactivity under sonication. (96) They 
found that proximal adducts tend to be more labile than their distal counterparts. In particular, the 
thermally active distal-exo adduct was inert under tension due to ineffective mechanochemical 
coupling arising from the misalignment of the scissile bonds with the force vector. In a recent 
study, the group showed the force-controlled release of furan molecules via a force-promoted 
double retro-[4+2][3+2] cycloaddition in oxanorbornane-triazoline-based mechanophores.(97) 
 
The Craig group observed stereochemical effects in the furan–maleimide rDA reaction, where the 
endo adducts are more labile than the exo adducts (48). Our theoretical study (47) corroborates 
this result. 
 

1.2.3 Role of theoretical calculations in mechanochemistry 
Experimental studies in mechanochemistry are essential to understanding reactivity and the 
mechanical response of molecules under stress. However, their capabilities of observation are 
limited by the resolution of the instruments and by the challenging experimental conditions under 
which the instruments operate. SMFS is a sophisticated technique available only to a handful of 
laboratories worldwide. Carrying out SMFS measurements demands thorough planning and design 
of the experiments as well as expertise in the synthesis of the polymers, embedding the 
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mechanophore, and attaching the ends of the polymer to the tip of the AFM cantilever and to the 
surface. Moreover, to determine the magnitude of the forces in a bond-breaking event, the same 
experiment with the same pulling velocity must be realized thousands of times. This is necessary 
because the rupture forces are distributed over a wide range. (98) Hence, neither a single rupture 
event nor the average rupture force at any fixed pulling velocity can meaningfully characterize the 
strength of the chemical bond.(98) 
 
Theoretical studies offer a comprehensive understanding of the mechanical response of molecular 
systems mimicking experimental conditions, thereby streamlining laboratory procedures and 
expediting the exploration and investigation of mechanophores. Additionally, they are a crucial 
tool for validating observations made through SMFS, particularly in instances where experimental 
analysis falls short. Theoretical studies are essential for analyzing processes inaccessible through 
experimentation alone, such as the internal relaxation of mechanophores upon force activation, the 
reactivity and mechanisms involving short-lived intermediates, and the dynamics of the bond 
breaking and possibly reformation. 
 
Quantum-chemical calculations can quantify the restoring forces of all internal molecular 
coordinates and calculate geometries, energies, reaction rates, and other properties of mechanically 
deformed molecules.(99) Molecular dynamics can simulate the stretching of the polymers in 
solution in the presence of the external force, allowing us to study the effect on the reactivity of 
the mechanophore and discern the possible pathways that the force inhibits or activates. Dynamical 
methods(7) have the advantage that the multidimensional nature of the nuclear motion and 
temperature effects are inherently included. However, the computational cost limits the application 
of the simulation of mechanochemical processes from the theoretical point of view. As a result, the 
model systems used in calculations of mechanochemical processes generally employ truncated or 
coarse-grained representations of the external groups used to apply the force or even exclude these 
groups entirely.(2)  In addition, modeling the force exerted by the external device (such as the 
AFM cantilever in our case) on the molecule is very challenging. It has been approached so far 
using either a classical interpretation of the force (isotensional approaches(100-102)) or indirectly 
measuring its effect (isometric approach(103)). Steered dynamics approaches (93, 104)  allow us 
to explore dynamically the potential energy surfaces distorted by the external force using an 
ensemble of steered trajectories with initial thermal conditions. Typically, the reaction under force 
is found to proceed in a nonstatistical manner that depends on the strength and directionality of the 
external force applied to the system. 
 
The response to the molecular strain induced by the external mechanical force is intrinsically 
multidimensional. The reason is that the direction of the external force that pulls the polymers can 
have components along several internal degrees of freedom, which may or may not participate in 
the bond rearrangement. Accordingly, the strain energy in the deformed structures is redistributed 
in a nonstatistical manner among the internal molecular degrees of freedom. Because of the 
intrinsic multidimensional character of the molecular response, as well as of the nN strength of the 
force involved in breaking and making covalent bonds, the reaction path can be significantly 
modified so that the simple one-dimensional Bell model(105) and its extensions(106) that provide 
valuable insights in the case of noncovalent mechanochemistry are usually not applicable in the 
case of covalent mechanochemistry. To break a covalent bond, what matters is not the nominal 
value of the force but instead the amount of energy or work that can be transferred to the bond. In 
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other words, it depends on how well the force projects on the target bond since the work is defined 
as                  𝑊 =	 �⃗� ⋅ 𝑑 = 𝐹	𝑑 cos(𝜃), where 𝜃 is the angle between the direction of the force 
and the bond. 
 
In our investigation of furan/maleimide adducts under external mechanical force, such as the one 
exerted in SMFS or sonication experiments, we employed state-of-the-art methodologies to model 
the system itself and the interaction with the force. We used static methods to identify the reactants, 
transition states, products, and minimum energy reaction paths on the force-modified potential 
energy surfaces. Additionally, we examined the relevant thermodynamic and kinetic factors 
governing the reaction under mechanical stress, as well as the impact of the force on the electronic 
structure. Dynamical methods were then employed to study the effect of a constant velocity pulling 
of the system in solution, enabling us to relate the mechanochemical response to the rate of 
stretching. 
 
The response of the mechanophore in SMFS occurs in an adiabatic regime of force applied to the 
nuclei in the ground electronic state of the system, where the electrons rearrange to equilibrium 
for every change in geometry of the nuclei induced by the external force. We also studied another 
kind of force that is established in the time scale comparable to the motion of the electrons. This 
force is exerted on the electrons and/or on the nuclei by the electric field of an attosecond pulse 
when it interacts with the charge distribution of the molecule, so its nature is electrostatic and not 
mechanical as in the case of SMFS. This electrostatic force is transduced into internal nuclear 
forces that determine the motion of the nuclei and the way the molecule relaxes in a more complex 
way compared to the mechanical force. This is because the electrons can be taken out of 
equilibrium and the molecule is driven into a quantum superposition of several electronic states. 
We advanced in the understanding of these internal forces that arise from the interaction with the 
pulse and during the motion of the superposition wavepacket, using a purely quantum approach. 
We developed a theoretical method, that relies on the integration of the time-dependent 
Schrödinger equation and the Ehrenfest theorem, to assess both the magnitude and direction of the 
force in molecular systems where the BO approximation is not valid and thus the force experienced 
by the nuclei is more complex than the classical definition 𝐹 = 	−∇𝑉 where V is a single potential 
energy surface. This includes strongly correlated systems like diradicals or transition metal 
complexes. Details on this approach are given in Chapter 5. 
 
Attosecond pulse set-ups are now reaching a mature stage and becoming more compact and 
versatile. Attosecond and short fs pulses could be used to probe the progress of electronic and 
nuclear rearrangements of the mechanophore in SMFS upon force activation. On the other hand, 
longer laser pulses or CW lasers have been used to photoexcite the molecule that is subject to an 
external force. (49)Although quantum dynamics is currently applicable mainly to small molecules 
due to computational constraints, ongoing efforts, including our proposal (107) of a new efficient 
methodology for quantum dynamics in an ensemble of randomly oriented molecules, aim to extend 
its applicability to larger systems, to demonstrate control with attopulses in molecular systems of 
larger sizes. 
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1.2.4 The furan/maleimide retro Diels Alder reaction 
Furan/maleimide adduct generically refers to bicyclic compounds synthesized by the [4+2] Diels-
Alder (DA) cycloaddition of a derivative of furan (a conjugated diene, the donor) and a derivative 
of maleimide (a dienophile, the acceptor). In a DA reaction, partial charge transfer occurs from the 
diene to the dienophile, with electrostatic and dispersion interactions contributing to the 
stabilization of the adduct.(108, 109) Figure 1.3 shows the furan/maleimide DA reaction object of 
this study. 
 

 
Figure 1.3 The furan/maleimide reaction. The transition state represented corresponds to the 
concerted reaction. R1 and R2 represent the attachments to the polymer chains when the adduct 
is used as a mechanophore. 

Two stereoisomers can be formed depending on the orientation of the furan and maleimide parts. 
The exo stereoisomer adopts a Z-shape characterized by a minimal overlap between the two 
moieties. In contrast, in the endo stereoisomer, the two moieties approach each other with 
maximum overlap between their faces, resulting in a kind of C-shape. See Figure 1.4.  
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Figure 1.4: Stereoisomers endo and exo shown in 3D with different perspective. The C-shape of 
the endo stereoisomer, as opposed to the Z-shape of the exo, can be well appreciated. 
 
In addition, according to the position of the substituent R1 in the furan moiety (see Figure 1.5), 
two regioisomers are possible: one proximal, where R1 is close to the furan/maleimide junction, 
and the other distal, where R1 is positioned farther away. In summary, four different isomers must 
be considered, and they are sketched in Figure 1.5. 

 
Figure 1.5 : The four furan/maleimide adducts investigated. They differ by their stereo (endo and 
exo) and regio (Distal and Proximal) character. The putative scissile bonds are shown in red and 
labeled ‘a’ and ‘b’. ‘a’ is the bond along the shortest distance between the two methyl groups to 
which the pulling force is applied. 
 
The furan/maleimide DA reaction has a low energetic barrier, allowing the reverse reaction also to 
take place under appropriate conditions. For example, the adducts which are stable at room 
temperature, break open after heating at elevated temperature. (110, 111) The mechanical 
reversibility has been demonstrated as well in sonication experiments.(96)  
 
The interplay between attractive and repulsive interactions in the pericyclic transition state 
determines the stereoselectivity in Diels Alder reactions. The endo transition state is stabilized by 
secondary orbital and electrostatic interactions (112, 113) between the partially positively charged 
diene (furan) and the partially negative dienophile (maleimide). (108) The steric hindrance (114, 
115) has the opposite effect, as it destabilizes the endo configuration in favor of the exo one. 
Substituents on the dienophile can change the charge distribution and alter this selectivity.(108, 
116) In the furan/maleimide case, the endo transition state has a lower activation barrier, which 
kinetically favors the endo product. However, asymptotically, the exo adduct is thermodynamically 
favored, which can be explained by the lower steric hindrance in that configuration. 
 
Concerning the role of substituents, the reaction is facilitated if the diene and the dienophile contain 
groups of opposite electrostatic character. Thus, electron-rich furan derivatives react quickly with 
electron-poor maleimide derivatives. For example, furans bearing electron-donating groups (e.g. 
H, Me, OMe, CH2OH, etc.) display good kinetics, while electron-poor furans (e.g. with CH=O or 
COOR) are inactive substrates. (117) π-accepting groups conjugated to the dienophile's π-bond are 
activating because they lower the energy of the lowest unoccupied molecular orbital (LUMO) and 
enhance the mixing with the highest occupied MO of the diene. This results in a transfer of charge 
from the diene to the π-accepting groups conjugated to the dienophile's π-bond. Hence, 
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heteroatoms in those groups can form stronger hydrogen bonds with hydrogen-bond-donating 
solvent molecules, which contributes to stabilizing the pericyclic transition state. (118) Both 
forward and reverse reactions are accelerated in aqueous solution due to the hydrogen-bonding 
catalysis. (118, 119)  Hydrocarbon and fluorous solvents can also accelerate the reaction, although 
the increase in the rate is more modest relative to the one observed in water. (118)  
 
There is a consensus that thermal DA and retro-DA reactions proceed in one step, but molecular 
dynamics studies have shown that there is some time lag (or time interval) between forming the 
first and second bonds. This time separation (~100 fs) is much shorter than the lifetime of a 
detectable intermediate (108), thereby supporting the idea of an asynchronous concerted 
mechanism. The stepwise mechanism, however, cannot be discarded. Experiments and theoretical 
results revealed an electric field-catalyzed mechanism with a zwitterionic intermediate for the 
furan/maleimide DA reaction at high temperatures in a high voltage. (119, 120) A shift to a stepwise 
zwitterionic mechanism was also proposed for the hetero-DA reaction of ketones with electron-
rich dienes, and it was induced using chloroform as a solvent. (119, 121, 122) Zewail (1999), 
studying the femtosecond reaction dynamics of the retro-Diels-Alder reactions of norbornene and 
norbornadiene, concluded that both concerted and stepwise mechanisms are possible and that the 
asymmetry of the adduct, the barrier height, and the available energy are the controlling factors for 
the formation of nonconcerted trajectories involving a diradicaloid transition state. (123) 
 
Thus, furan–maleimide adducts are characterized by dynamic (weak) covalent bonds (‘a’ and ‘b’ 
in Figure 1.5) that are more labile and slightly longer than typical carbon-carbon covalent bonds. 
They are susceptible to clean cycloreversion under relatively mild conditions, which makes them 
attractive mechanophores when embedded in polymers and networks.(2, 48, 96, 124-127) 
However, although their retro-DA reaction has been studied at room temperature under ultrasound 
sonication (57, 96, 124), before our work, (47) there was not a detailed understanding of the rupture 
mechanism of these adducts under tension, in particular on the concerted or sequential nature of 
the reaction path.(57) Our study (47), discussed in Chapter 3, showed that the rDA reaction can 
follow a sequential mechanism when the adducts are pulled by asymmetric forces of strength larger 
than 1 nN. We provided evidence that the reaction pathway has an intermediate diradical state, 
which is more stable in the exo configuration, thereby explaining its lower lability as reported by 
recent sonication experiments. (48) The external force inhibits the concerted mechanism but 
enhances the sequential pathway, favoring the dissociation through diradical intermediates. 
 

1.3 Steering chemical reactivity with ultrashort light pulses 
1.3.1 Attochemistry 
The time scale of electronic motion in a molecule is of the order of an attosecond: it takes 150 as 
for an electron to orbit around the nucleus in the hydrogen atom.(31, 128) This is orders of 
magnitude faster than the motion of the nuclei. This implies that by manipulating the electronic 
density, we can steer the nuclear motion and control the reactivity in a molecule. Attosecond pulses 
provide a means to do so because the electrical field of the pulse interacts with the molecular 
system on the natural time scale of the electronic motion, producing a non-equilibrium electronic 
state of the molecule that can be exploited to control the motion of the nuclei, thereby directing 
the way the molecule chemically reacts or relaxes. This paves the way for a new branch of 
chemistry, known as attochemistry, whose aim is to directly influence the electronic motion with 
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attopulses to cleave or form chemical bonds in molecules selectively or to vary the branching ratios 
of a photoinduced reaction.  
 
When an attosecond pulse interacts with a molecule, because its duration is so short, the nuclei can 
be considered frozen, and only the electrons move. Therefore, the response of the molecule to the 
absorption of a photon from the light is a charge migration process (31, 129) that causes the 
redistribution of the electronic density. As the electrons migrate along the molecular backbone, the 
electron density increases in certain locations, and it is depleted in others, which ultimately causes 
the weakening or strengthening of covalent or non-covalent bonds once the nuclei begin to move. 
It is worth noting that as this process occurs so fast, the energy that can be transferred to the reactive 
modes as the nuclei begin to move is not redistributed to other modes in a statistical fashion as 
would be the case when exciting the molecule with longer pulses or with thermal excitation. This 
suggests the selectivity that can be achieved via excitation in the attosecond timescale.  
 

1.3.2 Femtochemistry: Photoinduced control with femtosecond pulses 
Before the development of attopulses at the turn of the XXI century, several experimental methods 
were proposed to exploit the quantum nature of light-matter interaction to design suitably tailored 
light fields capable of steering the molecule towards desired photoproducts. using longer pulses, 
of a duration of dozens of femtoseconds or longer, whose energy is narrower so that typically a 
single electronic state is selectively excited. The Tannor-Rice-Kosloff scheme (130) proposes to 
control the time delay between the incidence of two femtosecond laser pulses directed towards a 
molecule to assist the synthesis of different products on the ground state potential energy surface. 
The first “pump” pulse creates a localized nonstationary wavepacket on a single bound excited 
state, which then evolves freely until the “dump” strong pulse brings it down to the ground state 
along the desired reaction channel, allowing the wave packet to “jump” any barrier obstructing 
that channel.(131) By controlling the delay, it is possible to control the propagation time on the 
excited state potential energy surface and dump a specific wave packet on the ground state at a 
specific time so that it evolves to the targeted product. This methodology exploits the coherent 
nature of the exciting and stimulating pulses and the vibrational wave packet evolution dynamics 
during the time delay on a single excited electronic state. The pulse shapes, durations, and 
separations required to achieve selectivity of product formation depend on the properties of the 
singly excited state potential energy surface and of the ground state. (130) However, the 
applicability of the pump-dump approach was limited by the difficulty in determining the pulses 
needed to steer the reactants into a given reaction channel. A solution to this problem came from 
optimal control theory. (132-135) The idea is to find the optimum laser pulse, specifically designed 
for the molecule, to enhance a given reaction channel while suppressing the others (131). 
Theoretically, given a wavefunction Ψ(𝑡&) at a time 𝑡& the goal is to produce a wavefunction Φ at 
a later time 𝑡'concentrated in one of the exit channels of a bifurcating chemical reaction (136) such 
as  
 

AAB → AA + B													channel	A 
										→ A + AB													channel	B 
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The objective is then to maximize the functional 𝐽 = @ΨA𝑡'B|𝑃|ΨA𝑡'BE, where 𝑃 ≡ |Φ⟩⟨Φ| is the 
projection operator onto the state of interest, subject to physical and practical constraints such as 
fixing the total energy of the laser pulse. 
 
Brumer and Schapiro developed an alternative approach (136). It uses two monochromatic laser 
fields with commensurate frequencies to drive an initially pure molecular state through two or 
more independent coherent optical excitation routes. The resultant product probability displays 
quantum-mechanical constructive and destructive interferences between these two routes, whose 
magnitude and sign depend upon laboratory parameters. Properly controlling the fields' amplitudes 
and phases makes it possible to enhance one reaction channel while suppressing the others 
selectively. (131) 
 
The previous approaches relied on the ability to control experimental parameters of the laser 
pulses, such as the phase difference or the time delay. But recently, with the development of 
attosecond pulses (23, 27, 137), which allow the coherent excitation of several electronic states in 
molecules and the creation of electronic coherences in the Franck–Condon region, other degrees 
of freedom can be explored. For example, it has been shown that tuning parameters of the pulse, 
such as its carrier frequency, envelope duration, polarization, and carrier-envelope phase (CEP), 
provides control of the electronic motion in the initially pumped state and of the entanglement 
between the electronic and nuclear motions (38, 41-43) 

1.3.3 Control with attopulses 
In the literature, several reports of both experimental and theoretical works show examples of the 
application of attosecond pulses to steer chemical processes by exploiting the electronic 
coherences in the initial superposition state.  
 
Kling (2006) (138) reported the first example of femtosecond control of the motion of the electrons 
in a molecule driven by light. They studied the dissociative ionization of the deuterium molecule 
(D% → D( + D) triggered by few-cycle near-infrared laser pulses and showed that it is possible to 
control the localization of the electrons on the D+ ions before the dissociation takes place. Sansone 
(2010) (139) extended this work by designing a pump-probe experiment where they measured the 
localization of the electronic charge distribution within the D2 and H2 molecules with an attosecond 
time resolution. They employed an attosecond ultraviolet laser as a pump to ionize D2 and an 
intense few-cycle infrared pulse to probe the dissociation of the D2+ ion. The electronic localization 
is a consequence of the influence of the infrared laser on both the photoionization, by changing 
the wavefunction of the continuum electron, and the dissociation, by changing the wavefunction 
of the molecular ion. 
 
Znakovskaya (2009) (140) described experiments and full quantum calculations that achieved 
control over the electron dynamics in carbon monoxide (CO) by manipulating the CEP of phase-
stabilized 4 fs strong IR laser pulses. These pulses were utilized to dissociatively ionize the CO 
molecule, and the study highlighted a CEP dependence in the direction of the emitted ionic 
fragments. The experimental results revealed how varying the CEP affected the ionization process 
and the subsequent dynamics of the system, while the quantum mechanical calculations provided 
a mechanistic interpretation and understanding of the observed control. 
 



 20 

Ranitovic (2013) (141), in a groundbreaking study, introduced a method for coherently exciting 
and controlling the outcome of a simple chemical reaction in a deuterium (D₂) molecule. They 
demonstrated that it is possible to precisely control molecular dynamics on both nuclear 
(femtosecond) and electronic (attosecond) timescales. Additionally, they showed that the 
population of electronic excited states in a neutral molecule can be switched, enabling the coherent 
steering of excitation and ionization along specific pathways. To achieve this, they employed trains 
of attosecond vacuum ultraviolet pulses, which are tunable across the frequency domain. Selective 
bond-breaking was accomplished by manipulating both the excitation wavelength and the time 
delay between the pump and probe pulses 
 
Kraus (2015) (29) resolved spatially and temporally the charge migration of an electron hole right 
after the ionization of iodoacetylene (HCCI) with an intense IR laser field using High Harmonic 
Spectroscopy which allows for reconstructing both the amplitude and phase of the superposition 
of electronic states produced by strong-field ionization with a resolution of approximately 100 as 
They also demonstrated extensive control over charge migration on a purely electronic time scale 
by controlling the direction of polarization of the IR pulse for exciting oriented molecules.  The 
use of different driving wavelengths also provided the ability to tune the electron dynamics, 
revealing how the spatial configuration and laser parameters influence charge migration. An 
ultrashort period of about 2 fs was reported for the charge migration, showing that it takes place 
before a significant onset of nuclear motion, in agreement with the theoretical prediction for charge 
migration in short oligo-peptide cation previously reported (31). 
 
Li (2015) (30) reported the experimental control of the spatial localization of the out-of-
equilibrium electronic excitation in the C60 fullerene using an intense few-cycle IR CEP-controlled 
4 fs pulse. The control is achieved by tailoring the CEP and the polarization direction of the pulse.                   
For CEP = 0, the electron density is localized. Charge migration between the top and the bottom 
of the C60 cage takes place on a period of 3.5 fs, faster than typical vibrational periods of the cage. 
 
Nikodem (2017) (37) investigated theoretically the nonequilibrium electronic dynamics in LiH 
induced by the interaction with strong ultrashort optical pulses coupled to nuclear motion including 
nonadiabatic effects. They show that switching the CEP from 0 to π controls the fragmentation 
yields of the different dissociation asymptotes. By changing the CEP, the electric field at its 
maximum can either point to the Li or to the H atom, which allows the selection of excited states 
with different polarities. This results in a different ionic character (Li)(H)! vs Li)!H)() in the 
nonstationary electronic wavepacket built at the end of the pulse, which in turn steers the nuclear 
dynamics to different dissociation products. The authors also demonstrated that the electronic 
coherences built with the pulse can be spectroscopically monitored by transient absorption, 
resulting from the interaction of the total molecular dipole with the electric field. This can be used 
as a probe of the phase of electronic coherences and the charge migration. 
 
In the thesis, we report our efforts to advance the understanding of molecular phenomena triggered 
by the interaction with ultrafast lasers in the attosecond time scale and how to exploit them to steer 
and control certain chemical reactions. We introduce a theoretical scheme (142) (Chapter 5, 
Section 5.1) that aims to measure the effects of the electronic coherences built with an ultrashort 
pulse by determining and analyzing the forces experienced by the nuclei as they move in coupled 
potential energy surfaces. In addition, we propose a numerical scheme (107) that we discussed in 
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detail in Chapter 5, Section 5.2. It is based on the singular value decomposition of the density 
matrix of an ensemble of randomly oriented molecules to compute and interpret the non-adiabatic 
dynamics in a much less time-consuming and memory-efficient way than the approaches utilized 
so far. 
 
We also studied the nonadiabatic dynamics of the ethylene cation following the sudden ionization 
and further excitation of a sample of the neutral molecule, using EUV pump pulses synthesized by 
HHG as the 9th, 11th, and 13th harmonics of IR pulses. It is reported in Chapter 4 and a recent 
publication submitted to J. Phys. Chem. Lett. Using a semiclassical surface hopping approach, we 
modeled the nonadiabatic dynamics of the cation and addressed important experimental questions 
such as why there is a strong isotope effect in the dissociation yields after H2/D2-loss and H/D-
loss. We found that the slower motion of the wavepacket in the deuterated cation favors the 
relaxation to the ground state D0 through a planar conical intersection that constrains the 
distribution of geometries, enhancing the three-photon resonant photoionization to D3 that is 
induced by the IR probe in the experiments. Our theoretical computations found a period of ~ 50 
fs in the oscillations of the yields, which agrees with the experiments carried out on the deuterated 
molecule. 

1.3.4 High harmonic generation of attosecond pulses 
When an intense laser pulse is directed towards a gas, plasma, solid, or liquid sample, it can induce 
multiphoton ionization, which is the source of several phenomena such as high harmonic 
generation, multiphoton two-electron ejection, and very high energy above-threshold-ionization 
electrons. They all arise from the interaction between the ejected electrons and ion parents since 
once the ionization takes place, there is a significant probability of finding the electron in the 
vicinity of the parent ion for one or more laser periods. (143) So strictly speaking, even though the 
photon beam can remove the weakest bounded electrons from the material, they can be accelerated 
back and forth by the oscillatory field of the pulse and follow trajectories around the ion that can 
lead to recollision and recombination events. This recombination process releases energy in the 
form of photons. 
 

 
Figure 1.6. Illustration of the high harmonic generation process that allows the synthesis of 
XUV/soft X-ray attosecond pulses from an intense IR laser source. The IR in yellow causes strong 
field ionization of the atoms in the target sample, which leads to the ejection of the photoelectron 
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(a). The electron is then accelerated forward (b) and backward (c) in the field, moving around the 
parent ion. Due to the recombination of the electrons, carrying already kinetic energy from the 
field, with the parent ions, the excess energy is released as a photon with a higher frequency 
corresponding to harmonics of the IR driving pulse (d). This figure has been adapted from ref (25). 
 
The attopulses that are used in the experiments to steer chemical reactions with light coherently 
are typically produced from the high harmonic generation (HHG) process driven by an intense 
near-IR femtosecond laser. This non-linear process leads to the emission of XUV or soft X-ray 
photons whose frequency is a high harmonic of the driver laser frequency. The formation of an 
attosecond pulse occurs during every optical half-cycle of the driver laser when the probability of 
electron ejection is sufficiently high, and the femtosecond laser is linearly polarized. (144) In 
practice, this produces a train of XUV/soft X-ray pulses (145) with a duration that is a small 
fraction of the optical cycle of the driver laser. In rare gas atoms, due to spherical symmetry, the 
harmonics are odd multiples of the frequency of the driver laser. (144) 
 
But in the context of pump-probe experiments, a train of pulses is not ideal; instead, a single 
attosecond pulse must be isolated. This can be achieved by restricting the number of cycles in the 
driver NIR laser, which ensures that the ejection of electrons occurs during the most intense part 
of the laser pulse (temporal selection). (144) By further selecting only the highest-energy XUV 
photons produced during this phase (spectral selection), an isolated attosecond pulse can be 
generated. Krausz and others (146) reported for the first time the generation of an isolated 
attosecond pulse employing extremely short, few-cycle lasers. They demonstrated its application 
in tracing the electronic dynamics with a time resolution of ≤ 150 attoseconds. 

1.4 Outline 
Chapter 2 introduces the electronic structure and molecular dynamics methods used in our work 
in mechanochemistry and attochemistry. Special attention is given to the description with 
multireference quantum chemistry calculations of the open-shell diradical species that are 
intermediates in the furan/maleimide cycloreversion, and that require more careful treatment of 
the electronic structure than the adducts or the furan and maleimide species. We explain how to 
model molecules photoexcited by ultrashort attosecond laser pulses, typically synthesized via high 
harmonic generation (HHG) from a plasma gas. This mode of excitation differs from 
mechanochemistry in that instead of using an external mechanical force acting directly on the 
nuclei to steer chemical reactions, optical pulses are used where the electric field is the force acting 
on both negatively charged electrons and positively charged nuclei in the molecule. Attopulses are 
short enough to address selectively electrons in molecules. Because of their small mass, the 
electrons are set in motion by the electric field in an ultrafast timescale and the nonstationary 
electronic density can be used to steer the motion of the nuclei. In contrast, the external mechanical 
force acts only on the nuclei on a much slower timescale. In Chapter 2, we describe the quantum 
mechanical treatment of the molecule and the semiclassical treatment of its interaction with the 
electric field of the pulse. The attopulses are modeled with a Gaussian envelope applied to a 
sinusoidal carrier wave. Their properties are highly controllable in the experiments, offering great 
potential for exploring and steering reactivity in molecules. We provide the formalism for the time 
propagation of the time-dependent Schrödinger equation (TDSE) on a grid of nuclear coordinates, 
where the electronic potential energies, non-adiabatic couplings, and transition dipoles are 
precomputed to construct the matrix of the Hamiltonian. This method allows us to study the 
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interaction of the LiH/LiT molecules with attosecond pulses (Chapters 5 and 6) and the ultrafast 
relaxation of the CD4+ cation following sudden ionization of the neutral molecule (Chapter 7). In 
addition to analyzing the discretization of the wavefunction and the process of constructing the 
matrix of the Hamiltonian, accounting for nonadiabatic couplings and light-matter interactions, we 
also describe the computational implementation. For example, we discuss the Runge-Kutta method 
used to solve the TDSE numerically. Finally, we explore methodologies for studying the 
nonadiabatic dynamics of larger molecules. In particular, we describe the surface hopping (SH) 
method, which treats the nuclei classically while treating the electrons quantum mechanically. We 
applied this method to the study of the ethylene cation presented in Chapter 4, using the SHARC 
program. We highlight crucial aspects of the SH method, particularly the importance of generating 
a correct sample of initial conditions from the Wigner distribution, which enables accurate 
characterization of the molecule in its ground electronic and vibrational state before sudden 
excitation by the pulse. The sudden ionization process is described using the Franck-Condon 
principle for the ethylene and the methane cation. 
 
Chapter 3 discusses the mechanical activation of proximal endo and exo furan/maleimide adducts 
under external forces, such as those exerted on both ends of a single polymer chain by an atomic 
force microscopy (AFM) cantilever. The polymers studied are made of polymethyl acrylate units 
with a furan/maleimide mechanophore located in the center. We model the retro-Diels-Alder (rDA) 
reaction responsible for the rupture of two bonds in the furan/maleimide adducts, forming the 
stable molecules furan and maleimide, which we call scissile bonds. We present state-of-the-art 
computational methodologies used to simulate the stretching of the mechanophore under external 
force. Additionally, we analyze the approach employed to estimate free energies and rates from ab 
initio computations. Switching of the mechanism under force has been reported for another type 
of pericyclic reaction forbidden by the Woodward-Hoffmann rules on the ground electronic state. 
(8, 72) Here, we report a switch in the mechanism of the furan/maleimide rDA reaction, a [4+2] 
reaction that is allowed by WH rules on the ground electronic state, under external force, from the 
typical concerted mechanism, where both bond ruptures occur simultaneously, to a sequential 
mechanism. This mechanism is mediated by a diradical intermediate, with the two bond ruptures 
occurring at different times. These findings have been published in (47).  
 
Chapter 4 presents our study on the nonadiabatic dynamics of deuterated and hydrogenated 
ethylene cations triggered by excitation with the 13th, 11th, and 9th EUV harmonics synthesized 
from an IR driver pulse. This work was carried out in collaboration with the group of Mauro Nisoli 
(Politecnico di Milano). We describe in detail the motivation for this study and present our 
theoretical results, which help explain the experimental observations. In the experiments, the pump 
few-fs EUV pulses are broad-in-energy, meaning that when they interact with the neutral ethylene 
molecule, they ionize the molecule and create the cation in a superposition of several electronic 
states. Due to the complexity of this phenomenon, we do not strictly model it in our computations. 
Instead, we approximate the process by considering a sudden ionization of the neutral ground state 
to the four lowest excited states of the cation: D0, D1, D2, and D3. Using experimentally measured 
photoionization cross-sections, we extrapolate our insights from the dynamics to provide a relevant 
interpretation of the physics and chemistry underlying the experimental observations. Particularly, 
we explain the mechanism by which the isotopic substitution stabilizes the oscillations in the 
dissociation yields of the cation. We corroborate the mechanism of three-photon resonant 
excitation from the ground state D0 of the cation to the excited state D3, as discussed in ref (147), 
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which leads to higher differential dissociation yields. In addition, we discuss that the isotope effect 
originates from the dynamics of the excited wavepacket through the network of conical 
intersections. As shown in the chapter, one of the main planar conical intersections between D0 
and D1 is favored due to the slower motion of the deuterated wavepacket compared to the 
hydrogenated one. The passage through this conical intersection constrains the distribution of 
geometries that reach the ground state to have an elongated CC bond and activated torsional 
motion. These geometries favor the re-excitation to D3 due to a large transition dipole D0/D3. 
Additionally, the activated torsional motion has a period of ~ 70 fs in the hydrogenated ethylene 
cation, while in the deuterated case, it is ~ 100 fs. This means the molecule is planar every 50 fs, 
explaining the period found in the experiments, particularly noticeable in the deuterated molecule. 
This work has been submitted for publication and is under revision. 
 
Chapters 5 and 6 summarize our work in attochemistry that contributed to advancing the 
attosecond science field to achieve the goal of steering and controlling chemical reactivity by 
exploiting the electronic coherences induced by attopulses. In Chapter 5, we present a theoretical 
formalism we developed and published (142) to compute the forces exerted by the vibronic 
wavepacket on the nuclei during and after the interaction of the molecule with the electric field of 
the pulse, using the dipole approximation. This method, derived from the Ehrenfest theorem in 
quantum mechanics, provides a theoretical framework to monitor the force on the nuclei exerted 
by the vibronic wave packet to changes in the parameters of the pulse. Specifically, we investigate 
how altering the carrier-envelope phase (CEP) of the pulse can tune the composition of the 
wavepacket, which is built as a superposition of several electronic states. This, in turn, affects the 
forces acting on the nuclei during the dynamics, thereby influencing the nuclear motion and 
reactivity. We present numerically converged results for the wave packet dynamics of LiH and LiT 
molecules excited by broad-in-energy CEP-controlled NIR pulses and a VIS pulse.  
 
In Chapter 6, we discuss a method for simplifying the treatment of an ensemble of randomly 
oriented molecules interacting with an electric field, a more realistic scenario in the experiments 
compared to assuming a specific molecular orientation with respect to the polarization direction 
of the field. In the molecular frame, this can be achieved by sampling many orientations of the 
pulse polarization with respect to the molecule from the unit sphere, integrating the TDSE for each 
orientation, and then averaging the resulting dynamics over the pulse polarization direction. 
However, this approach proved computationally expensive. To address this, we developed and 
published a computational scheme (107), based on singular value decomposition (SVD) of the 
matrix of the wavefunctions for all the sampled orientations at the end of the pulse. We explain 
this method in the chapter and demonstrate its application to the efficient modeling of the dynamics 
in an ensemble of randomly oriented LiH molecules. After the pulse, only a few principal 
orientations remain, and we can explore how these principal orientations influence the quantum 
dynamics, providing insights into the stereodynamics of the ensemble. We demonstrate the 
method’s efficiency, as it leads to massive data compaction and saves computational time and 
resources.  
 
Chapter 7 discusses perspectives and ongoing efforts that advance the research presented in the 
thesis in both mechanochemistry and attochemistry fields. Concerning mechanochemistry, we 
discuss future work, including the modeling of the stretching of the furan/maleimide adducts with 
additional PMA units and the inclusion of solvent effects. Based on the literature analysis and 
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preliminary studies presented in this chapter, we propose two methodologies to describe the 
combined effects of the external force on the polymer and mechanophore. The first, Ab-initio 
Steered Molecular Dynamics (AISMD), is well-suited for studying polymers with a few PMA 
units, allowing observation of the dynamics of the bond breaking at a fixed external force. The 
second approach, classical Steered Molecular Dynamics (SMD), is suitable for modeling constant-
velocity pulling experiments done in the single-molecule force spectroscopy (SMFS) field. While 
less accurate due to the use of force fields like Amber to model the potential of the ground 
electronic state of the molecule, SMD is computationally more efficient and enables the modeling 
of complex systems, such as large polymer chains surrounded by thousands of solvent molecules. 
SMD can also be combined with a QM/MM method to treat quantum-mechanically the 
mechanophore, enabling the description of bond-breaking events while the polymer chains are 
treated classically. In attochemistry, we discuss our current efforts to extend the method introduced 
in Chapter 5, which computes the force of the wave packet on the nuclei. We show preliminary 
results related to the analysis of the forces in the system studied in Chapter 6, which corresponds 
to an ensemble of randomly oriented LiH molecules interacting with the electric field of an 
attopulse. We examined the components of the force arising for each of the principal orientations 
of the electric field, determined by SVD. We also apply the methodology of the vibronic force to 
study a system with more than one nuclear degree of freedom such as the CD4+ cation using the 
potential energy surfaces and electronic structure data of a previous work. (148) 
   
Finally, in Chapter 8, we revisit the key results presented in this thesis and discuss their broader 
impact and significance for both mechanochemistry and attochemistry. We emphasize the 
understanding gained throughout this research, aiming to advance the control of chemical 
reactivity using external perturbations, such as mechanical forces or light pulses. 
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2.1 Electronic Structure Methodologies 
2.1.1. Introduction to quantum chemistry 
Atoms and molecules are among the most complex physical systems exhibiting quantum behavior 
because they are many-body correlated systems with a large number of interacting particles. 
Therefore, an accurate description of the molecular properties and phenomena that determine 
chemical reactivity and properties must satisfy the rules of quantum mechanics. The application 
of quantum mechanics to chemistry dates from the very beginning with the development of valence 
bond theory and shortly after molecular orbital theory, both aiming to explain the nature of a 
chemical bond. Since then, the field of quantum chemistry has grown robust with a series of 
developments of more sophisticated theoretical methods capable of describing more complex 
molecules, whether due to their size or due to the complexity of their electronic structure. 
 
Molecules are composed by positive nuclei and negative electrons interacting by pairs through 
Coulomb interactions, and all the physical properties and reactivity are determined by the interplay 
between those constituent particles. The geometry of a molecule is determined by the positions 
adopted by the nuclei, which remain bound thanks to favorable electronic localization. From a 
quantum mechanical point of view, the state of the molecule can be expressed by a wavefunction 
Ψ(𝐫, 𝐑, 𝑡) that depends on the Cartesian coordinates of all nuclei (𝐑) and electrons (𝐫) and on time. 
The wavefunction is a mathematical construction that aims to represent the quantum mechanical 
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nature of a molecular system. For a wavefunction to have physical meaning, it must be single-
valued, continuous, and quadratically integrable. These conditions ensure that its square modulus 
|Ψ(𝐫, 𝐑, 𝑡)|! can represent the probability density of the system. (1) 
 
The time evolution of the wavefunction is dictated by the time-dependent Schrodinger (TDSE) 
equation: 

𝑖ℏ
𝜕
𝜕𝑡
Ψ(𝑟, 𝑅, 𝑡) = 𝐻0	Ψ(𝑟, 𝑅, 𝑡)	 (2.1) 

 
Where 𝑖 = √−1 is the imaginary unit,  Ψ(𝑟, 𝑅, 𝑡) is the wavefunction, and 𝐻0 is the Hamiltonian 
operator. The Hamiltonian determines the total energy of the molecule, including both kinetic 
energy and potential energy. The kinetic energy measures the interactive motion of electrons and 
nuclei of the molecule. The potential energy accounts for the interactions between the particles. 
 
For a polyatomic molecule with K nuclei and N electrons, the Hamiltonian	can be expressed as 
follows:   
 

𝐻0 = 𝑇8 + 𝑉8 = 𝑇8" + 𝑇8# + 𝑉8"" + 𝑉8"# +	𝑉8## (2.2) 
   

where 𝑇8" is the kinetic energy operator of the nuclei and 𝑇8# that of the electrons. The potential 
energy operator has three contributions: 𝑉8"" which arises from the electrostatic repulsion between 
the positively charged nuclei, 𝑉8## which comes from the electrostatic repulsion between the 
negatively charged electrons, and finally, 𝑉8"# is due to the electrostatic attraction between the 
electrons and the nuclei, as they have opposite charges. Each term can be expressed in atomic 
units, as shown in Equations 2.3a to 2.3e. 
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where 𝐴 and 𝐵 indices designate nuclei, 𝑖 and 𝑗 electrons, 𝐑%, 𝑀%, and 𝑍% stand for the position, 
the mass and the charge of the nucleus 𝐴, while 𝐫( indicates the position of the electron 𝑖. In atomic 
units, the mass of the electron, its charge, the reduced Planck constant ℏ , and 4𝜋𝜖, (with 𝜖, being 
the vacuum permittivity constant) are all set to 1. 
 
For a molecule that experiences no time-dependent external forces, the potential energy depends 
only on nuclear and electron coordinates but not on time. When the system is in an eigenstate of 
the time independent molecular Hamiltonian, 𝐻0 (Eq. 2.2) , the temporal and spatial dependences 
of the wavefunction can be separated as shown in Equation 2.4: 
 

Ψ(𝐫, 𝐑, 𝑡) = ψ(𝐫, 𝐑)𝑒-(./ ℏ⁄ 	 (2.4)	
	
Where Ψ(𝐫, 𝐑, 𝑡) is the total time-dependent wavefunction, ψ(𝐫, 𝐑) is the spatial wavefunction 
which depend only on the position of the electrons and nuclei, and is in an eigenstate of the 
stationary Hamiltonian, 𝐻0 with energy E (Eq. 2.5) and 𝑒-(./ ℏ⁄  is the corresponding time-dependent 
phase factor. 
 
The eigenvalue equation   
 

𝐻0|𝜓⟩ = 𝐸|𝜓⟩	 (2.5) 
 
is the time-independent Schrödinger equation (TISE) where |𝜓⟩ ≡ ψ(𝐫, 𝐑) is the spatial 
wavefunction. Using the spectral theorem, we can expand a given state wavefunction into a 
complete orthonormal system of energy eigenstates |𝑛⟩ with coefficients 𝑐2, as shown in 
Equation 2.6. 
 

|𝜓⟩ =;𝑐2|𝑛⟩
2

, 𝑐2 = ⟨𝑛|𝜓⟩	 (2.6) 

 
In the TISE, the wavefunction is typically expressed as a function of spatial coordinates and 
solving it for larger systems becomes increasingly computationally challenging due to the high 
dimensionality involved. The molecular wavefunction ψ(𝐫, 𝐑) depends on 6𝑀 degrees of freedom, 
where 𝑀 is the total number of particles in the system, including both nuclei and electrons. 
Consequently, the dimensionality of the wavefunction increases rapidly with the size of the 
molecule.  
 
The main difficulty in solving the TISE for interacting systems arises from the inability to fully 
separate the nuclear and electronic coordinates. The motion of all the particles is coupled through 
the terms 𝑉8"" , 𝑉8"# , 𝑉8## in the Hamiltonian (Eq. 2.2), which represents nucleus-nucleus, nucleus-
electron, and electron-electron interactions. This coupling makes the TISE Schrödinger equation 
unsolvable exactly for all but the simplest systems. 
 
The first approximation that is made to simplify the solution of the TISE Schrödinger equation is 
the Born-Oppenheimer (BO) approximation, in which the total wavefunction at every fixed 
position of the nuclei can be written approximately as the product of an electronic wavefunction 
(𝜙#3(𝐫; 𝐑)), parametrically depending on 𝐑, and a nuclear wavefunction 𝜒(𝐑). 
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ψ(𝐫, 𝐑) ≈ 𝜙#3(𝐫; 𝐑)𝜒(𝐑) (2.7) 

 
The BO approximation is based on the fact that the ≈ 2000 larger mass of the nuclei compared to 
that of the electrons causes the nuclear motion to be much slower than the electronic motion. This 
means that the electrons, moving quickly, have enough time to adjust to every nuclear 
configuration. In other words, the BO approximation implies that the electrons are in equilibrium 
with the nuclei for each new position of the nuclei. This allows us to simplify the solution of the 
TISE by finding the electronic configuration that is in equilibrium with fixed nuclear positions, 
effectively treating the nuclear repulsion term 𝑉8"" as a constant and the term 𝑉8"# at a fixed position 
of the nuclei, thereby depending only on the electronic coordinates, r. The stationary Schrödinger 
Equation for the electrons, SE, then becomes a variational problem, expressed by the eigenvalue 
equation: 
 

𝐻0#3𝜙#3(𝐫; 𝐑) = 𝐸#3𝜙#3(𝐫; 𝐑) (2.8) 
 
Where 

𝐻0#3 = 𝑇8# + 𝑉8"# + 𝑉8## = −
1
2;∇(! +;𝑣(𝐫() +;;

1
𝑟(+(*++

"

(45

"

(45

	 (2.9) 

 
is the electronic Hamiltonian operator, in atomic units, that acts solely on the electronic coordinates 
𝐫 at each fixed position of the nuclei. The first term, 𝑇8# = − 5

!
∑ ∇(!"
(45 , (Eq. 2.3b) represents the 

electronic kinetic energy. The second term, 𝑉8"# = ∑ 𝑣(𝑟()"
(45 ,	corresponds to the attractive 

potential energy due to the interaction between the electrons and the static nuclei (Eq. 2.3d) . The 
third term, 𝑉8## = ∑ ∑ 5

6"#(*++  (Eq. 2.3e) describes the electron-electron repulsion, where 𝑟(+ is the 

distance between electrons 𝑖 and 𝑗.  
 
The second term in Equation 2.9, involves the potential 𝑣(𝐫(), which accounts for the interaction 
between electron 𝑖 and the static nuclei. It is defined as: 
 

𝑣(𝑟() = −;
𝑍%
𝑟%(

"

%

	 (2.10) 

 
Here, 𝑍% is the charge of nucleus 𝐴 and 𝑟%( =	 |𝐑% − 𝐫(|	is the distance between electron 𝑖 and 
nucleus 𝐴. Since the nuclei are external to electron system, 𝑣(𝐫() is referred to as the external 
potential. The external potential varies for each geometry of the molecule because it is determined 
by the positions and composition of the nuclei.  
  
Solving the eigenvalue equation, Equation 2.8, yields a set of orthonormal eigenfunctions 
representing the "adiabatic" electronic states 𝜙#3(𝐫; 𝐑), with the eigenvalues 𝐸#3(𝐑) 
corresponding to the electronic energies and defines the 𝑉"" term, the potential in which the nuclei 
are moving. The term "adiabatic" emphasizes the uncoupled nature of the nuclear and electronic 
motion in the BO framework.  
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Approximate solution of the SE equation 
Most quantum chemistry methods rely on the variational principle and perturbation theory to solve 
the SE. The variational principle applied to the SE states that for any trial wavefunction 𝜓/6(73, the 
expectation value of the electronic Hamiltonian gives an upper bound to the true ground state 
energy. The energy associated with the trial wavefunction is given by: 
 

𝐸/6(73#3 =
_𝜙/6(73#3 D𝐻0#3D𝜙/6(73#3 `
_𝜙/6(73#3 D𝜙/6(73#3 `

	 (2.11) 

 
The goal of the variational procedure is to minimize the energy 𝐸/6(73#3  with respect to the 
parameters of the trial electronic wavefunction. Two of the most important variational methods 
include the Hartree Fock (HF) method which is solved for the exact electronic Hamiltonian (Eq. 
2.9) and Density Functional Theory (DFT) where the electronic Hamiltonian is parametrized via 
a functional describing the electronic correlation and exchange interactions. Although the Hartree 
Fock method may not provide sufficient accuracy for many molecular systems, it serves as the 
foundation for more advanced electronic structure methods, such as Møller-Plesset perturbation 
theory and Complete Active Space Self-Consistent Field (CASSCF). We use the CASSCF 
methodology in this thesis to model the molecular systems studied in mechanochemistry and 
attochemistry. The CASSCF method is described in detail in Section 2.1. 
 
In the HF method, the ground state wavefunction of a system of N electrons is approximated as a 
single Slater determinant, ensuring the antisymmetry required by the Pauli exclusion principle 
 

Ψ89 ≡	𝜙#3(𝐫𝟏, 𝐫𝟐, … , 𝐫𝐍) =
1
√𝑁!

dd

𝜑5(1)𝛼(1) 𝜑5(1)𝛽(1) ⋯ 𝜑" !⁄ (1)𝛽(1)
𝜑5(2)𝛼(2) 𝜑5(2)𝛽(2) ⋯ 𝜑" !⁄ (2)𝛽(2)

⋮
𝜑5(𝑁)𝛼(𝑁)

⋮
𝜑5(𝑁)𝛽(𝑁)

⋱ ⋮
⋯ 𝜑" !⁄ (𝑁)𝛽(𝑁)

dd (2.12) 

 
Where 𝜑( represents a single-particle spatial orbital, the molecular orbitals (MOs), and 𝛼 and 𝛽 
are spin functions, corresponding to the two possible spin states: up and down. The spatial orbitals 
𝜑( are expressed as linear combinations of atomic orbitals (LCAO):  
 

𝜑( =;𝑐(=𝛾=
=

	 (2.13) 

 
where 𝛾= are the basis functions, and 𝑐(=	are the coefficients to be optimized, known as LCAO 
coefficients. The choice of the basis set of atomic orbitals is a critical aspect of any quantum 
chemistry method, as it determines the accuracy and efficiency of the calculation. A larger basis 
set provides a more accurate description of the molecular orbitals and thus the electronic structure, 
but at the cost of higher computational resources. Conversely, a smaller basis set reduces 
computational demand but sacrifices accuracy. 
 
The spin orbitals, denoted by 𝜙((𝐫), are formed combining the spatial orbitals with the spin 
functions: 
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𝜙((𝐫) = 𝜑((𝐫)𝜁>∕@ 		 (2.14) 

 
Where 𝜑((𝐫) is the spatial part of the orbital, and 𝜁>∕@ is the spin part, with 𝛼 and 𝛽 representing 
the spin-up and spin-down states, respectively. 
 
The HF wavefunction Ψ89, built as an antisymmetrized Slater determinant (as shown in Equation 
2.12), serves as a trial wavefunction in the variational procedure. The HF method iteratively 
minimizes the energy by varying the orbitals. This leads to the one-electron Fock equations (Eq. 
2.15), which leads to one-electron spatial wave functions, the MOs. 
 

𝐹8𝜑( = 𝜖(𝜑( 	 (2.15) 
 
Where 𝐹8 is the Fock operator, 𝜑( are the spatial orbitals, and 𝜖( are the corresponding energies. 
The Fock equations given in Eq 2.15, are applicable to closed-shell molecules, since only the 
spatial part of the spin orbitals is varied. In Section 2.1 we discuss how HF theory can be extended 
to model open-shell species. Fock operator is constructed as: 
 

𝐹8(𝐫) = ℎ8(𝐫) +;2𝒥p+(𝐫)
&∕!

+

−𝒦0+(𝐫) (2.16)	 

Where ℎ8(𝐫) is the core Hamiltonian defined by: 
 

ℎ8(𝐫) = −
1
2∇
0! + 𝑣(𝐫) (2.17) 

 
Where 𝑣(𝐫) = −∑ A!

|𝐑!-𝐫|%  is the nuclear attraction potential, defined in Eq. 2.10 above.	𝒥p+(𝐫) is 

the Coulomb operator, and 𝒦0+(𝐫) is the exchange operator, most easily defined via their action on 
the spatial orbitals 𝜑(, as shown below: 
 

	𝒥p+(𝐫)𝜑((𝐫) = rs𝜙+∗(𝐫D)
1

|𝐫 − 𝐫D| 𝜙+
(𝐫D)𝑑𝐫Dt 𝜙((𝐫) (2.18) 

𝒦0+(𝐫)𝜑((𝐫) = rs𝜙+∗(𝐫D)
1

|𝐫 − 𝐫D| 𝜙(
(𝐫D)𝑑𝐫Dt 𝜙+(𝐫) (2.19) 

To obtain a solution of the Fock equations, one expands the spatial orbitals 𝜑((𝐫) in a basis of 
atomic orbitals (Eq. 2.13) and varies the coefficients self-consistently, since the Fock operator 
depends on its own solutions because of the two electron integrals 	𝒥p+(𝐫) and 𝒦0+(𝐫). This leads to 
the Hall-Roothaan equations. 

2.1.2. Density Functional Theory 
Density functional theory (DFT) is a powerful and widely used method for calculating the ground 
state energy (𝐸,) of a molecular system, along with other related properties derived from the 
ground-state one electron density 𝜌,(𝐫). DFT emerged from decades of research aimed at finding 
a simpler alternative to the electronic wavefunction for describing and calculating the quantum 
state of a molecule. For a system of N electrons, the electronic wavefunction depends on 3𝑁 spatial 
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and 𝑁 spin coordinates, meaning it contains much more information than what is typically needed 
for calculating the observables of the system, which are averaged over the wave function. For 
instance, the matrix of the electronic Hamiltonian operator can be expressed in terms of one- and 
two-electron integrals, which only involve six spatial coordinates. (1) 
 
A breakthrough in this regard came from Hohenberg and Kohn, who demonstrated that for 
molecules with a non-degenerate ground state, the ground-state energy, wavefunction, and all other 
molecular electronic properties are uniquely determined by the ground-state one electron density, 
𝜌(𝑥, 𝑦, 𝑧). This result forms the foundation of the famous Hohenberg-Kohn Theorem, which 
marked the beginning of DFT's development and has since made it one of the most valuable tools 
in quantum chemistry for studying both molecular and solid-state systems. 
 
The Hohenberg-Kohn theorem implies the existence of a functional that relates the ground-state 
energy to the one electron density (see Equation 2.20).  
 

𝐸, = 𝐸,[𝜌,]	 (2.20) 
 
Where 𝐸, is the ground state energy, 𝐸,[⋅] is a functional of 𝜌,, and 𝜌, is the ground state electronic 
density. 
 
Every term in the purely electronic Hamiltonian (Eq. 2.9) is related to a molecular property 
determined by the ground-state electronic wavefunction, which, in turn, is determined by 
𝜌,(𝐫).	This leads to the expression of the density functional shown below: 
 

𝐸,[𝜌,] = 𝑇#| [𝜌,] + 𝑉}"#[𝜌,] + 𝑉}##[𝜌,]	 (2.21) 
  
Where the notation 𝑋} = _𝜙,#3D𝑋8D𝜙,#3`, represents the energy contribution from each operator in the 
electronic Hamiltonian (𝑋8 = 𝑇8#, 𝑉8"#, 𝑉8##). In particular, the term 𝑉}"#[𝜌,] = ∫ 𝜌,(𝐫)𝑣(𝐫)𝑑𝐫 (Eq. 
2.3d) is the known external potential energy, which depends directly on the external potential 𝑣(𝐫), 
Eq. 2.10, and thus on the positions of the nuclei. However, the functionals 𝑇#| [𝜌,] and 𝑉}##[𝜌,] are 
unknown, which limits the direct application of DFT to compute the electronic structure. These 
unknown functionals encapsulate the complex many-body interactions between electrons, 
electronic correlation and exchange terms. 
 
To overcome this challenge, Kohn and Sham devised a practical method for obtaining 𝜌, and for 
calculating 𝐸, from 𝜌,. They proposed mapping the intractable many-body problem of interacting 
electrons in the static external potential of the nuclei to a much simpler problem of non-interacting 
electrons moving in an effective potential. This approach follows a similar iterative process to the 
Hartree-Fock method, which also employs self-consistent field equations to determine molecular 
orbitals and ground state energies. The Kohn-Sham method considers a reference system of 
noninteracting electrons whose external potential energy function 𝑣6#E(𝐫() is chosen so that the 
reference ground-state electron probability density equals the exact ground-state density of the 
molecule of interest; i.e., 𝜌6#E(𝐫) = 𝜌,(𝐫).  
 
The expression of the total energy in Kohn-Sham density functional theory is given by: 
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𝐸,[𝜌,] = ∫ 𝜌,(𝐫)𝑣(𝐫)𝑑𝐫 + 𝑇}#
6#E[𝜌,] +

1
2∫ ∫

𝜌,(𝐫5)𝜌,(𝐫!)
𝑟5!

𝑑𝐫𝟏𝑑𝐫𝟐 + EFG[𝜌,]	 (2.22) 

 
Where 𝑇}#

6#Erepresents the kinetic energy of the reference non-interacting system. The first term, 
∫ 𝜌,(𝐫)𝑣(𝐫)𝑑𝐫, accounts for electron-nucleus attractive interactions, while the third term, 
5
!
∫ ∫ H$(6%)H$(6&)

6%&
𝑑𝐫𝟏𝑑𝐫𝟐, quantifies the classical Coulomb electron-electron repulsion. In contrast, 

the exact form of the exchange-correlation energy functional EFG[𝜌,] is unknown and must, 
therefore, be approximated. Many exchange-correlation functionals have been developed, each 
optimized for modeling different molecular properties. Therefore, selecting the appropriate 
exchange-correlation functional in DFT calculations is crucial, as much as selecting the atomic 
orbital basis set. For example, in our work in mechanochemistry, we use a ωB97XD functional 
which is well-suited for modeling long-range interactions critical to stabilizing the diradical 
species formed when the furan/maleimide molecule breaks in a single bond. 
 
The Kohn-Sham wavefunction is a single Slater determinant constructed from a set of orbitals 
obtained by solving the eigenvalue Kohn-Sham equation:  
 

�−
1
2∇

! + 𝑣#EE(𝐫)� 𝜃(&K(𝐫) = 𝜖(𝜃(&K(𝐫)	 (2.23) 

 
Where 𝜖( is the orbital energy corresponding to the Kohn-Sham orbital 𝜃(&K, a set of single-particle 
orbitals resembling the Hartree-Fock orbitals. The term 𝑣#EE(𝐫) is the effective potential defined 
as: 
 

𝑣#EE(𝐫) = 𝑣(𝐫) + ∫
𝜌,(𝐫D)
|𝐫 − 𝐫D|

𝑑𝐫D +
𝛿𝐸LM[𝜌,]
𝛿𝜌,(𝐫)

	 (2.24) 

 
Here, 𝑣(𝐫) is the external potential from the fixed nuclei, ∫ H$N𝐫'O

|𝐫-𝐫'|
𝑑𝐫D is the Hartree potential, 

which represents the electrostatic repulsion interaction between the electrons, and P.()[H$]
PH$(𝐫)

 is the 
exchange correlation potential. 
 
The density is obtained from the Kohn-Sham orbitals as follows: 
 

𝜌,(𝐫) =;�𝜃(
(&K)(𝐫)�

!
"

(

	 (2.25) 

 
The Kohn-Sham method is variational in nature but applied to a parametrized electronic 
Hamiltonian because of the parametrization of the functional. Initially, a guess for the density 
𝜌,(𝐫)	is used to construct an effective potential 𝑣#EE(𝐫). This potential is then used to solve the 
Kohn-Sham equations for the single-particle orbitals 𝜃(&K(𝐫), which are developed in an atomic 
basis set. These orbitals are optimized by varying the LCAO coefficients similar to the Hartree-
Fock method (Eq. 2.13). From the resulting orbitals, a new density is computed, which is used to 
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calculate a new effective potential and solve the Kohn-Sham equations again. This process is 
repeated until the energy is minimized, and the density converges to a self-consistent value. 

2.1.3. Modeling systems with strong correlation 
Unrestricted HF and DFT  
To describe species exhibiting strong correlation, such as systems with a degenerate ground state, 
more than a single Slater determinant must be used. In HF or DFT, this can be addressed using an 
unrestricted formalism, where the ⍺ and β spin orbitals are treated independently, allowing each 
electron to occupy a different spatial orbital (see Figure 2.3).(2) This means that in both 
unrestricted HF (UHF) and unrestricted DFT (UDFT), the spin-orbitals are not restricted to having 
the same spatial orbital for electrons with different spins, which allows to describe well diradical 
species and homolytic bond rupture. 

 
Figure 2.1 Contrary to the restricted formalism where spatial function representing electrons 
with different spin in an orbital is the same, in the unrestricted formalism the two electrons are 
treated independently. 
 
In the case of systems with an even number of electrons, such as the furan/maleimide compounds, 
when computing the singlet ground electronic state, we need to ensure that the spin symmetry of 
the initial guess orbitals is broken, (3) otherwise, the algorithm used to solve the one electron 
electronic eigenstate equation  (2.15 for HF and 2.23 for DFT) would not converge to the correct 
open-shell solution. This can be done by mixing the HOMO and LUMO orbitals of the guess and 
performing a stability analysis to ensure that the solution wavefunction is a minimum and it does 
not suffer from spin-contamination. We utilized the internal stability analysis tool available Q-
Chem(4) which will automatically displace the MOs and redo the calculation if an unstable 
wavefunction is obtained. Although, the UDFT methodology can describe correctly the geometries 
of the diradical species as well as the sequential reaction pathway under force, a more robust multi-
reference method is needed to better characterize the electronic structure of the furan/maleimide 
diradicals, enabling the assessment of phenomena such as the singlet/triplet degeneracy and charge 

𝜑𝑗𝛼 𝜑𝑗
𝛽𝜑𝑗

Spin orbital

𝜙𝑖 𝐱 = 	
𝜑𝑗 (𝐫)𝛼(𝜔)
𝜑𝑗 (𝐫)𝛽(𝜔)

Spatial function

Spin functions
𝜙𝑖 𝐱 = 	

𝜑𝑗𝛼 	(𝐫)𝛼(𝜔)

𝜑𝑗
𝛽 𝐫 𝛽(𝜔)

Restricted formalism Unrestricted formalism
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delocalization. For this purpose, we selected the CASSCF formalism, which gives a good 
compromise between accuracy and computational cost, to model the furan/maleimide 
mechanophores under force. 

2.1.4. The multireference CASSCF approach 
In multiconfigurational self-consistent field (MCSCF) theory (5-7) the many N-electron 
wavefunction is expressed as a linear combination of Slater determinants or configuration state 
functions (CSF), (Equation 2.20  below).  

|ΨSTUTV >	= 	;𝑐(|Φ( >
(

 (2.26) 

A CSF, |Φ( >, is a linear combination of Slater determinants that form a spin-adapted  many 
electron wavefunction that is an eigenfunction of both the total spin operator (𝐒8𝟐) and the spin 
projection operator (𝐒8𝐳). The CSFs provide a more compact basis set of the multi determinantal 
electronic wave function of the system, with fewer terms than in an expansion in Slater 
determinants, and with the correct spin symmetry imposed. (8) 
 

The MC-SCF energy is written as follows: 

 ESTUTV =	 _ΨSTUTVDH0XYXGDΨSTUTV` 	= 	;_𝜑(Dℎ8D𝜑+`𝛾(+ 	+ 	
1
2;�𝜑(𝜑+|𝜑Z𝜑3�Γ(+Z3
(+Z3(+

 (2.27) 

 

_𝜑(Dℎ8D𝜑+` 	= 	s𝑑𝐫5𝜑(∗(𝐫5)ℎ8𝜑+∗(𝐫5) 

�𝜑(𝜑+|𝜑Z𝜑3� 	= 	ss𝑑𝐫5𝑑𝐫!𝜑(∗(𝐫5)𝜑Z∗(𝐫!)
1

|𝑟5 − 𝑟!|
𝜑+∗(𝐫5)𝜑3∗(𝐫!) 

 

 

where ESTUTVdenotes the MC-SCF energy and H0XYXG the electronic Hamiltonian which has been 
expressed in terms of the one-electron integral _𝜑(Dℎ8D𝜑+`,	 ℎ8 is the one-electron Hamiltonian, and 
the two-electron integral �𝜑(𝜑+|𝜑Z𝜑3�. The 𝛾(+ and Γ(+Z3, are the reduced one- and two-electron 
transition density matrices, defined from the CI coefficients and the generators of the Lie Algebra 
of the unitary group 𝑈(𝑛), where 𝑛 is the number of orbitals.(5) 
 
During a MC-SCF calculation both the expansion coefficients 𝑐( and the orthonormal orbitals 𝜑( 
contained in the CSF |Φ( >	are simultaneously self-consistently optimized. They are expressed 
as a linear combination of atomic orbitals with LCAO coefficients. This optimization is a very 
difficult computational variational problem since the MC-SCF energy function (Equation 2.27) is 
highly nonlinear, with potentially many local solutions.  
 
This means, in practice, that even for small molecules it is not feasible to include all possible 
configurations  |Φ( >	that can be generated from the full orbital Hilbert space of the molecule. 
Instead, a select a subset of configurations relevant to the chemical problem being modeled must 
be selected. These determinants can either be chosen manually, based on intuition or prior 
knowledge of the system, or systematically by selecting all possible determinants formed within a 
specific set of "active" molecular orbitals. The latter approach is known as the complete-active-
space self-consistent-field (CASSCF)  method(6). CASSCF streamlines the  configuration 
selection process, by focusing only on the molecular orbitals that significantly contribute to the 
chemical process. In this method, the orbital space is divided into a set of "active" orbitals, while 
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the remaining orbitals have fixed electron occupations or are not optimized, thereby reducing 
computational complexity. We used for CASSCF calculations, the program Multi(9-12) available 
in the Molpro (13, 14) quantum chemistry package. In Multi, the orbital space can be partitioned 
into four subgroups: (Figure 2.2)  
 
1) a set of frozen orbitals which are doubly occupied in all configurations, and that are not 
optimized,  
2) a set of closed orbitals which are also doubly occupied but their coefficients are optimized 
during the MC-SCF procedure, 
3) a set of active orbitals with no restriction on their occupations and that are optimized, and 
4) a set of virtual orbitals, which remain unoccupied in all configurations and their coefficients 
are not optimized. 
 
Along with the number of active orbitals, a set of 'active' electrons must be specified in order to 
build all possible configurations within the active space. Both the 𝑐( coefficients and the molecular 
orbital LCAO coefficients are variationally optimized using the configurations generated under 
the complete active space (CAS) restrictions. This approach allows moderately sized systems to 
be studied when the active space is relatively small. On modern computing architectures, active 
spaces up to approximately 18 electrons in 18 orbitals (~ 2×109 determinants) can be handled. 
 

 
Figure 2.2. Partition of the total orbital space in the CASSCF methodology. 



 45 

 
The small number of active orbitals that can be treated in MCSCF theory usually makes it 
impossible to treat dynamical correlation. Therefore, only a qualitatively correct description of the 
electronic system can be expected. (8) Nevertheless, CASSCF excels at treating the static 
electronic correlation present in open-shell systems like diradicals due to its inherent 
multideterminantal character. To describe correctly an open-shell singlet, two Slater determinants 
are needed. An illustration of the multiconfigurational structure of the singlet open-shell 
wavefunctions in diradicals is shown in Figure 2.3. 

 
Figure 2.3. The singlet open-shell wavefunction is given by a linear combination of the two 
configurations |𝛷[ > and |𝛷- >, in which the ionic terms cancel, resulting in a covalent state: 
the singlet diradical. The natural orbitals show the localization of the HOMO and LUMO on 
different parts of the molecule, and they are occupied by 1e-, which are manifestations of the 
diradical state. 
 
In CASSCF, various types of molecular orbitals can be used to construct an initial guess for the 
wavefunction in the variational procedure, with converged Hartree-Fock canonical orbitals being 
a popular choice. Unlike in HF and most wavefunction-based methods, the orbitals obtained in 
CASSCF are not ranked by energy but by occupation. These orbitals, called natural (localized) 
orbitals (15), diagonalize the one-electron density matrix. Canonical orbitals are not reported 
because the CASSCF wavefunction is invariant to unitary transformations, such as rotations within 
the active space (6), meaning no unique set of orbitals emerges from the energy minimization 
procedure. Natural orbitals provide a more intuitive representation of the electron distribution 
within the active space, where strong electron correlation effects are significant. Diagonalizing the 
one-electron density matrix yields natural orbitals and their occupation numbers, which are real 
numbers. They reflect the degree of electron correlation: values near 0, 1, or 2 suggest weak 
correlation, while intermediate real values indicate strong correlation in the multideterminantal 
wave function. 
 
The CASSCF formalism can be applied to describe the electronic structure of furan/maleimide 
mechanophores (see Chapter 3) due to the moderate size of those molecules (25 atoms). It was 
also used to solve the electronic structure of the LiH molecule, of the methane cation and of the 
ethylene cation discussed in Chapters 4, 5, and 6. 
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Describing excited states: the state-averaged algorithm in CASSCF 
We have mentioned that the rDA reactions of the furan/maleimide mechanophores under force 
proceed entirely on the ground electronic state surface. However, CASSCF can also be applied to 
studying several electronic states. This is particularly the case of our work in attochemistry; see 
Chapters  5 and 6, where we have more than one electronic state present in the wavefunction of 
the superposition state created by the ultrashort attosecond pulse. 
 
There are two ways of computing several electronic states in MC-SCF theory. The first, known as 
state-specific CASSCF (SS-CASSCF), involves the independent optimization of each electronic 
state of interest, for which a specific wavefunction is calculated. A downside of this method is that 
the wavefunctions of different electronic states optimized separately are not orthogonal, which can 
lead to difficulties in accurately describing transitions between states or calculating transition 
properties such as dipole moments or non-adiabatic couplings. Non-orthogonality can also 
complicate the interpretation of excited-state dynamics, as the overlap between wave functions 
might introduce errors or inconsistencies in the computed energies and transition probabilities. The 
second approach, called state-averaged CASSCF, treats all the electronic states in a common 
orbital basis and simultaneously implements the MC-SCF optimization. The energy to be 
optimized is a linear combination of the energies of the individual electronic states 𝐸\ (see Equation 
2.28). So, in SA-CASSCF, the orbitals are not optimized for a particular state, as in the case of SS-
CASSCF. Instead, they are the ones that minimize the weighted average energy of all the states.(8) 
 

 EU]-T]UUTV =	;𝑤\𝐸\
\

 (2.28) 

 
The weights 𝑤\ in Equation 2.28 are usually the same for each electronic state, although they can 
be fixed to other values according to the problem at hand. 
 
SA-CASSCF is not recommended when the goal is to accurately describe a particular electronic 
state, whether it be the ground state or an excited state; for this purpose, SS-CASSCF is preferred. 
However, SA-CASSCF provides a consistent set of orthonormal electronic states, which is 
particularly important when studying conical intersections or systems with near-degenerate states. 
Moreover, the method simplifies the subsequent treatment of the electronic states through post-
MC-SCF approaches, which aim to include dynamical correlation. 

2.2 Modeling molecular dynamics 
2.2.1. Introduction 
Molecular dynamics (MD) is a computational method used to simulate the motion of atoms and 
molecules over time by solving equations of motion, which can be classical, quantum, or hybrid 
classical-quantum in nature.  
 
In ab initio molecular dynamics (AIMD), also called BOMD, the nuclear motion is treated 
classically, while the electronic structure is solved quantum mechanically, typically using methods 
like density functional theory (DFT) or Hartree-Fock. The forces on the nuclei are computed ab 
initio, using an electronic structure computation at each position of the nuclei for determining the 
gradient of the potential. AIMD  relies on classical equations of motion for the nuclei, assuming 
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the separation of electronic and nuclear dynamics via the Born-Oppenheimer approximation and 
motion of the nuclei on a single electronic state. Classical molecular dynamics employs empirical 
parametrized force fields to simulate the behavior of large molecular systems. This approach is 
well-suited for systems where quantum effects are less significant or very large. For large systems,  
it becomes prohibitive to compute the forces ab initio for each new position of the nuclei. 
 
In contrast, quantum dynamics involves a full quantum mechanical treatment of both the nuclei 
and electrons, capturing their coupled evolution. This approach requires solving the Time-
Dependent Schrödinger Equation (TDSE) for the entire system, accounting for both the electronic 
and nuclear wavefunctions. Meanwhile, surface hopping and other quantum-classical hybrid 
methods focus on modeling non-adiabatic transitions between electronic states within a quantum 
framework, while treating the nuclei classically. 
 
The QM/MM (Quantum Mechanics/Molecular Mechanics) method is a hybrid approach in which 
quantum mechanics is applied to a small, critical part of the system, typically the region of interest, 
such as the active site of a chemical reaction, while the surrounding environment is treated 
classically using force fields. This method allows for computationally feasible simulations of large 
systems where a full quantum mechanical treatment would be prohibitively expensive. 
 
Choice of initial conditions 
The selection of initial conditions is a crucial aspect of any MD simulation. These conditions must 
be chosen carefully, as the equations of motion are solved numerically, and the algorithms 
employed are often sensitive to the starting point. Whether in classical or quantum MD, well-
defined initial conditions can significantly enhance both the accuracy and efficiency of the 
simulation. The choice of appropriate initial conditions depends on the specific molecular system 
and the physical context being simulated. A thoughtful selection of these conditions ensures that 
the system begins in a physically realistic configuration, which is essential for obtaining accurate 
results in its time evolution. 
 
In classical and ab initio MD, the initial conditions consist of the positions and velocities of all the 
nuclei in the system. These are typically obtained from experimental data, previous simulations, 
or by assigning random velocities that satisfy the desired temperature of the system. The latter 
approach, known as thermal sampling, involves drawing velocities from the Maxwell-Boltzmann 
distribution and is a common method, as experiments are typically conducted at a given 
temperature. Consequently, the appropriate initial state is often taken to be an ensemble at thermal 
equilibrium. The initial atomic positions are usually taken from an idealized or equilibrated 
structure, such as a crystal lattice or a minimized conformation for a molecular system. In the ab 
initio and classical steered molecular dynamics (AISMD) simulations, that we performed in our 
mechanochemistry work, the external force, both magnitude and direction, is also an initial 
condition, and greatly influences the course of the dynamics.  
 
In quantum dynamics, the initial state must accurately reflect the quantum description of the 
molecular system. A pure quantum state is typically represented by a wavefunction, such as the 
wave function of the molecule in its equilibrium ground electronic. Unlike classical MD, where 
initial conditions are set by sampling coordinates and velocities, there is no general recipe for 
selecting the initial wavefunction in quantum dynamics, as it depends on the specific quantum 
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behavior of the system. For instance, in our work on the quantum dynamics of LiH, described in 
Chapters 5 and 6, the initial state was chosen as the ground electronic and vibrational state of the 
molecular Hamiltonian. In the case of CD₄⁺, the initial state reflects the wavepacket composition 
of the cation after the sudden photoionization of the ground electronic and vibrational state of the 
neutral molecule. On the other hand, a mixed quantum state cannot be described by a single 
wavefunction; instead, a density matrix is used. Mixed states arise when all the molecules in the 
ensemble are not in the same initial state, like in our work dealing with an ensemble of molecules 
with initial random orientations with respect to the polarization direction of the laser pulse 
discussed in Chapter 6. Environmental effects, such as solvent interactions, or higher temperatures, 
also lead to initial states that are mixed states. 
 
In surface hopping dynamics, see 2.3 below, which is a semiclassical theory, a pure quantum state 
is represented by an ensemble of positions and velocities, which are sampled from the ground-
state  (electronic and vibrational) quantum Wigner distribution. This distribution maps the 
stationary ground vibrational states of the nuclei in each normal nuclear coordinate in the ground 
electronic state to a probability distribution in the phase space of the molecule. Additionally, it is 
essential to specify the initial electronic state from which the trajectories are initiated since the 
photoexcitation or photoionization process is described in the sudden approximation. This step is 
crucial, as the potential energies and nonadiabatic couplings, which are computed on the fly at 
each time step, are determined by the electronic state in which the trajectory is localized. A detailed 
description of sampling from the Wigner distribution can be found in Section 2.3.2 devoted to the 
surface hopping semi-classical method. 

2.2.2. Ab initio molecular dynamics 
Ab initio MD, also referred as Born-Oppenheimer MD (BOMD), incorporates electronic structure 
calculations into molecular dynamics simulations by solving the static electronic structure problem 
in each time step given the set of fixed nuclear positions to compute the force on the nuclei. At 
each time step, the time-independent, stationary Schrödinger equation (SE), Eq. 2.8, is solved 
concurrently to propagating the nuclei according to classical mechanics. 
 
Formally, the equations of motion in AIMD can be written as: 
 

𝑀>�̈�>(𝑡) = −∇^min
_$
*+
�_ϕ,XYD𝐻0#3Dϕ,XY`�	 (2.29) 

 
Where 𝑀> is the mass of nucleus 𝛼, �̈�>(𝑡) is the acceleration, 𝐻0#3 is the electronic Hamiltonian 
(Eq. 2.9) and ϕ,XY is the ground-state electronic wavefunction. Thus, the electronic energy is 
minimized with respect to the electronic wavefunction at the geometry of the nuclei reached at 
time t. 
 
AIMD allows to model molecular dynamics at a high level of accuracy computing accurate forces 
ab initio. However, the method is computationally expensive, as it requires solving the SE at each 
time step, making it typically feasible only for relatively small systems or short simulation times. 
 
To propagate the nuclear positions in AIMD simulations, classical integration algorithms, such as 
the velocity Verlet algorithm or the Leapfrog method, are commonly used to update the positions 
and velocities of the nuclei at each time step. These methods are efficient and widely employed 
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for integrating the classical equations of motion. For longer simulations or to improve 
thermodynamic accuracy, more sophisticated algorithms, such as those based on Hamiltonian 
dynamics or canonical ensemble methods, can be used to conserve energy or temperature. 
However, the primary computational challenge in AIMD arises from the need to solve the 
electronic structure problem, using methods like density functional theory (DFT), at each time 
step. 
 
Throughout our research, we employed AIMD to model the relaxation of ethylene cation on the 
ground state potential energy surface, after the surface hopping trajectories spent more than 10 fs 
in the ground state. In this context, the initial conditions were taken from the final iteration of the 
surface hopping propagation scheme (see section 2.3 below). Additionally, the ab initio steered 
molecular dynamics simulations performed to model the response of furan/maleimide adducts to 
an external force can be considered a special case of AIMD, where a term due to the external force 
is added to the ab initio energy at each time step. For further details, see Chapter 3. 
Sampling initial velocities from thermal distribution 
The Maxwell-Boltzmann distribution describes the statistical distribution of velocities of particles 
in a system at thermal equilibrium. For ab initio steered molecular dynamics simulations 
performed on furan/maleimide adducts, the initial coordinates correspond to the equilibrium 
geometry of the molecule, previously optimized at a given value of the force. The velocities are 
drawn randomly from the Maxwell-Boltzmann distribution, allowing the generation of a set of 
different initial conditions. This randomness provides a way  to create an ensemble of trajectories 
with statistical significance, which is crucial for simulating the system’s dynamics under force. 
 
The Maxwell-Boltzmann distribution for the velocities of particles in a system at temperature T is 
given by: 

𝑓(𝐯) = �
𝑚

2𝜋𝑘)𝑇
�
` !⁄

exp �−
𝑚𝑣!

2𝑘)𝑇
�	 (2.30) 

 
Where 𝑓(𝐯) is the probability density function for the velocity vector 𝐯 = [𝑣L , 𝑣a , 𝑣b], 𝑚 is the 
particle mass, 𝑘) is the Boltzmann constant, 𝑇 is the temperature and 𝑣 = ‖𝐯‖ = ¢𝑣L! + 𝑣a! + 𝑣b! 
is the magnitude of the velocity.  
 
The distribution for the magnitude of the velocity or speed is deduced from the distribution of the 
velocity vector, Equation 2.31 and is illustrated in the graph of Figure 2.4. 
 

𝑓(𝑣) = £2
𝜋	�

𝑚
2𝜋𝑘)𝑇

�

` !⁄

𝑣! exp�−
𝑚𝑣!

2𝑘)𝑇
�	 (2.31) 
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Figure 2.4: Maxwell-Boltzmann distribution of speed at two temperatures. At lower temperatures, 
the molecules have less kinetic energy, resulting in lower speeds and narrower distribution. At 
higher temperatures, molecules move faster, leading to a broader distribution. 
 
The velocity vector distribution (Equation 2.30) is the product of the three distributions for each 
velocity component in the 𝑥, 𝑦, and 𝑧 directions: 𝑓(𝐯) = 𝑓(𝑣L)𝑓¤𝑣a¥𝑓(𝑣b). This implies that each 
component has a normal distribution with mean 𝜇c( = 𝜇c, = 𝜇c- = 0 and standard deviation 
𝜎c( = 𝜎c, = 𝜎c- = ¢𝑘)𝑇 𝑚⁄ , as shown in Equation 2.32. 
 

𝑓(𝑣() = £
𝑚

2𝜋𝑘)𝑇
	exp �−

𝑚𝑣(!

2𝑘)𝑇
� , 𝑖 = 𝑥, 𝑦, 𝑧	 (2.32) 

 
This allows us to obtain the velocity vector for atom by sampling its components 𝑣L, 𝑣a, and 𝑣b 
independently from a normal distribution with mean 0 and standard deviation 𝜎 = ¢𝑘)𝑇 𝑚⁄ . This 
ensures that the system is initialized in thermal equilibrium at temperature T, where 𝑚 is the mass 
of each atom.  
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2.2.3. Photoinduced coupled electron-nuclei quantum dynamics 
2.2.3.1 Introduction on quantum dynamics 
Quantum dynamics studies how quantum systems evolve over time, governed by the principles of 
quantum mechanics. Unlike classical dynamics, which describe systems via deterministic 
trajectories, quantum dynamics takes into account the probabilistic nature of the behavior of atoms 
and molecules. This involves the time evolution of wavefunctions, which describe the quantum 
state of a system, by integrating the TDSE (see Equation 2.1). Quantum dynamics is essential for 
modeling systems where quantum effects, such as superposition, entanglement, coherence 
phenomena, branching at conical intersections, tunneling, and the interaction with light play, a 
significant role, particularly in areas like molecular reactions, electron transfer, and excited-state 
dynamics. In the next section, we describe in detail how can we model the dynamics of molecular 
systems photoexcited by ultrashort laser pulses. Setting up quantum dynamics simulations is often 
limited to systems with a small number of nuclear degrees of freedom because of the exponential 
raise in the number of complex coefficients of the wavefunction when the size of the molecule 
increases. In our work in attochemistry we proposed methodologies that aim to reduce the 
computational complexity associated with solving the TDSE in a quantum dynamics simulation, 
without compromising the accuracy. This is discussed in Chapter 6.   
 
2.2.3.2 Modeling light-matter interaction within the dipole approximation 
Light pulses constitute a ubiquitous tool for studying ultrafast chemical processes. These include 
charge relocalization and transfer phenomena, such as those observed in photosynthesis, exciton 
dynamics in semiconductors, and electron transfer in metal complexes, as well as photoinduced 
chemical reactions, including those mediated by radicals and excited electronic states. The wide 
range of applications of optical pulses leverage key properties such as coherence, higher and 
selective excitation energy, and ultrafast timescales. 
 
Few-femtosecond (10-15 s) and attosecond (10-18 s) pulses can be used to photoexcite molecules 
from their ground electronic state into a superposition of several excited electronic states. This 
excitation creates a molecular vibronic wavepacket  on several electronic states that moves in phase 
from the Franck Condon region defined by the ground state into more complex regions of the 
configurational space, accessing reaction pathways and geometries that are otherwise inaccessible 
in the ground state. The potential energy surfaces of each electronic state often exhibit complex 
landscapes that affect the motion of the wavepacket in different ways, leading to intramolecular 
dephasing and the dispersion of the coherent motion on a picosecond or even femtosecond time 
scale. Dephasing can also arise from interactions with the environment, such as collisions with 
solvent molecules. 
 
A time-evolving molecular system in a superposition state has both electrons and nuclei out of 
equilibrium, with their motions entangled, giving rise to novel interactions that have no classical 
counterpart. Studying the motion of the molecular wavepacket in these conditions is essential to 
understanding the subsequent photorelaxation processes and the chemical reactions they induce. 
From a theoretical perspective simulating such phenomena demands a fully quantum mechanical 
description of at least the molecular system. In a fully quantum mechanical treatment, energy 
conservation dictates that a change in the state of the molecular system shall be accompanied by 
the annihilation of a photon from the optical pulse. This way the Hamiltonian H0 has three terms, 
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H0 = 	H0S + H0d + H0dS (2.33) 

 
where H0S, H0d, and H0dS represent the Hamiltonians for the molecule, the optical pulse, and for 
the light-molecule interaction. 
 
However, we are interested in the effect that the light has on the matter, so we neglect the term  H0d 
in Equation 2.33, leading to the two terms of Equation 2.34, where H0dS(𝑡) is treated 
semiclassically, as we now detail. The Hamiltonian for the molecular system is generally time-
independent, whereas the one that describes how the light pulse influences the matter is time-
dependent. 
 

H0 ≈ 	H0S + H0dS(𝑡) (2.34) 
 
The effect of the exciting pulse can be described by a classical electromagnetic field, with real 
electric and magnetic vectors obeying Maxwell’s equations. This approach of simulating light-
matter interaction is semiclassical as the molecule is treated quantum mechanically, but the light 
classically. The Hamiltonian H0dS has off-diagonal matrix elements between two electronic states 
which induce transitions between them.  
 
Light pulses applied in attochemistry typically have low intensity and wavelengths much larger 
than the molecular dimensions. This means that the amplitude of the electromagnetic field can be 
assumed to be practically constant over the spatial extent of the molecule, so we focus exclusively 
on the time dependence, which can then be evaluated conveniently at the center of charge of the 
molecule  𝐫𝟎. This approximation is known as the long-wavelength approximation. In these 
circumstances, the Hamiltonian H0dS  has the form of the interaction energy arising from a classical 
electric dipole localized at 𝐫𝟎 in a field with intensity 𝐄(𝐫𝟎, t). 
 

H0fg 	= 	−�̂� ∙ 	𝐄(𝐫𝟎, t) (2.35) 
 
The electric molecular dipole �̂�	 is determined by the arrangement of electrons and nuclei in the 
molecule, so it has contributions from both. The nuclear dipole moment (first term in Equation 
2.36) arises from the positions of the positively charged atomic nuclei in the molecule. 
 

�̂� 	= ;𝑒𝑍%𝐑%
%

	−;𝑒𝐫(
(

(2.36) 

                                                                  Nuclei              Electrons 
 
In Equation 2.36, 𝑒 is the elemental constant charge of the electron, 𝑍% , 𝐑% are the number of 
protons, and the position, respectively, of the nuclei 𝐴, while 𝐫( is the position vector of the electron 
𝑖. 
 
If the positions of the nuclei in the molecule are asymmetric, it will result in an unequal distribution 
of positive charge, creating a permanent dipole moment. The electronic term accounts for the 
distribution of negative charge in the molecule due to the electron cloud within the molecule. This 
distribution can be calculated using ab initio methods. When multiple electronic states are involved 
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simultaneously, such as in the superposition wavepacket, the electronic term can be written as a 
matrix with elements 𝜇(+(𝐑) 	= _𝜓(D(𝑒𝐫)D𝜓+`, where 𝜓( and 𝜓+ represent two electronic states, 
and the integration is over electronic coordinates.  
 

• Diagonal elements  𝜇(( represent the dipole within the same electronic state and contribute 
to the permanent dipole of the molecule, along with the nuclear contribution.  

• Off-diagonal elements 𝜇(+(where 𝑖 ≠ 𝑗) correspond to the dipole moments between two 
different electronic states and are known as transition dipole vectors. The magnitude and 
direction of the transition dipole determine the magnitude and polarization of photon 
absorption or emission, as they quantify the probability of a molecule transitioning from 
one electronic state to another when interacting with the electromagnetic field of light. 

 
From the two Maxwell equations ∇ ∙ 𝐁	 = 	0, which implies the non-existence of sources for the 
magnetic field, and ∇ × 𝐄(𝐫, t) 	= 	−𝜕𝐁(𝐫, t)	 𝜕𝑡⁄ , we deduce expressions for the magnetic and 
electric fields that depend on two potential functions, the vector potential 𝐀(𝐫, t) and the scalar 
potential 𝑈(𝐫, t), 
 

±
𝐁(𝐫, t) = 	∇ × 𝐀(𝐫, t)

𝐄(𝐫, t) = 	−
𝜕
𝜕𝑡
𝐀(𝐫, t) − ∇𝑈(𝐫, t)

(2.37) 

 
where 𝐁(𝐫, t), and 𝐄(𝐫, t)	represent the magnetic and electric field vectors, respectively, and 
𝐀(𝐫, t), and 𝑈(𝐫, t) are the vector and scalar potentials, which characterize completely the fields. 
Notice the electric field 𝐄(𝐫, t) depends on an electrostatic term −∇𝑈(𝐫, t), and electrodynamic 
term − h

h/
𝐀(𝐫, t). 

 
This ansatz, however, implies the existence of an infinite number of valid definitions of the 
potentials U(𝐫, t) and  𝐀(𝐫, t), since they can be transformed without altering the physical 
electromagnetic field (𝐄(𝐫, t)	and	𝐁(𝐫, t)). These transformations of the potentials that leave the 
fields intact are known as gauge transformations. The gauge freedom reflects the fact that, unlike 
the fields, the potentials are not directly observable.  
 
To get rid of the ambiguity in the definition of the electromagnetic potentials and to have a 
consistent definition of the interaction Hamiltonian, we must select a particular gauge.  A common 
choice in quantum optics is the Coulomb gauge, which is defined by the condition, 
 

∇ ∙ 𝐀(𝐫, t) = 	0 (2.38) 
 
which restricts the choice of vector potential 𝐀(𝐫, t) to a solenoidal or divergence-free vector 
field, much like the magnetic field. 
 
The Coulomb gauge allows for a clear distinction between the static electric field generated by the 
nuclei (electrostatic term) and the externally applied electromagnetic radiation. (16) In other 
words, in the Coulomb gauge, the electric field due to the pulse is source-free, leading to the 
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vanishing of the scalar potential term ∇𝑈(𝐫, t) in Equation 2.37. As a result, the electric field of 
the pulse can be derived entirely from the time-derivative of the vector potential, 
 

𝐄(𝐫, t) = 	−
𝜕
𝜕𝑡
𝐀(𝐫, t) (2.39) 

 
The vector potential satisfies a homogeneous wave equation whose solution can be written as a 
set of plane waves: 
 

𝐀(𝐫, t) = 	𝐴,𝜀̂𝑒((𝐤∙𝐫	-	l/	[	m$) + 𝐴,∗𝜀�̂�-((𝐤∙𝐫	-	l/	[	m$) (2.40) 
 
Using only real components, as both the electric and magnetic fields are real, and employing 
Euler's formula 𝑒(n = cos(𝜃) + 𝑖 sin(𝜃), the vector potential can be expressed as 
  

𝐀(𝐫, t) = 	𝐴,𝜀̂ cos(𝐤 ∙ 𝐫 − 𝜔𝑡	 +	𝜙,) (2.41) 
 
which describes the free electromagnetic wave oscillating in time at an angular frequency 𝜔, and 
propagating in space in the direction along the wavevector 𝐤. It has an amplitude  𝐴, directed 
along the polarization unit vector 𝜀̂, and 𝜙, is the initial phase. Notice that since the sine and cosine 
functions differ just by a phase shift of 𝜋 2» , that is to say sin(𝜃) 	= 	 cos ¼𝜃 + o

!
½, the above 

equation can be written as well as  
 

𝐀(𝐫, t) = 	𝐴,𝜀̂ sin(𝐤 ∙ 𝐫 − 𝜔𝑡	 +	𝜙,) (2.42) 
 
where the 𝜋 2»  shift has been absorbed in the phase. 
 
To represent the vector potential of an ultrashort light pulse, we can apply to Equation 2.42 a 
Gaussian filter, centered at a time 𝑡, and with a duration determined by the standard deviation  𝜎. 
This leads to Equation 2.43, where we have also neglected the spatial dependence, in line with the 
long-wavelength approximation. 
 

𝐀(t) = 	𝐴,𝜀̂ exp �−
(𝑡 − 𝑡,)!

2𝜎!
� sin(𝜔(𝑡 − 𝑡,) + 	𝐶𝐸𝑃) (2.43) 

 
The phase term CEP (stands for carrier-envelope phase) is an important parameter of the pulse. It 
is determined by the phase difference between the carrier electromagnetic wave and the Gaussian 
envelope. Different CEPs will select different features of the electromagnetic carrier wave, which 
in turn will influence the interaction with the molecule. For example, by appropriately selecting 
the CEP and the duration of the pulse, a positive or negative component of the carrier wave can be 
isolated and directed to a molecule, triggering remarkably different relaxation dynamics and 
chemical events. We took advantage of this feature in our work, ref (17). 
 
Substituting Eq 2.43 in Eq 2.39, we arrive at the expression of the electric field of the optical pulses 
utilized in our work of attochemistry. 
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𝐄(𝑡) = 	 𝜺Á𝐸, exp Â
−(𝑡 − 𝑡,)!

2𝜎!
Ã �cos(𝜔(𝑡 − 𝑡,) + 𝐶𝐸𝑃) −

sin(𝜔(𝑡 − 𝑡,) + 𝐶𝐸𝑃)(𝑡 − 𝑡,)
𝜔𝜎!

� (2.44) 

 
where 𝜔 is the carrier frequency, 𝐸, is the field strength, 𝜎 is the pulse duration, 𝜺Á is a unit 
polarization vector, and 𝐶𝐸𝑃 the carrier-envelope phase. The duration is related to the Full-Width 
at the Half Maximum (FWMH) of the Gaussian envelope by the expression FWHM	 = 	2.35𝜎. 
 
The Fourier transform (FT) of a pulse oscillating in time gives its spectral representation in the 
frequency domain (see Eq 2.45a and Eq 2.45b ).  
 

direct	FT							ℱ[𝐸(𝑡)] 	= 𝑋(𝜔) = 	s 𝐸(𝑡)𝑒-(l/𝑑𝑡
p

-p
(2.45a) 

inverse	FT							ℱ-5[𝑋(𝜔)] 	= 𝐸(𝑡) = 	s 𝑋(𝜔)𝑒(l/𝑑𝜔
p

-p
(2.45b) 

 
The frequency of a pulse is essentially its carrier frequency, which determines the photon energy 
(𝐸	 = 	ℎ𝜔) responsible for inducing a transition between two electronic states. However, the 
shorter the pulse duration, the wider the spectral bandwidth, and vice versa. The finite energy 
bandwidth means there are photons of different energies in the pulse, which is used to excite 
several electronic states with atto and few femtosecond pulses. This relationship between the pulse 
duration (Δ𝑡) and the spectral bandwidth (∆𝜔) is formally expressed in Equation 2.46, 

Δ𝑡 ∙ ∆𝜔 ≥
1
4𝜋

(2.46) 

 
If the pulse satisfies the equality relation Δ𝑡 ∙ ∆𝜔 = 1 4𝜋⁄ , then it is said that the pulse is Fourier 
transform limited, or bandwidth limited. A Fourier-limited pulse has the smallest possible duration 
over the set of pulses that have an identical power spectrum |𝑋(𝜔)|!. Therefore, the envelope in 
time of Fourier limited pulses must contain at least one oscillation of the electric field. Note that 
we define pulse by their peak power (Eq 2.47). 
 

𝑃q = 𝑓q �
𝐸q

𝐹𝑊𝐻𝑀�
(2.47) 

 
Where 𝑃q is the peak power in Watts, 𝐸q is the energy of the pulse and 𝐹𝑊𝐻𝑀 gives the duration 
of the pulse. The constant factor 𝑓q is related to the shape of the pulse and accounts for its temporal 
profile. For Gaussian pulses is ≈ 0.94. Equation 2.47 is valid only when nonlinear effects are 
negligible. When strong nonlinear distortions are present, a significant amount of the pulse energy 
may reside in the regions of the pulse that extend beyond the main peak, where the energy 
decreases. This redistribution of energy can lead to substantial modifications in the relationship 
between peak power and pulse energy.  
 
Having resolved the expression of the electric field and considering that the evaluation of the 
dipole moment matrix can be done by ab initio calculations, the time-dependent Hamiltonian −�̂� ∙
	𝐄(t), which describes the interaction of the light with the molecule, can be evaluated as well. 
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In the following, we describe in more detail the optical pulses used in attochemistry.  The scheme 
in Figure 2.5 shows the two types of few cycles Gaussian pulses of different energy as indicated 
by the different wavelengths of the carriers, a deep UV pulse and a ≈ one cycle IR pulse. They can 
be used to model the pulses engineered in optics. While the IR pulses of this type can be intense 
(~	105`	𝑊/𝑐𝑚! or more (18)) and induce multiphoton transitions, the deep UV pulses (19, 20) 
remain up to now weak (< 105!	𝑊/𝑐𝑚!) and induce one photon or two photon transitions. 

 
Figure 2.5: Illustration of the Gaussian pulses used to simulate optical pulses in attochemistry, 
highlighting the control parameters. The pulse on the left has a carrier frequency in the UV range 
and thus is more energetic; it also has several full oscillations inside the envelope, so it can excite 
or ionize a molecule by absorbing a very energetic photon. The pulse on the right contains an IR 
carrier, so it is less energetic, and it has a single full oscillation inside the envelope, but it is more 
intense, so it can be used to induce multi-photon excitations.  
 
In the context of pump-probe experiments in attochemistry, a high-energy pulse, such as an XUV 
pulse, can be used to "pump" a wavepacket from a lower to a higher energy state. This process 
involves exciting a vibrational distribution of molecules from their electronic ground state to a 
superposition of the ground state and excited states. If the pump pulse has sufficient energy to 
exceed the ionization potential, it can ionize the molecules by removing an electron. Low energy 
pulses, such as IR pulses, can then be used to "probe" or monitor the motion of the excited 
wavepacket along its relaxation pathways. When they are sufficiently intense, they can also be 
used to excite neutral molecules and/or to induce multiphoton ionization.  
 
In Chapter 4, we discuss a pump-probe scheme that uses few-femtosecond tunable EUV radiation 
in combination with few-femtosecond IR pulses to study the photodissociation of hydrogenated 
and deuterated ethylene cations. We explain the more pronounced oscillations observed in the 
relative fragmentation yields of C₂D₄⁺ compared to the hydrogenated case, where such oscillations 
are less discernible. 
 

Duration 
(0.8 fs)

Intensity

Carrier 
Frequency 
(Energy)

Carrier-Envelope 
Phase (CEP)

Pump UV pulse Probe IR pulse

Duration 
(2 fs)

Carrier 
Frequency 
(Energy)

Carrier-Envelope 
Phase (CEP) Intensity

ℏ" = 1.72	eVℏ" = 5.17	eV



 57 

2.2.3.3 The Franck-Condon Principle  
For our studies on ethylene (Chapter 4) and methane (Chapter 7) cations, we assume sudden 
photoionization of the neutral molecule, meaning the ionizing pulse is not included in the 
dynamics. Under these conditions, we apply the Franck-Condon (FC) principle to describe the 
photoionization process 
 
The FC principle assumes that the electronic transitions occurs almost instantaneously compared 
to the time scale of nuclear motion. It relies on the Born-Oppenheimer approximation, which 
neglects nuclear motion on the timescale of electronic motion due to the much heavier mass of 
the nuclei and the Condon principle, which assumes that during light absorption, the electrons 
move, while the nuclei do not have enough time to adjust their positions to the new electronic 
density and only relax after the electronic transition is complete. As a result, the nuclear 
wavefunctions do not change significantly during the electronic transition.  
 
After the transition, however, the molecule moves to an excited electronic state, where the potential 
energy surface (PES) is very different from that of the initial state (typically the ground electronic 
state). This difference in PESs leads to vibrational excitation in the excited state. The reason is that 
the nuclear wavefunction that describes the vibrational state in the initial electronic state is not 
well suited to describe the vibrational state in the final electronic state, which has a different PES 
and a different equilibrium geometry. This means that the vibrational motion is nonstationary in 
the excited electronic state. Figure 2.6 illustrates this process in a cartoon. 
 
The overlap integral between the vibrational wavefunctions of the initial and final states largely 
determines the transition probability between the two electronic states. The region of maximum 
overlap corresponds to the Franck-Condon region, where the intensity of the transition is largest. 
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Figure 2.6: Vertical electronic transitions according to the Franck-Condon principle. Because the 
nuclei do not have time to adjust to the change in electronic configuration, the initial vibrational 
wavepacket in the ground electronic state is projected onto the vibrational states of the excited 
electronic state within the FC region. This results in a superposition of vibrational states in the 
excited electronic state, which is thus nonstationary. 

2.2.4. Quantum mechanical description of the molecular system interacting with 
the pulse. 
Having resolved the time-dependent interaction Hamiltonian (H0dS) that couples the 
electromagnetic field of the light to the molecule and induces transitions between electronic or 
vibrational states, we will now discuss the quantum mechanical description of the molecular 
system. The molecular Hamiltonian (H0S) is the time-independent Hamiltonian representing the 
energy of the electrons and nuclei in the molecule. See Eq. 2.2.  
 
According to the postulates of quantum mechanics(21), once the Hamiltonian 𝐻0 for the molecular 
system is defined, including the light-matter interaction term, the state of the system (i.e., the 
wavefunction) at any given time can be determined by solving the time-dependent Schrödinger 
(TDSE) equation. 
 

−
1
𝑖
𝜕Ψ(𝐫, 𝐑, 𝑡)

𝜕𝑡
= ¼𝐻0g − 𝐄(𝑡) ∙ �̂�(𝐑)½Ψ(𝐫, 𝐑, t) (2.48) 
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Here, the wavefunction Ψ(𝐫, 𝐑, 𝑡), which depends on the electronic coordinates 𝐫, the nuclear 
coordinates 𝐑, and time, contains all the information that can be determined about the system. It 
describes its behavior and response during and after interaction with the electric field of the pulse 
 
The BO treatment of the wavefunction, presented in Section 2.1.1, has been successfully employed 
to study molecules as they evolve in their ground electronic state. This covers a wide range of 
applications. However, when a molecule is excited with an ultrashort pulse, the wave packet 
comprises several coupled electronic states that have different potentials, and the electrons are out 
of equilibrium. We need a formalism that accounts for the coupling between electrons and nuclei 
for simulating the dynamics of a wavepacket described by a superposition of several electronic 
states. 
 
The Born-Huang (BH) approach is an extension of the BO approximation that addresses these 
effects by expanding the total molecular wavefunction as a sum over adiabatic electronic states, 
each weighted by a corresponding nuclear wavefunction: 
 

Ψ(𝐫, 𝐑, t) =;𝜙2#3(𝐫; 𝐑)𝜒𝒏(𝐑, t)
p

𝒏

(2.49) 

 
The adiabatic electronic states 𝜙2#3(𝐫; 𝐑) form an infinite basis for the Hilbert space of the 
molecular wavefunction, while the time-dependent nuclear wavefunctions  𝜒𝒏(𝐑, t) serve as 
coefficients for this expansion. 
 
In practice, we must truncate the BH expansion, as dealing with an infinite set of adiabatic 
electronic states is computationally unfeasible. By considering only a set of N electronic states, 
which could be the ones that are accessed by excitation with the ultrashort pulse, we obtain the 
truncated version of the BH expansion: 
 

Ψ(𝐫, 𝐑, t) ≈;𝜙2#3(𝐫; 𝐑)𝜒𝒏(𝐑, t)
𝑵

𝒏

(2.50) 

 
The time-dependent Schrödinger equation, despite its mathematical simplicity, can be solved 
analytically only for very simple two-body interacting systems, such as the hydrogen atom or other 
systems with a single electron. For more complex systems, this equation typically must be solved 
numerically, as analytical solutions become impractical. In many cases, we do not know the 
eigenstates of the Hamiltonian, which makes it challenging to employ methods based on these 
eigenstates for time evolution. 
 
2.2.4.1 Solving the TDSE  
In the Born-Huang (BH) approach, the nuclei and electrons are treated separately, each with its 
own wavefunction. However, the nuclear kinetic energy term 𝑇8" introduces couplings between the 
particles, as the Laplacian operator involves derivatives with respect to the nuclear coordinates 𝑅. 
It is important to note that both the nuclear and electronic wavefunctions depend on 𝑅, although 
in the electronic wavefunction, the nuclear coordinates are considered fixed parameters. 
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The complete Hamiltonian can be expressed as: 
 

𝐻0 = 𝑇8" + 𝐻0#3 + 𝑉8"" − 𝐄 ∙ �̂� (2.51) 
 
where the electronic terms have been concentrated in the electronic Hamiltonian 𝐻0#3 which 
satisfies the eigenvalue equation from Eq 2.8:  𝐻0#3𝜙#3(𝐫; 𝐑) = 𝐸#3𝜙#3(𝐫; 𝐑), yielding the 
adiabatic basis for the molecular wavefunction. 
 
Substituting the Hamiltonian (Equation 2.51) and the Born-Huang expansion (Eq 2.50) in the 
TDSE (Eq 2.48), projecting onto the set of adiabatic electronic wave functions  and integrating 
over electronic coordinates, we obtain a set of coupled Hamiltonian equations for the nuclei. These 
equations describe the motion of the nuclei on the coupled electronic adiabatic potential energy 
surfaces. The derivation is provided below. 
 
1. Substitute 𝐻0 and Ψ(𝐫, 𝐑, t) in the TDSE. 

 

−
1
𝑖
𝜕Ψ(𝐫, 𝐑, 𝑡)

𝜕𝑡 = ¼𝑇8" + 𝐻0#3 + 𝑉8"" − 𝐄(𝑡) ∙ �̂�(𝐑)½Ψ(𝐫, 𝐑, t) 

−
1
𝑖
𝜕
𝜕𝑡 Ó;𝜙2#3(𝐫; 𝐑)𝜒𝒏(𝐑, t)

𝑵

𝒏

Ô = 

¼𝑇8" + 𝐻0#3 + 𝑉8"" − 𝐄(𝑡) ∙ �̂�(𝐑)½ Ó;𝜙2#3(𝐫; 𝐑)𝜒𝒏(𝐑, t)
𝑵

𝒏

Ô 

(2.52a) 

 
Projecting onto the orthonormal set of adiabatic electronic eigenfunctions {𝜙t#3(𝐫; 𝐑)} the left-hand 
side resolves as follows: 

 

 

×𝜙t#3(𝐫; 𝐑)Ø−
1
𝑖
𝜕
𝜕𝑡 [∑ 𝜙2#3(𝐫; 𝐑)𝜒𝒏(𝐑, t)𝑵

𝒏 ]Ù

=; Ú⟨𝜙t#3(𝐫; 𝐑)|𝜙2#3(𝐫; 𝐑)⟩ Û−
1
𝑖
𝜕
𝜕𝑡 𝜒𝒏

(𝐑, t)ÜÝ
𝑵

𝒏

= −
1
𝑖
𝜕
𝜕𝑡 𝜒𝒎

(𝐑, t) 

(2.52b) 

 
The right-hand side becomes: 
 

(2.52c) 
_𝜙t#3(𝐫; 𝐑)D𝑇8" + 𝐻0#3 + 𝑉8"" − 𝐄(𝑡) ∙ �̂�(𝐑)DΨ(𝐫, 𝐑, t)`

= _𝜙t#3(𝐫; 𝐑)D𝑇8"DΨ(𝐫, 𝐑, t)` + _𝜙t#3(𝐫; 𝐑)D𝐻0#3DΨ(𝐫, 𝐑, t)`
+ _𝜙t#3(𝐫; 𝐑)D𝑉8""DΨ(𝐫, 𝐑, t)` − 𝐄 ∙ ⟨𝜙t#3(𝐫; 𝐑)|�̂�|Ψ(𝐫, 𝐑, t)⟩ 

 
Each term can be evaluated independently, as described below: 
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2. Evaluate the nuclear kinetic energy operator 𝑇8" = − 5
!
∑

∇𝐑!
&

g!
%  using the Born Huang expansion 

of the total wavefunction 
 

		_𝜙t#3(𝐫; 𝐑)D𝑇8"DΨ(𝐫, 𝐑, t)` 	= −
1
2;

1
𝑀%%

_𝜙t#3(𝐫; 𝐑)D∇𝐑!
! D(∑ 𝜙2#3(𝐫; 𝐑)𝜒𝒏(𝐑, t)𝑵

𝒏 )` (2.52d) 

 
Distributing the Laplacian operator over the sum and differentiating on the product of electronic 
and nuclear wavefunctions we obtain: 
 

	∇𝐑!
! Û;𝜙2#3(𝐫; 𝐑)𝜒𝒏(𝐑, t)

2

Ü =	 

;𝜙2#3(𝐫; 𝐑)∇𝐑!
! 𝜒𝒏(𝐑, t) + 2∇𝐑!𝜙2

#3(𝐫; 𝐑) ∙ ∇𝐑!𝜒𝒏(𝐑, t) + ¤∇𝐑!
! 𝜙2#3(𝐫; 𝐑)¥𝜒𝒏(𝐑, t)

2

 
(2.52e) 

 
Substituting this result back into Eq 2.52d leads to three terms that can be evaluated separately. 
The first term represent the nuclear kinetic energy on each adiabatic electronic state. It is 
diagonal as ⟨𝜙t#3(𝐫; 𝐑)|𝜙2#3(𝐫; 𝐑)⟩ 	= 	 𝛿t2 
 

		−
1
2;

1
𝑀%%

;⟨𝜙t#3(𝐫; 𝐑)|𝜙2#3(𝐫; 𝐑)⟩∇𝐑!
! 𝜒𝒏(𝐑, t)

2

= −
1
2;

1
𝑀%%

∇𝐑!
! 𝜒𝒎(𝐑, t) (2.52f) 

 
The second and third terms contain the first-order and second-order non-adiabatic couplings that 
couple nuclear and electronic motion. They are by convention designated 𝜏t2, and 𝐺t2, 
respectively. The first-order coupling 𝜏t2couples the nuclear gradient to electronic transitions. 
The second-order coupling 𝐺t2 represent more complex transitions between nuclear and 
electronic motion. 
  

	−
1
2;

1
𝑀%%

;2_𝜙t#3(𝐫; 𝐑)D∇𝐑!𝜙2
#3(𝐫; 𝐑)` ∙ ∇𝐑!𝜒𝒏(𝐑, t)

2

= −;
1
𝑀%

;𝜏t2(𝐑) ∙
2%

∇𝐑!𝜒𝒏(𝐑, t) 

(2.52g) 

 

−
1
2;

1
𝑀%%

;_𝜙t#3(𝐫; 𝐑)D∇𝐑!
! 𝜙2#3(𝐫; 𝐑)`𝜒𝒏(𝐑, t)

t

= −
1
2;

1
𝑀%

;𝐺t2(𝐑)
2%

𝜒𝒏(𝐑, t) (2.52h) 

 
Notice that by definition: 

𝜏2t 	= _𝜙t#3(𝐫; 𝐑)D∇𝐑!𝜙2
#3(𝐫; 𝐑)` (2.52𝑖) 

 
𝐺2t =	 _𝜙t#3(𝐫; 𝐑)D∇𝐑!

! 𝜙2#3(𝐫; 𝐑)` (2.52𝑗) 
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3. Evaluate the electronic Hamiltonian operator 𝐻0#3. Due to the choice of the adiabatic basis, 
this Hamiltonian is diagonal in that representation, so it can be easily resolved considering 
the orthonormality of its eigenstates 𝜙2#3(𝐫; 𝐑). 
 
		_𝜙t#3(𝐫; 𝐑)D𝐻0#3D(∑ 𝜙2#3(𝐫; 𝐑)𝜒𝒏(𝐑, t)𝑵

𝒏 )` 	= ;_𝜙t#3(𝐫; 𝐑)D𝐻0#3D𝜙2#3(𝐫; 𝐑)`
2

𝜒𝒏(𝐑, t)

= 𝐸t#3(𝐑)𝜒𝒎(𝐑, t) 
(2.53) 

 
4. Evaluate the nuclear potential  𝑉8"". This operator acts as a multiplicative constant since the 

positions of the nuclei are fixed. 
 
		_𝜙t#3(𝐫; 𝐑)D𝑉8""D(∑ 𝜙2#3(𝐫; 𝐑)𝜒𝒏(𝐑, t)𝑵

𝒏 )` 	= ;⟨𝜙t#3(𝐫; 𝐑)|𝜙2#3(𝐫; 𝐑)⟩𝑉8""
2

𝜒𝒏(𝐑, t)

= 𝑉""(𝐑)𝜒𝒎(𝐑, t) 
(2.54) 

 
5. Evaluate the electric dipole Hamiltonian which carries the interaction with the electric field of 

the pulse. Remembering that the dipole operator has an electronic and a nuclear term �̂� 	=
	�̂�#3 + �̂�2wM, and that the nuclear dipole is diagonal as it acts only within the same electronic 
state, we obtain: 
 

		⟨𝜙t#3(𝐫; 𝐑)|−𝐄(t) ∙ �̂�|(∑ 𝜙2#3(𝐫; 𝐑)𝜒𝒏(𝐑, t)𝑵
𝒏 )⟩ 	= 

−𝐄(t) ∙;⟨𝜙t#3(𝐫; 𝐑)|�̂�#3|𝜙2#3(𝐫; 𝐑)⟩
2

𝜒𝒏(𝐑, t) 

−𝐄(t) ∙;⟨𝜙t#3(𝐫; 𝐑)|�̂�2wM|𝜙2#3(𝐫; 𝐑)⟩
2

𝜒𝒏(𝐑, t) 	= 

	−𝐄(t) ∙;𝜇t2#3 (𝐑)
2

𝜒𝒏(𝐑, t) − 𝐄(t) ∙ 𝜇2wM(𝐑)𝜒𝒎(𝐑, t) 

(2.55) 

 
6. Gathering all the terms we get the expression of the nuclear TDSE with a coupled Hamiltonian, 

 

		−
1
𝑖
𝜕
𝜕𝑡 𝜒𝒎

(𝐑, t) = −
1
2;

1
𝑀%%

∇𝐑!
! 𝜒𝒎(𝐑, t) −	;

1
𝑀%

;𝜏t2(𝐑) ∙
2%

∇𝐑!𝜒𝒏(𝐑, t) 

−
1
2;

1
𝑀%

;𝐺t2(𝐑)
2%

𝜒𝒏(𝐑, t) + ¼	𝐸t#3(𝐑) + 𝑉""(𝐑)½𝜒𝒎(𝐑, t) 

−𝐄(t) ∙;𝜇t2#3 (𝐑)
2

𝜒𝒏(𝐑, t) − 𝐄 ∙ 𝜇t#3(𝐑)𝜒𝒎(𝐑, t) 

(2.56) 

 
This equation can be written in a more compact matrix form notation, using mass-scaled 
coordinates: 
 

−
1
𝑖
𝜕𝛙(t)
𝜕𝑡 = �−

1
2𝑀

(∇! + 2𝛕 ∙ ∇ + G) + V − 	𝐄(t) ∙ µ�𝛙(t) 
 

(2.57) 
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where 𝛙(t) is a column vector with components 𝜒𝒎(𝐑, t), m runs over electronic states, M is the 
mass of the system, V contains the effective potentials ¼	𝐸t#3(𝐑) + 𝑉""(𝐑)½ governing the nuclear 
motion on each electronic state, the so-called Potential Energy Surfaces (PESs).  
 
The dipole matrix contains both electronic and nuclear components of the permanent dipole in the 
diagonal, and off-diagonal entries represent the transition dipole between two electronic states. If 
the transition dipole moment between two electronic states is large, then the electric field of a 
resonant pulse induces a transition between these two states, leading to entanglement of the nuclear 
and electronic motion. 
 
The nonadiabatic coupling matrix 𝛕 couples the motion of the wavepacket between two different 
electronic states. It is an intrinsic property of the system and does not depend on external factors, 
such as the interaction with the light. It modulates the initial entanglement created with the pulse 
and it is responsible for the occurrence of nonradiative process through conical intersections or 
avoided crossings.  
 
A conical intersection (CI) is a geometry in n-dimensional configuration space for the nuclear 
coordinates where two (or more) electronic states become degenerate. CIs form a (n-2)-
dimensional subspace known as the seam for a given pair  of degenerate electronic states. Near the 
seam, the potential energy surfaces behave linearly, within a first-order approximation, such that 
the intersection between the two electronic states resembles the crossing of two planes in 3D space, 
forming a cone. This is why these degeneracy points are referred to as (points of) conical 
intersection, or simply CIs.(22) The lowest-energy CI in the seam is called the minimum energy 
conical intersection (MECI) and it can be located with geometry optimization techniques. The two-
dimensional space orthogonal to the seam is known as the branching space.(23) In the vicinity of 
the MECI, it can be spanned by two vectors: one corresponding to the non-adiabatic derivative 
coupling and the other to the energy gradient difference. 

 
Figure 2.7: a) Cartoon representing a conical intersection between two electronic states, which 
become degenerate. Adapted from ref. (22). b) In the vicinity of the conical intersection, the 
nonadiabatic coupling vectors and the gradient difference form a plane that lifts the degeneracy 
between the two states. The points of intersection, represented by the yellow line, form a (N-2)-
dimensional space known as the seam. 
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Loosely speaking, we call a conical interaction a region of the configurational space traversed by 
the nuclear wavepacket where two or more electronic states become very close in energy. In such 
regions, the non-adiabatic coupling induces transitions from one electronic state to another without 
emitting a photon (nonradiative decay). The electronic energy is converted to nuclear kinetic 
energy thanks to the couplings between the electronic and nuclear motion in the vicinity of an 
MECI. Conical intersections act as funnels or geometrical filters in the configurational space as 
the wavepacket, driven by the non-adiabatic coupling vector, tends to adopt a particular geometry. 
For example, in our work on photorelaxation of ethylene cation (submitted to J. Phys. Chem. Lett.), 
the wavepacket relaxes to the ground state mainly through a planar conical intersection, which 
constrains the molecule to be planar and with a CC bond compressed. The non-adiabatic coupling 
vector 𝜏t2(𝐑) activates the twisting of the molecule and the CC bond, which in turn modulates 
the fragmentation yields due to higher probability of re-excitation with an IR pulse: a three-photon 
resonance mechanism identified previously for this molecule. (24) More details are given in 
Chapter 4. 
 
The second-order nonadiabatic coupling term G is crucial to maintain the hermiticity of the 
Hamiltonian, and this guarantees it has real eigenvalues and orthogonal eigenfunctions, which is 
critical for a correct description of the dynamics of the system. However, evaluating the 𝐺 term in 
the computer is very costly as it involves second derivatives of the electronic wavefunction with 
respect to the nuclear coordinates (Eq 2.52j). It is the case that for a group of electronic states that 
form a Hilbert subspace (N states in the BH expansion), the 𝛕 matrix satisfies the divergence 
condition and G can be written in terms of 𝛕 (22, 25, 26) as indicated below: 
 

𝐆	 = 		𝛕 ∙ 𝛕	 + 	𝛁 ∙ 𝛕 (2.58) 
 
Then the coupling of electronic and nuclear motion can be expressed entirely in terms of the 
nonadiabatic coupling matrix 𝛕 (Eq 2.52i), which can be computed either by finite difference or 
analytically in state-average CASSCF using Molpro (13, 14) or any other multireference quantum 
chemistry code.  
 

𝚲	 = 		𝟐𝛕 ∙ 𝛁 + 𝛕 ∙ 𝛕	 + 	𝛁 ∙ 𝛕 (2.59) 
 
where 𝚲 represents the full nonadiabatic coupling term. We used this approach in our work 
defining an exact quantum mechanical expression of the force exerted on the nuclei (Chapter 5 
and ref (17)). 
 
2.2.4.2  Discretization of the nuclear wavefunctions and of the Hamiltonian operator 
In theory, the nuclear wavefunctions {𝜒𝒎(𝐑, t), 𝑚 = 1,2, . . 𝑁} are continuous functions that do 
not have a general analytical form. To represent them in the computer we need to discretize the 
nuclear motion using a finite basis set. We use a discrete variable representation (DVR) of the 
nuclear coordinates 𝐑 in a local basis based on a grid of points, with each point corresponding to 
a specific geometry. An alternative DVR basis employs delocalized nuclear functions, 
typically harmonic oscillator functions, which provide a more accurate description of nuclear 
behavior around equilibrium positions but are more computationally expensive. 
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Orthogonal door functions centered at every geometry sampled from the configurational space are 
commonly used in a grid-based DVR. The grid of geometries is made by partitioning all the nuclear 
degrees of freedom and taking steps along each dimension. A door function is a step function that 
is 1 over a certain interval or n-dimensional box, and 0 elsewhere. 
 

|𝜃𝐀(𝐑)⟩ = é1, x	 ∈ 𝐀,
0, otherwise (2.60) 

 
Which guarantees their orthogonality. A in Equation 2.60 represents a multidimensional box 
centered at the geometry 𝐑. It can be written as a Cartesian product of intervals across all N nuclear 
dimensions. 

𝐀 =í�𝑥y, 𝑥y[5�
"

y

 (2.61) 

where 𝑔 is an index over each nuclear coordinate, 𝑥y and 𝑥y[5 defined an interval of length ∆𝑥 
that comprises the geometry 𝐑 along the  coordinate g.  
 
Because in the frame of the center of mass, for a non-rotating isolated molecule, the number of 
nuclear degrees of freedom is 3 ∗ 𝑁	 − 	6 (where N is the number of nuclei in the molecule), the 
number of  points that need to be sampled to completely specify the nuclear wavefunctions grows 
exponentially with the size of the molecule. This makes it impractical to treat the quantum 
dynamics of polyatomic molecules using all the nuclear degrees of freedom. Instead, a reduced 
number of coordinates must be selected, and this requires a thorough understanding of the chemical 
process to be able to choose among the whole set of nuclear degrees of freedom, those that are 
critical. This is why a crucial step when setting up a quantum dynamics simulation is the selection 
of optimal coordinates for constructing  the nuclear grid. Having identified adequate coordinates 
guarantee a correct sampling of the geometries and pathways of interest from the configurational 
space, during the nuclear dynamics. 
 
Once the nuclear grid is defined, for each geometry all the electronic properties and couplings are 
evaluated from ab initio computations. This includes the potential energies, the nonadiabatic 
couplings and the dipole moments.  The wavefunction of the molecule, containing both electronic 
and nuclear parts, can be written in discrete form as: 
 

|ψ(t)⟩ = ;;𝑐y((𝑡)|𝑔𝑖⟩
"/

(45

"0

y45

(2.62) 

Where the indices 𝑔 and 𝑖 run over nuclear and electronic coordinates, respectively.  |𝑔𝑖⟩ = |𝑔⟩ ⊗
|𝑖⟩ is the vibronic basis and 𝑐y((𝑡), the time-dependent coefficients of wavefunction in the linear 
combination of basis functions |𝑔𝑖⟩. 

2.2.5. Hamiltonian in the linear diatomic molecule LiH. 
LiH is a simple diatomic polar molecule, commonly used for proving novel quantum dynamics 
methods. We used it as toy model to show as proof of principle the derivation of the expression of 
the force exerted by the vibronic wavepacket on the nuclei, considering all the nonadiabatic 
couplings and the interaction with the pulse in the dipole approximation. (17) For this purpose, we 
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had to simulate the coupled electron-nuclei dynamics of the molecule of LiH within 7 adiabatic 
electronic states S0 to S7. The molecule LiH has a single nuclear degree of freedom as we can 
specify completely the molecular geometry by just giving the distance between the two atoms. 
This makes much simpler the expression of the Hamiltonian and easier to solve the TDSE. 
Partitioning uniformly the internuclear distance of LiH yields a one-dimensional grid of 
geometries where the potential energies, dipole and nonadiabatic couplings are evaluated. (27) 
 

 
Figure 2.8: a) Potential energy surfaces of the 7 lowest singlet electronic states computed for 
each geometry in the grid of LiH. b) Geometry of LiH with the origin at the center of mass and 
oriented along the Z axis. 
 
The Hamiltonian in LiH has the form 
 

 𝐇	 = 	−
1
2𝜇
(∇z! 	+ 	2τ(𝑅) ∙ ∇z 	+ 	∇zτ(R) 	+ τ(R) ∙ τ(R)) + 𝑉(R) − E(t) ∙ 𝜇(𝑅) (2.63) 

 
where 𝑅 is a scalar variable representing the internuclear distance, 𝜇	 = t(f()t(8)

t(f()[	t(8)
	is the reduced 

mass, 𝑉(R) is a diagonal matrix of potential energies of the adiabatic electronic states. The dipole 
matrix 𝜇(𝑅) 	= 	 	𝜇2wM(𝑅) 	+	 	𝜇#3(𝑅) is diagonal in grid points, while τ(R), the matrix of 
nonadiabatic couplings (NAC) between all pairs of electronic states, has only off-diagonal entries 
with respect to the electronic states, and it is also diagonal on grid points. The nuclear kinetic 
energy given by ∇z!  is diagonal on both electronic and nuclear states.  
 
All the terms of the Hamiltonian can be precomputed as the time dependence lies strictly in the 
electric field E(t) of the pulse and in the coefficients of the wavefunction. In a grid representation, 
the potential energies 𝑉(R), nonadiabatic couplings τ(R), and dipole 𝜇(𝑅) are local on the grid, 
so their matrix elements can be evaluated at each geometry of the grid, using state-averaged 
CASSCF in Molpro (7, 11, 13, 14), for example. The nuclear kinetic energy 𝑇(z) = − 5

!{
∇z!  and 

momentum 𝑝(z) = −i∇z are both nonlocal in the grid coordinate representation (𝑅), but they are 
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local in the momentum representation (𝑝), and act as a multiplicative term. The momentum 
becomes 𝑝(q) = ℏ𝑘 (simply 𝑝(q) = 𝑘 in atomic units) with 𝑘 being the wavenumber. The kinetic 
energy becomes 𝑇(z) = − 5

!{
𝑘!.	Using the Fourier transform and its inverse we can transform the 

wavefunction from position to momentum space and vice versa, respectively. Then, in the 
momentum representation, we can apply the kinetic energy operator by multiplying the 𝒄(𝑡) 
wavevector by −𝑘!. Finally, we transform back to the position representation. The next scheme 
describes the sequence of operations needed to evaluate the kinetic (and momentum) operators 
using the Fourier transform method. (28, 29) (30) 
 

−
1
2𝜇 ∇z

!𝑐(𝑡)|L 	
|9}
ö⎯ø	−

1
2𝜇 𝑘

! ∙ 𝑐(𝑡)|q = 𝑐′(𝑡)|q
\|9}
ö⎯ø 𝑐′(𝑡)|L 

 
where DFT and IDFT are the discrete direct and inverse Fourier transforms, respectively. 
 
However, utilizing the Fourier method to evaluate the nonlocal kinetic energy and momentum 
operators in the grid, makes the integration of the TDSE more complex as we now need to perform 
more complex operations every time step such as taking the two Fourier transforms. This is why 
in our work we decided not to follow such approach and instead we evaluated the operators in 
position space but using finite difference. This approach is accurate and  has the advantage that the 
kinetic energy operators can now be written as matrices in the same way as the potential energy, 
NAC and dipole. This simplifies a lot the implementation in the computer as we integrate fully in 
the coordinate space and all the operators are applied as matrix-vector operations. (31) The action 
of the kinetic energy operator, using the 5 points central finite difference, and the momentum, 
using the 4 points central finite difference, with accuracy 𝑂(ℎ~) are shown below: 
 

𝑑cw
𝑑𝑢 =

cw-! − 8cw-5 + 8cw[5 − cw[!
12ℎ! 	+ 	𝑂(ℎ~) 

 
𝑑!cw
𝑑𝑢! =

−cw-! + 16cw-5 − 30cw + 16cw[5 − cw[!
12ℎ! 	+ 	𝑂(ℎ~) 

(2.64) 

 
where ℎ represents the equal spacing of the intervals in the grid (~ 0.08 Bohr). cw represents the 
component of the wavevector c at the grid point 𝑢. Notice that because in LiH we deal with a 
single nuclear coordinate, the Laplacian and the gradient operators coincide with just the second 
and first derivative, respectively, with respect to the internuclear distance symbolized by the index 
u. 
 
We can write the above operations in matrix form as we show below 
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𝑑
𝑑𝑢 =

1
12ℎ! 		

⎝

⎜
⎜
⎜
⎜
⎛

0
−8

8
0

−1 0
8 −1

1 −8 0 8
0 1 −8 0

⋯
0 0 0
0 0 0
0 0 0

⋮ ⋱ ⋮
0 0 0
0 0 0
0 0 0

⋯
0
−8

8
0

−1 0
8 −1

1 −8 0 8
0 1 −8 0⎠

⎟
⎟
⎟
⎟
⎞

	 

 

𝑑!

𝑑𝑢! =
1

12ℎ!

⎝

⎜
⎜
⎜
⎜
⎛

30
16

16
30

−1 0
16 −1

−1 16 30 16
0 −1 16 30

⋯
0 0 0
0 0 0
0 0 0

⋮ ⋱ ⋮
0 0 0
0 0 0
0 0 0

⋯
30
16

16
30

−1 0
16 −1

−1 16 30 16
0 −1 16 30⎠

⎟
⎟
⎟
⎟
⎞

 

 

(2.65) 

The first derivative matrix is antisymmetric, while the second derivative is symmetric. This 
correlates with the fact that the nuclear momentum operator and the NAC are antihermitian, while 
the momentum operator and the  kinetic energy operators are Hermitian. 

2.2.6. Numerical integration of the TDSE  
Having defined the Hamiltonian, we can now integrate the TDSE (Eq 2.48) and propagate the 
vector of coefficients of the vibronic wavefunction 𝒄(𝑡). This can be done using a variety of 
numerical methods (32), such as the Crank-Nicolson method (33), Chebyshev polynomial 
expansions (34), spectral methods based on the Fourier transform (35), and Runge-Kutta (RK) 
methods. The series of RK methods, developed around 1900 by German mathematicians Carl 
Runge and Wilhem Kutta, are widely used in many scientific and engineering applications for 
solving differential equations and time-dependent problems due to their efficiency and accuracy. 
We implemented a Runge-Kutta 4th order (RK4) algorithm in Fortran to perform the time 
propagation of the vibronic wavefunction in LiH. This approach is fourth-order accurate in time 
which is sufficient to resolve the most critical process in the dynamics which is the interaction with 
the oscillating electric field of the pulse. The norm of the wavefunction using RK4 approach was 
preserved up to 10-14 for the duration of the dynamic allowing to capture consistently and 
accurately the ultrafast coupled dynamics in LiH. We used a timestep of 2.42 ×	10-~ fs which is 
small enough to ensure a robust stable propagation under the RK4 scheme. The RK4 method is 
also quite efficient and easy to implement as it does not involve complex expansions. It can be as 
well scaled for larger quantum systems with high-dimensional Hamiltonians, where accurate and 
stable long-time propagation is needed. 
 
In the following the RK4 method will be described. Let's consider the TDSE (Eq 2.48) expressed 
in the form  
  

 𝑑𝐜(t)
𝑑𝑡 = −𝑖𝐇𝐜(t) (2.66) 
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with initial conditions 𝐜(𝑡,) = 𝐜,. In the case of LiH, the initial state 𝐜, is the lowest-energy 
eigenvector of the Hamiltonian 𝐇, obtained by diagonalization with a Lanczos algorithm (36). The 
Hamiltonian matrix is inherently very sparse, so we allocate it in memory in compressed sparse 
form (CSR) during the propagation for better performance. This allowed us to leverage a variety 
of numerical algorithms optimized for sparse matrix-vector operations and to employ highly 
optimized linear algebra subroutines such as the ones provided by LAPACK and MKL libraries 
with intel C and Fortran compilers. 
 
In the RK4 scheme, the coefficients at the time step 𝑛 + 1 is obtained from the previous step as 
given in the next equation: 

 

𝒄2[5 =	𝒄2 +
1
6
(𝑘5 + 2𝑘! + 2𝑘` + 𝑘~)∆𝑡 

𝑘5 =	−𝑖𝐇(t2)𝒄2 

𝑘! =	−𝑖𝐇(t2 +
∆𝑡
2 )(𝒄2 +

1
2𝑘5∆𝑡) 

𝑘` =	−𝑖𝐇(t2 +
∆𝑡
2 )(𝒄2 +

1
2𝑘!∆𝑡) 

𝑘~ =	−𝑖𝐇(t2 + ∆𝑡)(𝒄2 + 𝑘`∆𝑡) 
 

(2.67) 

where ∆𝑡 is the time step of the dynamics and the iteration is carried for a certain number of steps 
spanning the time range where the evolution of the wavepacket dynamics is followed and ensuring 
good accuracy so the norm of the wavefunction is kept within acceptable values, with a deviation 
from 1 of typically < 10-11. 
 
For the vibronic dynamics, the motion of the wavepacket can be followed accurately as soon as 
rotational and roto vibrational effects do not come into place, which occur in the order of 
picoseconds. In the study of LiH, the propagation was carried out up to 400 fs at most, where the 
norm of the wavefunction was still well preserved. When rotational and roto-vibrational effects 
come into play, one must solve the time-dependent Schrödinger equation in 2 or 3 dimensions 
depending on the symmetry of the molecule. 
 

2.3 Modeling ultrafast excited-state processes in large molecular 
systems 
Solving the Schrödinger Equation (SE) exactly becomes impractical for large molecules because 
as the number of degrees of freedom increases, the number of variables in the wavefunction grows 
exponentially, making direct solutions increasingly challenging and necessitating the use of 
advanced techniques and approximations to handle the complexity. This is known as the “curse” 
or the bottleneck of the dimensionality. 
 
Previously, we discussed how, once a Hamiltonian is defined on a nuclear grid, the TDSE can be 
propagated to obtain the vibronic wavefunction and describe the molecular process in detail. 
However, for large systems with many degrees of freedom, creating an N-dimensional grid and 
evaluating the electronic potential energies, nonadiabatic couplings and dipoles to construct a 
Hamiltonian becomes unfeasible. The computational demands, such as the enormous storage 
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requirements for disk and memory, far exceed current capabilities. Additionally, numerical 
algorithms become increasingly inefficient when performing linear algebra operations on large 
matrices and vectors. In these circumstances, two alternatives can be explored. The first involves 
reducing the dimensionality of the vibronic wavefunction and Hamiltonian by selecting a subset 
of nuclear coordinates that can reproduce accurately the dynamics. This selection process can be 
guided by chemical intuition and prior knowledge of the system. For instance, in our study of the 
CD4+ cation, discussed in Chapter 7, we reduced the system to two nuclear coordinates, 
transforming the wavefunction and operators necessary for propagation to this simplified 
coordinate system. The wave packet dynamics were then propagated in a similar manner to the 
case of LiH but with a 2D grid instead of a 1D grid. 
 
This dimensionality reduction approach allows quantum dynamics to be applied to studying small 
polyatomic molecules. However, as the size of the molecule increases, it becomes more 
challenging to identify which coordinates are most relevant for the calculations. Multiple modes 
may be involved in larger systems, and it may not be straightforward to select the coordinates that 
best represent the system’s dynamics. 
 
We must rely on approximations in modeling the nuclear motion for medium- and large-sized 
molecules, sacrificing some chemical accuracy to obtain results within a reasonable computational 
time. Nevertheless, these approximate methods can still provide valuable insights into 
photochemical processes triggered by ultrafast light pulses. In the next subsection, we describe in 
more detail the surface hopping method, which is widely used for such purposes. 

2.3.1. Surface hopping dynamics using the SHARC method 
The study of the photodynamics of medium-sized molecules requires a semi-classical approach in 
which the treatment of nuclear motion is done classically, while the electrons remain treated 
quantum-mechanically. The surface hopping (SH) method (37) is a popular approach that falls in 
this range of semiclassical algorithms. It excels due to its simplicity which makes it easy to 
interpret,  its potential on-the-fly implementations and parallelization, and because it allows to 
treat all the nuclear degrees of freedom at reasonable computational cost. (38, 39)  Nevertheless, 
SH cannot reproduce truly quantum effects like the zero-point energy, tunneling or electronic and 
nuclear interferences. (38, 39) 
 
In the study of photorelaxation of ethylene cation, we have employed a variant of SH developed 
by the group of Leticia Gonzalez  (38), which is able to account for spin-orbit coupling effects, as 
well as for the nonadiabatic nuclear-electronic couplings. The method is implemented in the 
program SHARC, maintained by the same group, and which is available free of cost. The SHARC 
acronym stands for Surface Hoping including Arbitrary Couplings, a reference to both the 
algorithm and the program. SHARC can be used to study many excited state processes in large 
molecules, such as intersystem crossing dynamics, relaxation throughout a network of conical 
intersections, and photoelectron spectroscopy. Another code that is used extensively is Newton-X, 
developed by Mario Barbatti’s group. (40) In SH the quantum electronic part is represented by the 
electronic wavefunction |Φ#3(𝑡)⟩ defined on an electronic basis. (37) (38) 
 

|Φ#3(𝑡)⟩ = 	;𝑐2(𝑡)	|Ψ2(𝑡)⟩
2

(2.68) 
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Where 𝑛 runs over all the electronic basis states, 𝑐2(𝑡) are the time-dependent coefficients, and 
|Ψ2(𝑡)⟩ are the electronic basis states. 
 
In SHARC, (|Ψ2(𝑡)⟩) represents the adiabatic basis that diagonalizes the electronic Hamiltonian 
at time t, corresponding to the geometry of the classically moving nuclei at that instance. Strictly 
speaking, it should be written as	|Ψ2(𝒓; 𝑅(𝑡)⟩, where 𝒓 represents the electronic coordinates and 
𝑅(𝑡) the time-dependent nuclear positions. Alternatively, the method allows for the inclusion of 
states with different multiplicities in the simulation, which may be coupled through relativistic 
spin-orbit coupling (SOC) interactions. If that is the case, the electronic Hamiltonian contains a 
term composed of the kinetic energy and Coulombic terms of the molecular system, which is the 
molecular Coulomb Hamiltonian (MCH), and a second term that contains the SOC Hamiltonian 
with off-diagonal terms that couple electronic states of different spin multiplicity. 
 

𝐻#3 = 𝐻g�8 + 𝐻K�� (2.69) 
 
We employed the SHARC method to simulate the ultrafast photorelaxation of ethylene cation 
following the sudden ionization of a sample of ethylene with an XUV pump pulse. We modeled 
the coupled excited state dynamics of the doublet cation throughout a network of critical conical 
intersections. So, spin-orbit couplings were not considered, and the states have all the same spin 
multiplicity: doublet in this case. This means that our electronic Hamiltonian is the MCH, Equation 
2.8. 
  
The electronic time-dependent Schrödinger equation is then solved for the electronic Hamiltonian 
𝐻#3 =	𝐻g�8 	 and with the electronic wavefunction |Φ#3(𝑡)⟩ 
 

𝐻0#3|Φ#3(𝑡)⟩ = 𝑖	
𝜕
𝜕𝑡
|Φ#3(𝑡)⟩ (2.70) 

 
After substituting the electronic wavefunction from Equation 2.68, projecting on the electronic 
state ⟨Ψt(𝑡)|, and using the orthonormality property of the  adiabatic electronic basis 𝛿t2 =
⟨Ψt|Ψ2⟩, we obtain a set of coupled differential equations for the coefficients 𝑐2(𝑡): 
 

⟨Ψt(𝑡)|𝐻#3;𝑐2(𝑡)	|Ψ2(𝑡)⟩
2

= 𝑖	〈Ψt(𝑡)|
𝜕
𝜕𝑡;𝑐2(𝑡)	|Ψ2(𝑡)⟩

2

 

;𝑐2(𝑡)	⟨Ψt(𝑡)|𝐻#3|Ψ2(𝑡)⟩
2

= 𝑖	;[𝑐2(𝑡)	〈Ψt(𝑡)|
𝜕
𝜕𝑡
|Ψ2(𝑡)⟩

2

+
𝜕𝑐2(𝑡)
𝜕𝑡

⟨Ψt(𝑡)|Ψ2(𝑡)⟩] 

;𝑐2(𝑡)	⟨Ψt(𝑡)|𝐻#3|Ψ2(𝑡)⟩
2

− 𝑖	;𝑐2(𝑡)	〈Ψt(𝑡)|
𝜕
𝜕𝑡
|Ψ2(𝑡)⟩ =

2

𝑖;
𝜕𝑐2(𝑡)
𝜕𝑡

⟨Ψt(𝑡)|Ψ2(𝑡)⟩
2

 

 

;𝑐2(𝑡)𝑉t2
2

− 𝑖	;𝑐2(𝑡)	𝑇t2 =	
2

𝑖
𝜕𝑐t(𝑡)
𝜕𝑡  

𝜕
𝜕𝑡
𝑐t(𝑡) = −;[𝑖𝑉t2 + 𝑇t2]𝑐2(𝑡)

2

(2.71) 
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Where 𝑉t2 = ⟨Ψt|𝐻#3|Ψ2⟩ represent the off-diagonal elements of the electronic Hamiltonian and 
𝑇t2 = ×Ψt�𝜕 𝜕𝑡» �Ψ�Ù the nonadiabatic derivative coupling term. Both terms can promote 
transitions between electronic states. 𝑉t2 vanish in the adiabatic representation because the 
electronic Hamiltonian is diagonal, which leads to the simpler Equation 2.72: 
 

𝜕
𝜕𝑡
𝑐t(𝑡) = −;𝑇t2𝑐2(𝑡)

2

(2.72) 

 
Remembering that the adiabatic function Ψ�	depends parametrically on the nuclear coordinates, 
and using the chain rule, the time-derivative coupling 𝑇t2 can be expanded further as the dot 
product of the nuclear velocity vector 𝐯 (since the nuclei are treated classically) and the 
nonadiabatic derivative coupling vector (𝛕t2 ) as shown in Equation 2.73. 
 

𝑇t2 = ×Ψt(𝐫; 𝐑) Ø�̇� ⋅
𝜕
𝜕𝐑
ØΨ�(𝐫; 𝐑)Ù = �̇� ⋅ �×Ψt(𝐫; 𝐑) Ø

𝜕
𝜕𝐑
ØΨ�(𝐫; 𝐑)Ù�

𝑇t2 = 𝐯 ⋅ 𝛕t2 (2.73)
 

 
where 𝐯 = �𝐑

�/
	and 𝐑 is the vector of nuclear positions.  

 
The temporal evolution of the electronic wavefunction is then conditioned by the classical nuclear 
coordinates  𝐑(𝑡), while the nuclei follow classical trajectories in which the state of each nucleus: 
its position and velocity at each time ¤𝐑(𝑡), 𝐯(𝑡)¥, is determined by integrating the Newton 
equation of motion 
  

𝑀%
𝜕!𝐑%
𝜕𝑡! = �⃗�% ≡ −

𝜕𝐸#3

𝜕𝐑%
(2.74) 

 
Notice from Equation 2.74 that the classical forces on each atom �⃗�% are defined from the gradient 
of the electronic adiabatic potential on which the nuclei move. In contrast to a wavepacket, which 
can experience multiple potential gradients simultaneously if it corresponds to a superposition of 
electronic states, see Chapter 5 Section 5.1, the classical nuclei in each trajectory follow a single 
force at any given time as they evolve on one specific potential energy surface called the “active” 
electronic state. Nevertheless, at any time, the nuclei can move or “hop” probabilistically to a 
different electronic state due to the nonadiabatic coupling effects, which leads to a branching of 
the population at the level of the ensemble. To determine the active space at every time, SHARC 
uses the “fewest switches” stochastic algorithm from Tully et al. (37) In Fewest Switching Surface 
Hopping (FSSH), the decision of whether to switch or not electronic states is made at each 
integration time step by generating a uniform random number 𝜁 between 0 and 1 to compute the 
hopping probability from the following condition: 
 

If	
Δ𝑡𝑏t2
𝑎22

> 𝜁	then	a	switch	from	state	𝑚	to	state	𝑛	will	be	invoked	 (2.75) 

 



 73 

Here, 𝑎22 = 𝑐2∗𝑐2 represents the population of the electronic state 𝑛. The quantity 𝑏t2 depends on 
the electronic coherences 𝑎t2∗ = 𝑐t∗ 𝑐2; generally, it can be written as 𝑏t2 = 2	Im(𝑎t2∗ 𝑉t2) −
2	Re(𝑎t2∗ 𝑇t2). In the adiabatic representation, this expression simplifies to 𝑏t2 =
2	Re(𝑎t2∗ 𝑇t2). Such definition of the hopping probability ensures that no transitions will occur 
in regions of vanishing coupling since 𝑏t2 = 0. Also, the smaller the time step of the time 
integration, the smaller the probability of hopping, but there will be more steps, so the net 
probability does not depend on the size of the time step.  
 
If a switch occurs, the component of the velocity in the direction of the nonadiabatic coupling 
vector is adjusted to reflect the change in the potential on the kinetic energy part. This ensures the 
conservation of the energy. The term “fewest switches” refers to the algorithm’s goal of 
minimizing the number of state hops while ensuring that the correct statistical distribution of state 
populations is always maintained. (37) Thus, the composition of the time-dependent electronic 
wavefunction is monitored through the population in each electronic state |𝑐2(𝑡)|!. When the 
population of the active state decreases, the probability to switch to any other state (surface 
hopping) is computed following the fewest switches algorithm. 
 

2.3.2. Sampling of initial conditions from the Wigner distribution 
In SH the quantum wavepacket is modeled as a swarm of trajectories, each with different initial 
conditions and independent one of the other. To recover the statistical character of the wavepacket 
propagation, the ensemble of trajectories must be averaged at each time step. For describing a 
photoexcitation process, the initial conditions should be sampled representatively from a statistical 
distribution that reflects the true quantum nature of the molecule in its ground vibrational and 
electronic state. In SHARC, the initial conditions ¤𝐑𝟎(𝑡), 𝐯𝟎(𝑡)¥ are drawn from the quantum 
Wigner quasiprobability distribution. The Wigner function maps the stationary vibrational states 
of the nuclei to a probability distribution in the phase space of the molecule. The complex vibration 
of the nuclei about the equilibrium geometry can be approximated by a set of 3N-6 (or – 5) 
quantum harmonic oscillators of mass 𝜇, corresponding to the reduced mass of the group of atoms 
involved in the normal mode and angular frequency 𝜔, where the Hamiltonian takes the form 
 

ℋ0 =
�̂�!

2𝜇
+
1
2
𝜇𝜔!𝑅8! (2.76) 

 
Where 𝑅8, �̂� are the nuclear position and momentum operators that define the phase space and 
satisfy [𝑅8, �̂�] = 𝑖ℏ and  �̂� = −𝑖ℏ∇0�. The potential in the vicinity equilibrium can be approximated 
by the quadratic term 𝑉(𝑅) = 5

!
𝜇𝜔!¤𝑅 − 𝑅#�¥

! = 5
!
𝑘¤𝑅 − 𝑅#�¥

!, where 𝑘 = 𝜇𝜔! is the force 
constant matrix determined from the Hessian of the potential at equilibrium 
 

𝐇𝐢𝐣 = �
𝜕!𝑉

𝜕𝑅(𝜕𝑅+
�
��

(2.77) 

 
The eigenvalues of the Hessian, after projecting out rotational and translational degrees of 
freedom, correspond to the squares of the vibrational frequencies (𝜔) and the eigenvectors serve 
as a basis for the normal modes (coordinates) of vibration which describes the collective motion 



 74 

of the nuclei in the molecule. The stationary vibrational states of the harmonic oscillator are 
determined by the eigenvalue equation  
 

ℋ0 |𝜓⟩ = ℰ2|𝜓⟩ (2.78) 
 
with ℰ2 = ¼𝑛 + 5

!
½ ℏ𝜔 being the evenly spaced quantized vibrational energy levels: 𝑛 = 0, 1, … is 

the vibrational quantum number, ℏ is the reduced Planck’s constant, and 𝜔 is the angular frequency 
of the oscillator related to the force constant 𝑘 by 𝜔 =	¢𝑘 𝜇⁄ 	. The eigenfunctions |𝜓⟩ are given 
in terms of Hermite polynomials 𝐻2(𝜉) as follows 
 

𝜓2(𝑅) =
1

√𝑛! 22
/
𝛼
𝜋

1
�𝑒

->z&
! �𝐻2¤√𝛼𝑅¥ (2.79) 

 Where 𝛼 = /Z{
ℏ&

. And the Hermite polynomials 𝐻2(𝜉) are a family of orthogonal polynomials that 

satisfy the recurrence relation 𝐻2[5(𝜉) = 2𝜉𝐻2(𝜉) − 𝐻2D (𝜉). The first Hermite polynomial  is 
𝐻,(𝜉) = 1. 
 
The ground vibrational state (𝑛 = 0) has a non-zero energy ℰ, =

5
!
ℏ𝜔, which shows that even at 

equilibrium, the nuclei are not static but rather constantly vibrating. Since the Hermite polynomial 
for 𝑛	 = 	0 is 𝐻,¤√𝛼𝑅¥ = 1, the ground state wavefunction 𝜓,(𝑅) becomes: 
 

𝜓,(𝑅) = ¼
𝛼
𝜋½

5 ~⁄
𝑒-

>z&
! (2.80) 

 
This is a Gaussian wavefunction centered at the equilibrium position 𝐑X� with no nodes. It decays 
to zero as the distance from the equilibrium increases. This means that the nuclei's vibrational 
motion is most likely localized around the equilibrium geometry. However, the molecule's ground 
state is more accurately represented by a probability distribution of both positions and momenta 
rather than by a single geometry and velocity, as we do classically. To capture this behavior in the 
surface hopping dynamics, we need to sample the Wigner quasiprobability distribution, which 
gives the probability of any state of the nuclei given by geometry and momentum. For a pure 
quantum state |𝜓⟩ with the vibrational wavefunction 𝜓 expressed in the position representation, 
the Wigner probability function 𝑊(𝑅, 𝑝) is defined as follows 
 

𝑊(𝑅, 𝑝) =
1
𝜋ℏs 𝜓∗ �𝑅 +

𝑅D

2 �
p

-p
𝜓�𝑅 −

𝑅D

2 � 𝑒
-(qz' ℏ⁄ 𝑑𝑅D (2.81) 

 
The same Wigner function can be obtained if the wavefunction were to be expressed in the 
momentum representation 	𝜓0 
 

𝑊(𝑅, 𝑝) =
1
𝜋ℏs 𝜓0∗ �𝑝 +

𝑝D

2�
p

-p
	𝜓0 �𝑝 −

𝑝D

2� 𝑒
-(zq' ℏ⁄ 𝑑𝑝D (2.82) 
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Substituting the expression of the ground state wavefunction (Equation 2.80) into the Wigner 
function (Equation 2.81), we obtain the ground vibrational Wigner distribution which is from 
where SHARC samples the initial conditions for the SH dynamics. 
 

𝑊(𝑅, 𝑝) =
1
𝜋ℏ

𝑒->z&𝑒-
q&
>ℏ& 	 (2.83) 

 
Introducing the dimensionless operators for coordinate 𝑄8 = (𝜇𝜔, ℏ⁄ )5 !⁄ 𝑅8 and momentum  
𝑃8 = (𝜇𝜔, ℏ⁄ )-5 !⁄ �̂� such as �𝑄8, 𝑃8� = 𝑖, the ground state Wigner distribution becomes: 
 

𝑊(𝑄, 𝑃) =
1
𝜋 𝑒

-N�&[�&O (2.84) 

 
To sample the initial conditions (𝑅, 𝑣) needed for the classical propagation of the nuclei in the SH 
dynamics, SHARC uses the optimized equilibrium geometry 𝑅#�, the set of vibrational frequencies 
{𝑣(} and the normal modes vectors {𝐧(} in mass-weighted Cartesian coordinates for every 
vibrational degree of freedom 𝑖. The last two can be obtained from any quantum chemistry code 
by computing and diagonalizing the Hessian. To obtain a set of 𝑁 initial conditions 
�¤𝐑+ , 𝐯+¥	for	𝑗 = 1…𝑁	�, SHARC follows the procedure indicated below for each ¤𝐑+ , 𝐯+¥ 
 

1. Start from the equilibrium geometry and zero velocities: 𝐑�	 = 𝐑X�	and 𝐯� = 0 
2. For each vibrational degree of freedom 𝑖 a decision of whether use it to update the 

coordinates and velocities or not is made. To accomplish this, a pair 𝑄( , and 𝑃( are 
randomly generated from the interval [−5, 5] and the ground state Wigner distribution is 
calculated and compared with a uniform random number 𝜂( ∈ [0,1]. Only if 𝑊(𝑄( , 𝑃() >
𝜂( the coordinates and velocities are updated using Equation 2.85 and Equation 2.86. 
 

𝐑+ → 𝐑+ +
𝑄(
¢2𝜈(

𝐧( 	 (2.85) 

𝐯+ → 𝐯+ +
𝑃(¢𝜈(
√2

𝐧( (2.86) 
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Chapter 3 Ab initio modeling of the molecular response 
to an external mechanical force  
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3.1 Theoretical methods to simulate the response to an external force 
There are several ways to model the pulling of a mechanophore in the context of SMFS 
experiments. Isometric approaches indirectly measure the effect of the external force by a series 
of relaxed constrained geometry optimizations. The isometric approach CoGEF (Constrained 
Geometry optimization simulates the External Force) was proposed by Beyer (2000)(1, 2). It 
allows us to model how the potential energy changes as the molecular system is stretched by the 
pulling force of the cantilever or by the hydrodynamic drag in sonication experiments.  For every 
step of the elongation, the end-to-end distance of the molecular system, defined by the attachment 
to the surface and the attachment to the tip of the cantilever, is constrained, see Figure 3.1. Then, 
the geometry of the molecule is relaxed from the deformed state to a state of equilibrium with the 
constraint, at which the energy is minimal. In practice, it is often the case that one cannot include 
the entire polymer chain in the quantum chemistry computation of the equilibrium geometry of the 
constrained geometry, and one defines ‘effective’ pulling atoms that substitute the long polymer 
chain. In our case, the PMA chains on each end of the mechanophore are replaced by methyl groups 
in the quantum mechanical calculations, and the constraints are defined between the two carbon 
atoms of the methyl groups.  
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Figure 3.1: Illustration of the CoGEF approach followed to indirectly model the response of 
furan/maleimide adducts to an external force mimicked by a pulling distortion acting on the two 
ends of the molecule, which represents the attachments to the tip and the surface in an SMFS 
experiment. 
 
Because we deal with constraints on geometrical coordinates associated with the pulling of the 
mechanophore rather than with a force itself, this approach can only assess the effect of the force 
in an indirect way. However, since the potential energy is a function of coordinates rather than 
forces, this method has proved helpful in studying chemical reactions and their pathways under 
force. Moreover, as shown by Ribas-Arino (2009) (3), at equilibrium, the potential energy obtained 
in the CoGEF approach is related to the potential energy from simulations with explicit external 
force via a Legendre transform, and the internal pulling coordinate and the force are conjugate 
variables. Isotensional approaches include an external force directly in the quantum chemistry 
calculations. The external force is added to the nuclear gradient, contributing an extra term to the 
SCF electronic energy. Three approaches have been implemented: the ab initio steered molecular 
dynamics (AISMD),(4) the external force is explicitly included (EFEI)(3), and the enforce 
geometry optimization (EGO)(5). AISMD pulls a set of "anchoring" atoms in the molecule towards 
fixed lab-frame "pulling" points. The resulting potential energy surface depends on the molecule's 
orientation because the pulling points do not rotate with the molecular frame. This approach is 
implemented in TeraChem (6) software and can be used to simulate the dynamics of a molecule 
under a constant external force. The EFEI and EGO methods apply a compressing, or elongating, 
constant external force to a pair of atoms along a line connecting their nuclei. Selecting this 
orientation prevents any effects associated with molecular translations and rotations of the center 
of mass induced by the external force (5). Note that this is also the case for the COGEF approach 
discussed above. EFEI and EGO methods work on the molecular frame representation of the 
molecule. They are well suited for static calculations with external forces like searching transition 
states, local minima geometry optimizations, and minimum energy paths. This thesis used the EFEI 
approach implemented in the software Q-Chem (7). 
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The differences between the EFEI and AISMD models that simulate the external force are 
schematized in Figure 3.2. 
 

 
Figure 3.2: Key differences between EFEI and AISMD approaches. In EFEI, the external force is 
applied along the line that connects the terminal anchoring atoms (A1 and A2). In contrast, in 
AISMD, the force pulls each anchoring atom towards an associated pulling point (P1 and P2) in 
the lab frame. 
 
In the AISMD approach, the external force modifies the electronic ab initio potential energy, as 
indicated by Equation 3.1. 
𝑉!"#$%(𝐫) = 𝑉&'	)*)+),(𝐫) 	+	∑ 𝐹-*+𝐫)

.)/(𝑃)) − 𝐫)(𝐴))+ − +𝐫)
.)/(𝑃)) − 𝐫)-(𝐴))+/0

)  (3.1) 
 
In Equation 3.1 V123454647 represents the electronic potential energy of the molecule computed with 
the electronic structure calculation of choice (DFT, CASSCF, etc.) to which the work done by the 
external force (second term) is added, resulting in a modified potential V89:;<. F- is the magnitude 
of the steering force, 𝐫4=4>(P4) is the fixed position of each pulling point, while  𝐫4(A4) and 𝐫4-(A4) 
represents the initial and current position of the anchoring points, respectively, during the 
dynamics. 

3.1.1 Free energies and rate constants from ab initio computations  
The thermochemistry analysis procedure available in most quantum chemistry packages is based 
on statistical mechanics. It allows us to estimate thermodynamic properties, such as entropy, 
enthalpy, and free energy, by evaluating the molecular partition function for an individual molecule 
at equilibrium, which is then used to construct the canonical partition function for the system in 
the context of the canonical ensemble (with fixed volume, temperature, and composition). 
 
Using the thermochemistry analysis, we computed the activation free energy (𝛥?𝐺-) for the 
furan/maleimide rDA reaction at room temperature and different force values within the EFEI 
approach. The activation free energy is the difference between the free energy of the transition 
state (TS) and the equilibrium geometries (Equation 3.2). 
 

𝛥?𝐺- = 𝐺-(𝑇𝑆) − 𝐺-(𝐸𝑞) (3.2) 

The rate constants at a given temperature (𝑘(𝑇)) are estimated using the Eyring transition state 
theory: 
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𝑘(𝑇) =
𝑘@𝑇
ℎ𝑐-

𝑒3
A!B"
CD (3.3) 

Where:  

o 𝑐- = 1 is the standard concentration. 

o 𝛥?𝐺- is the free energy of activation, and T is temperature. 

o 𝑘@, ℎ, 𝑅,  are Boltzmann, Planck, and ideal gas constants, respectively. 

3.2 Summary of key findings 
In the work published in ref. (8), we modeled the response of furan/maleimide Diels-Alder adducts, 
serving as mechanophores in SMFS experiments performed on PMA polymer chains. The weak 
dynamic character of the covalent bonds found in these Diels Alder adducts makes them easily 
breakable under external forces applied by the AFM cantilever and in sonication experiments. This 
justifies its application as mechanophore and the interest in using them in mechanochemistry to 
design self-healing materials and logic devices driven by external forces.  We applied both CoGEF 
and EFEI methodologies to model the response of the furan/maleimide mechanophore to the 
external mechanical force, mimicking the situation observed in SMFS experiments. In those 
experiments, the AFM cantilever grabs a single-PMA polymer, with the furan/maleimide 
mechanophore in the center, from a bulk sample and stretches it until the weakest bonds break. 
Two stereoisomers, proximal endo (Pendo) and proximal exo (Pexo) were studied, motivated by 
the findings of  Wang et al.(9), who show that the endo stereoisomer is more labile than the exo 
counterpart, meaning it breaks at lower forces. We corroborate this fact with our theoretical 
computations and provide insights explaining the observed trend. 
 
The CoGEF and EFEI geometry optimizations and single-point characterizations were carried out 
at both unrestricted DFT and multireference CASSCF with the basis set 6-31G(d,p)(10-12). After 
benchmarking several DFT functionals, we chose the long-range dispersion corrected functional 
wB97X-D(13), implemented in Q-Chem. (7)The multireference calculations are singlet and triplet 
state-specific CASSCF, where the selected active space comprises 4 electrons in 4 orbitals 
(CAS(4,4)). All the calculations are done on the ground state of the molecule as both the CoGEF 
and EFEI approaches assume that the force acts adiabatically on the system; that is to say, at every 
value of the force or constraint, the electrons are in a state of equilibrium with the nuclei. The 
choice of unrestricted and multireference methodologies is compulsory as the diradical singlet 
intermediate, present in the sequential pathway of the furan-maleimide retro-DA reaction, has an 
open-shell electronic structure. So, strong correlation effects affect the electronic structure of the 
diradical species at equilibrium geometry at zero force and under force, and a single-reference 
unrestricted formalism or a multireference computational method must be used. 
 
CoGEF was used to determine the reaction path under force along a coordinate corresponding to 
the pulling of the polymer, which, in our case, we mimicked by the distance between two methyl 
groups on the edges of the mechanophore. Due to the importance of defining the pulling coordinate 
in CoGEF, we show in Figure 3.3 a scheme highlighting it and the scissile bonds of the adduct SB1 
and SB2. 
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Figure 3.3: Drawing of the endo furan/melimide mechanophore, showing the bonds that break 
during the retro-Diels-Alder reaction, called scissile bonds SB1 and SB2, and the direction of the 
external force, indicated by the arrows, modeled as a geometric constrain imposed in the pulling 
coordinate at every step of CoGEF. 
 
The EFEI method was used to determine the transition states and minima under force, from which 
we could also obtain the profile of free energies of activation for the retro-DA reaction. From the 
analysis of the free energies, we conclude that the reaction is inhibited at lower values of the 
external force. In contrast, the reaction is enhanced at forces larger than 3 nN, and already at ~ 4 
nN, the activation energy is lower than at zero force. Importantly, we report a switch from the 
concerted to the sequential mechanism at external forces of approximately 1 nN. This contrasts 
with the thermally activated [4 + 2] retro-Diels–Alder reaction, which predominantly proceeds via 
a concerted mechanism in the ground electronic state. The shift in mechanism is produced due to 
the asymmetry in the direction of the external force, which, upon stretching, initially has a larger 
projection in one of the scissile bonds (SB1) than on the other (SB2). Thus, the external force 
destabilizes the concerted mechanism, favoring the sequential pathway. 
 
We studied in detail the sequential mechanism proposed in this work and characterized the 
intermediate structures, which have diradical character. We proved the diradical open-shell 
electronic structure of the intermediate by analyzing the CASSCF configurations and the natural 
orbitals. We show that after the first bond rupture, the intermediate species have degenerate HOMO 
and LUMO natural orbitals; that is, both of them are occupied by one electron. In addition, we 
observed that the HOMO orbital is localized in the maleimide part. In contrast, the LUMO 
localizes in the furan part of the adduct, indicating an open-shell structure. However, since this 
could correspond to either a diradical or a zwitterion, we computed the dipole moment along the 
CoGEF pathway. We also analyzed the separation of charges between the furan and maleimide 
parts of the adduct. Both charges and dipole moment remain small throughout the reaction 
pathway, which excludes the possibility that the intermediate would be a zwitterion. This 
confirmed the presence of diradicals in the intermediate stage of the sequential furan/maleimide 
[4 + 2] retro-Diels–Alder.  
 
We also reported that the lowest triplet state becomes nearly degenerate with the singlet ground 
state where the reaction under force occurs. This is a consequence of the diradical electronic 
structure, whose open-shell structure can lead to either a singlet superposition of spin-up and spin-
down functions of the electrons occupying the HOMO and the LUMO orbitals or to a triplet 
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configuration where both electrons have spin-up or down. See Figure 2.3 in Chapter 2, which 
illustrates all the possible diradical configurations. 
 
Our work not only contributed to advancing the understanding of the furan/maleimide reaction 
under force, showing that the sequential pathway can be favored when asymmetric forces come 
into play but also provided insights on how to model the molecular response to the external force 
whose applicability goes beyond the molecules we studied and can be extended to other systems. 
This work also contributed greatly to understanding the challenges that our experimental partners 
can face while performing the SMFS experiments since they do not have a fine control of the 
behavior of the polymers when interacting with the AFM cantilever or beyond that. Many 
phenomena are very difficult or impossible to resolve at the current level of the experiments. That 
is why our theoretical insights help them better plan the experiments and can guide their decision-
making. Certainly, our findings pave the way for the rational design of DA mechanophores for 
polymer science and photochemistry. 
 

3.3 Summary of contributions 
All authors contributed to the organization of the manuscript, the analysis of the results, and the 
development and refinement of ideas, providing valuable advice and feedback on both the text and 
figures. Manuel Cardosa Gutierrez performed all computational work, including CoGEF, EFEI, 
and electronic structure calculations (DFT and CASSCF). He was responsible for writing inputs 
for the software, monitoring the calculations, analyzing the results, and reporting the findings. He 
benchmarked DFT functionals and CASSCF active spaces to select the most appropriate 
computational methods, balancing accuracy with efficiency. He modeled all species considered in 
the study, including equilibrium geometries of the furan/maleimide system (with and without 
force), transition states, and intermediate species. 
 
Manuel Cardosa conducted an in-depth review of the literature on state-of-the-art methods for 
modeling the force response in molecules. He determined the reaction pathways under force for 
the two stereoisomers analyzed, exo and endo furan/maleimide, and provided the necessary 
evidence supporting the transition to a sequential mechanism under force—an observation reported 
for the first time. Additionally, he analyzed the CASSCF wavefunctions and molecular orbitals, 
demonstrating that the intermediate species exhibit diradical character, with nearly degenerate 
singlet and triplet states. He applied Eyring theory to determine the activation energies and reaction 
rates under force, based on the free energies of both reactants and transition states. 
 
Françoise Remacle provided guidance and supervision throughout the study, contributing her 
expertise in quantum chemistry and dynamical modeling, in the use of adequate software, and in 
the analysis and interpretation of results. 
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Bond breaking of furan–maleimide adducts via
a diradical sequential mechanism under an external
mechanical force†

Manuel Cardosa-Gutierrez,a Guillaume De Bo, b Anne-Sophie Duwez *a

and Francoise Remacle a

Substituted furan–maleimide Diels–Alder adducts are bound by dynamic covalent bonds that make them

particularly attractive mechanophores. Thermally activated [4 + 2] retro-Diels–Alder (DA) reactions

predominantly proceed via a concerted mechanism in the ground electronic state. We show that an

asymmetric mechanical force along the anchoring bonds in both the endo and exo isomers of proximal

dimethyl furan–maleimide adducts favors a sequential pathway. The switching from a concerted to

a sequential mechanism occurs at external forces of z1 nN. The first bond rupture occurs for

a projection of the pulling force on the scissile bond at z4.3 nN for the exo adduct and z3.8 nN for the

endo one. The reaction is inhibited for external forces up to z3.4 nN for the endo adduct and 3.6 nN

for the exo one after which it is activated. In the activated region, at 4 nN, the rupture rate of the first

bond for the endo adduct is computed to be z3 orders of magnitude larger than for the exo one in

qualitative agreement with recent sonication experiments [Z. Wang and S. L. Craig, Chem. Commun.,

2019, 55, 12263–12266]. In the intermediate region of the path between the rupture of the first and the

second bond, the lowest singlet state exhibits a diradical character for both adducts and is close in

energy to a diradical triplet state. The computed values of spin–orbit coupling along the path are too

small for inducing intersystem crossings. These findings open the way for the rational design of DA

mechanophores for polymer science and photochemistry.

Introduction

Dynamic covalent bonds, like the archetypal furan–maleimide
Diels–Alder (DA) adduct, are vastly used in synthetic chemistry
and polymer science, and are now expanding into biology.1–3

Furan–maleimide adducts are characterized by dynamic cova-
lent bonds that are more labile and slightly longer than typical
carbon–carbon covalent ones. The dynamic covalent bonds of
Diels–Alder (DA) adducts make them attractive mechanophores
when embedded in polymers and networks.4–11 DA reactions on
these adducts proceed via a low reaction barrier that leads to
reversible reactions. In solution, the adducts need to be heated
at high temperatures to break open.1,12 The retro-DA reaction
can also take place at room temperature when the adduct is

sonicated, thus subjected to mechanical forces.5,10,11 There is
however not yet a detailed understanding on the rupture
mechanism of these adducts under tension, in particular on the
concerted or sequential nature of the reaction path.13

Beyond stabilizing intermediates and shiing chemical
equilibria, due to the vector character of the force, mechano-
chemical reactions can follow specic pathways yielding prod-
ucts that may differ from those of non-directional thermal
activation in solution.4,13–19 It was shown that the cis or trans
anchoring of benzocyclobutene to a polymer chain controls the
stereochemistry of the ring opening.20,21 Under tension, the cis
attachment leads to a disrotatory ring opening in violation of
the Woodward–Hoffmann rules22 and yields the same product
as the trans attachment. Ab initio steered molecular dynamics
simulations on cyclobutene and the determination of the
minimum energy pathway provided a mechanistic interpreta-
tion on the force modied potential energy surface.14 In cis and
trans gem-diuoro-cyclopropane (gDFC), it was shown that
under tension, the trans gDFC undergoes a Woodward–Hoff-
mann thermally forbidden conrotatory ring opening, and that
both cis and trans gDFC open via a diradical intermediate that is
stabilized under tension.23 Upon releasing the tension, the
diradical returns to the cis gDFC for which the barrier is smaller
on the eld free potential. The diradical character of the
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intermediate under tension was demonstrated by trapping it
with a radical chromophore. Cyclobutane cores embedded in
mechanophores were reported to open sequentially24–27 and
shown to proceed via a diradical intermediate, the product
stereochemistry being determined by whether or not the inter-
mediate undergoes isomerization aer the rst bond
rupture.28,29 Diradical intermediates were also recently reported
to play a role in the mechanochemical reactivity of vinyl-
addition polynorbornene that contains norbornane units30

and in the release of CO by sonication activation of the norborn
2-en-7-one scaffold.31

Various [4 + 2] mechanophores have been investigated,19 and
among them furan–maleimide is a popular structural
motif.5,6,9–11,32–38 Furan–maleimide adducts embedded in a poly-
methyl acrylate (PMA) polymer were shown to selectively break
under sonication.5 Stevenson and De Bo10 pointed to the
regioselectivity of the rupture of a furan–maleimide mechano-
phore embedded in PMA activated by sonication; the two
proximal stereoisomers, where the anchoring of the polymer
chain on the furan is on a carbon atom near neighbor to the
furan/maleimide junction, being more labile than the distal
ones where the anchoring is on the next near neighbor atom on
the furan moiety. Wang et al.11 benchmarked the mechanical
resistance to activation by sonication of two proximal stereo-
isomers with respect to the ring opening of gem-dichlor-
ocyclopropane. They concluded that the proximal-exo adduct is
mechanically less labile than the proximal-endo one. This ster-
eoselectivity in the rupture under force follows the trend of
thermal activation. It is corroborated by the differences in the
computed force-free activation barriers and in the efficiency of
the mechanochemical coupling to the polymer chain.

Motivated by these results,10,11 we theoretically investigated
the mechanism of the [4 + 2] retro-Diels–Alder (rDA) ring
opening of proximal-endo, Pendo, and proximal-exo, Pexo,
dimethyl furan–maleimide adducts under tension. We report
on a shi from a concerted mechanism at zero force to

a sequential one at external pulling forces on the weakest scis-
sile bond smaller than 1 nN due to the directionality of the force
applied to the methyl groups used to model the tethering of the
adduct into a polymer. We further show that the tension
inhibits the bond rupture up to pulling forces of z3 nN before
inducing a preferential activation of the Pendo stereoisomer in
qualitative agreement with the experimental results of Wang
et al.11

In the ground electronic state at room temperature, ther-
mally activated [4 + 2] retro-Diels–Alder (rDA) reactions proceed
most of the time via a concerted and stereospecic pathway
involving a single concerted transition state at room tempera-
ture.39,40 Activation energies of 25–30 kcal mol−1 for the
concerted rupture of the two scissile bonds at room temperature
endow them with a dynamic character. Endo adducts are more
reactive than exo ones because of their lower activation
barriers.41–43 A sequential mechanism involving diradicals or
zwitterion species is also thermally possible, depending on the
substitution of DA adducts.44 Studies involving molecular
dynamics showed that for some adducts at high temperature
(>1000 K) and for substituted ones a small fraction of the
trajectories involves two transition states (TSs) and diradical
open shell singlet intermediates along the reaction path.40 The
photoactivation of DA adducts with a UV pulse was shown to
proceed via non-concerted pathways through successive bond
cleavages, depending on the nature of the conical intersections
(CoIn) leading back to the ground electronic state.45–48 Studies
investigating activation by using an external static electric eld
also reported going through a sequential pathway involving
zwitterionic intermediates.41,49

We show here that diradical intermediates can be stabilized
under tension in the rDA of the substituted Pendo and Pexo furan–
maleimide adducts, where the methyl groups model the
anchoring on the polymer chain and control the directionality
of the external force. The two adducts and the four bonds of
interest, the two scissile bonds, SB1 and SB2, and the CN and

Fig. 1 Stereochemistry of the Pendo and Pexo adducts, the labeling of the two scissile bonds, SB1 (orange) and SB2 (green) and of the two
anchoring bonds, CC (blue) and NC (violet) and the direction of the stretching coordinate in dashes. The pulling coordinate has a larger
projection on SB1 than on SB2.
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the CC anchoring bonds of the methyl groups are drawn in
Fig. 1. Because of the difference in the stereo-character of Pendo
and Pexo, in the force free equilibrium geometry, SB1 and SB2
are essentially of equal length in Pendo (1.57 Å), while in Pexo, SB1
is longer (1.58 Å) than SB2 (1.56 Å).

Computational methods

The effect of the external force on the potential energy surface
(PES) can be computed by an isometric or an isotensional
approach.50 The isometric method CoGEF (constrained geom-
etries simulate external force)51 consists in constrained geom-
etry optimization where typically the constraint is the distance
between the two atoms to which the pulling force is applied.
This approach yields the most stable geometry of the system
that satises a given value of the constraint and provides the
energy and other molecular properties through electronic
structure computations. In the isotensional method, the
external force is explicitly added as a term in the expression of
the nuclear gradient of the energy during the geometry opti-
mization. Three approaches have been implemented, the force-
modied-potential-energy surface (FMPES),14 the external force
is explicit included (EFEI)15 and the enforce geometry optimi-
zation (EGO).52 The isotensional approaches can be used to
determine the reactant, transition state and activation energies
on the FMPES and to carry out ab initio molecular dynamics
under force.14 It was shown in ref. 53 that at stationarity, the
EFEI potential, VEFEI(F0), is the Legendre transform of the
CoGEF potential VCoGEF(q0), so that the external force and the
geometrical constraint can be considered conjugate variables:
VEFEI(F0)^VCoGEF(q0) − F0q0.

The reaction mechanism was studied by using the CoGEF
isometric protocol, for the two adducts at the UDFT level with the

wB97XD54 functional and at the CAS-SCF(4,4) level with the 6-
31G(d,p) basis set for the lowest singlet, S0, and triplet, T0, states.
The mechanical coordinate is taken to be the distance between
the two C atoms of the methyl anchoring groups (dashed line in
Fig. 1). For each relaxed geometry under force, the spin–orbit
coupling between S0 and T0 was computed along the CoGEF path
as well as the 4 lowest singlet and three lowest triplet states at the
state average (SA) complete active space55 CAS-SCF level. The
CoGEF path computed at the CAS(4,4) level/6-31G(d,p) is
consistent with that obtained at the UDFT level, see the ESI† for
more details. The UDFT computations were carried out with the
quantum chemistry soware QChem56 and the CAS-SCF compu-
tation with the MOLPRO quantum chemistry package.57,58

The TSs were determined at the UDFT/wB97XD level scan-
ning external pulling force values corresponding to the
stretching coordinate.59 Consistent force modied CoGEF paths
and activation barriers were obtained with the PBE0DH60 and
the BH&HLYP61 functionals, Fig. S2.† These three functionals
describe correctly the diradical species that appear when the
pulling force induces a switch from a concerted to a sequential
rupture mechanism and give results consistent with the CAS-
SCF level.

The computed values of the barrier for the rupture of the
weakest bond SB1 using UDFT/wB97XD/6-31G(d,p) in the gas
phase at zero force are in good agreement with previously re-
ported values in the gas phase41,42 or the M06-2X49 functional in
DMSO for unsubstituted adducts. They are systematically
higher by z5–6 kcal mol−1 than those reported values for
similar furan–maleimide adducts using the B3LYP11 functional
in THF. A detailed comparison with previous results at zero
force and the computed values of the barriers using different
functionals is provided in the ESI.†

Fig. 2 CoGEF UDFT wB97XD potential energy profiles for the Pendo (a) and Pexo (b) adducts as a function of the pulling distortion (Rpulling −
Rpulling-0) as well as relaxed geometries under force for maxima and minima. The CoGEF path computed at the CAS(4,4) level is given in Fig. S1†
and the one computed with the PBE0DH and BH&HLYP functionals in Fig. S2.† The relaxed geometries along the CoGEF paths computed at the
DFT wB97XD and CAS(4,4) levels are given in the ESI.†

© 2023 The Author(s). Published by the Royal Society of Chemistry Chem. Sci., 2023, 14, 1263–1271 | 1265
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Since the value of the stretching coordinate at equilibrium at
zero force, Rpulling-0, is different in the two stereoisomers, we
report below the variation of the structural and energetic
observables as a function of the pulling distortion, dened as
(Rpulling − Rpulling-0), where Rpulling is the stretching distortion
imposed in the CoGEF protocol.

Results and discussion
Switching from a concerted to a sequential mechanism under
tension

The CoGEF UDFT/wB97XD potential energy proles are reported
as a function of the pulling distortion, (Rpulling − Rpulling-0), in
Fig. 2a and b for Pendo and Pexo respectively. Similar proles are
obtained at the CAS(4,4) level, see Fig. S1.† Both adducts undergo
a sequential bond rupture. The energy curves exhibit two sharp
rises separated by an intermediate region. The breaking of SB1
occurs at the end of the rst sharp energy rise, while that of SB2
occurs at the end of the second one. This can be seen from the
relaxed geometries under force reported as insets in Fig. 2a and
b, and from the elongation of the bond lengths as a function of
the pulling distortion plotted in Fig. 3a. During the rst energy
rise, SB1 is elongated while SB2 remains essentially at its
equilibrium value (Fig. 3a). In this range, the projection of the
pulling force on SB2 (Fig. 3b) is smaller than on SB1 and not
large enough for inducing bond breaking. The SB1 bond of Pendo
ruptures for a projection of the pulling force of 3.8 nN, that is
slightly smaller than the breaking projection of pulling force for
Pexo (4.3 nN). These values are in good agreement with those
reported in ref. 10. Aer the SB1 breaking, the projection of the
pulling force (Fig. 3b) on the two scissile bonds drops sharply to
values close to zero. In the intermediate region between the two
bond breakings, the energy prole of Pendo (Fig. 2a) continues to
rise with a much smaller slope, starting from an anti-like
unstable endo rotamer that evolves to an unstable endo gau-
che out one just before the breaking of SB2. On the other hand,
in Pexo the anti- and gauche out rotamers correspond to minima
(see Fig. 2b), separated by a small rotation barrier of 3 kcal
mol−1, which is overcome by a small value of the force of 0.2 nN
as can be seen from Fig. 3b. These intermediates have been
reported previously for similar DA adducts for zero force reac-
tion paths.40,44,48 Such a rotation around the unbroken bond has
also been reported for the sequential ring opening of cyclo-
butane cores under tension.24–27,29 The breaking of SB2 occurs
aer a second sharp rise in the projection of the pulling force
for a smaller value for Pexo (2.2 nN) than for Pendo (2.7 nN),
Fig. 3b. Then the potential energy drops sharply to the disso-
ciation asymptote.

The results discussed above imply that there is a switching of
the rupture mechanism from a concerted one to a sequential
one at low values of the pulling force, before the rupture of the
rst scissile bond. In order to get further insights, we computed
the transition state (TS) and the free energy of the activation
barrier, DG#

F , at 298 K, using the EFEI15 isotensional protocol at
the same UDFT level from zero force up to values of the pulling
force on SB1 approaching that of the rupture in the UDFT
CoGEF path shown in Fig. 3b. It is plotted in Fig. 4.

At zero force, at 298 K, the free energy barrier is smaller for
the Pendo adduct (28.2 kcal mol−1) than for the Pexo adduct (30.8
kcal mol−1), which leads to a computed D(DG‡) between Pexo
and Pendo of 2.6 kcal mol−1. For both adducts, as the pulling
force increases, the activation barrier rst increases, which
means that rupture is inhibited, and then goes through
a plateau, before sharply decreasing up to the rupture of the SB1
bond, see Fig. 4. The maximum of the activation barrier occurs
for both Pendo and Pexo at 1.8 nN. The barrier is higher for Pexo
(44.5 kcal mol−1) than for Pendo (35.4 kcal mol−1). At pulling
forces larger than 3.4 nN, the rupture of SB1 is activated in Pendo
compared to the zero-force barrier. For Pexo, activation occurs

Fig. 3 (a) SB1 (orange) and SB2 (green) elongation plotted as a func-
tion of the pulling distortion for Pendo (full lines) and Pexo (dashes). (b)
Projection of the pulling force on SB1 and SB2 for the two adducts. The
bond rupture and the maximum in the projection of the pulling force
on the scissile bonds do not occur at the same value for Pendo and Pexo
because of the difference in the geometries of the two stereoisomers.
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for a pulling force larger than 3.8 nN (Fig. 4). Above 3.5 nN, the
computed D(DG‡) decays sharply, but remains higher for Pexo,
which makes the Pendo adduct more labile, in agreement with
the experimental results of Wang et al.11 At 4 nN, just before the
rupture of SB1, the computed barrier is 18 kcal mol−1 for Pendo
(rate constant of 0.36 s−1 (lifetime of 2.8 s)), while it is 22.5 kcal
mol−1 (rate constant of 2.1 × 10−4 s−1 (lifetime of 77 min)) for
Pexo, see Fig. S3 and the ESI† for more details. The crossover
from a concerted mechanism to a sequential one occurs before
the rst bond rupture at pulling forces z1 nN (1.1 nN for Pexo
and 0.9 nN for Pendo). It coincides with the inexion point of the
pulling force on SB1. Above 1 nN, the sequential mechanism is
favored over the concerted one and it dominates for forces
above 3 nN.

Diradical species in the sequential mechanism

The electronic structure of S0 is very similar for both adducts
along the CAS(4,4) CoGEF path. The main congurations
correspond to a diradical open shell singlet in the intermediate
region between the two bond ruptures, see the ESI for details
and Fig. S4† that shows the coefficients of the S0 state in the
electronic congurations as a function of the pulling distortion.

At zero force, the value of the permanent dipole moment of
Pendo is very small (0.5 D). It increases to 2.5 D in the interme-
diate region, aer the rst bond rupture, because the pulling
distortion increases the extension of the Pendo adduct and
makes it comparable to that of Pexo, Fig. 5. The geometry of Pexo
is more extended at zero force because of its stereo-character
and the dipole moment is larger, 3 D, than that of the Pendo
adduct. It slightly decreases in the intermediate region to 2 D.
The partial positive and negative charges on the two addends
are small at zero force (furan (donor), +0.1 jej and maleimide

(acceptor), −0.1 jej) and decrease in the intermediate region
along the CoGEF path conrming the diradical character of S0
in the intermediate region.

For both adducts, the lowest triplet state, T0, becomes close
in energy to S0 in the intermediate region with energy differ-
ences of the order of 0.05 eV (Fig. 6). The weight of the j2aa0>
conguration in the intermediate region is 93% (Fig. S6†). In
the case of Pendo, the triplet state energy becomes lower than
that of S0 at the beginning of the intermediate region, for
distortion in the range of 1.8 to 2.4 Å (see Fig. S7† for a plot of
the S0/T0 energy difference). The spin–orbit coupling remains
extremely small, of the order of 10−5 eV for both adducts
throughout the intermediate region (see Table S1†), which
makes intersystem crossing unlikely along the minimum
energy path under force. However, the S0/T0 minimum energy

Fig. 5 (a) Permanent dipole of the two adducts along the CAS(4,4)
CoGEF path for Pendo (red-filled circles) and Pexo (blue-diamonds). (b)
Computed partial charge on the furan and maleimide addends along
the CAS CoGEF path.

Fig. 4 Free energy activation barrier computed using the EFEI
protocol for values of the pulling force up to the rupture of the SB1
bond. Pendo is plotted in red with full circles and Pexo in blue with
diamonds. The geometries of the reactant and the transition states are
given in the ESI.†

© 2023 The Author(s). Published by the Royal Society of Chemistry Chem. Sci., 2023, 14, 1263–1271 | 1267
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crossing occurs in the vicinity of second bond rupture for both
adducts, see Fig. S8.† Therefore, one could observe spin–orbit
transitions using steered molecular dynamics,14,29 which will be
the subject of future work. The rst excited singlet state S1
which has also a diradical character in the intermediate region,
is much higher in energy along the minimum path, with a S0/S1
energy difference larger than 3 eV.

Conclusions

Our computations uncover a rich and complex electronic and
structural reorganization of the Pendo and Pexo adducts along the

stretching mechanical path. The directionality of the force as
dictated by the carbon atoms of the two methyl substituents
that model the anchoring into the polymer leads to an uneven
activation of the two scissile bonds. This in turn induces
a switch from a concerted mechanism at zero pulling force to
a sequential one for force larger than 1 nN along the minimum
energy path. As the external force increases, the reaction is rst
inhibited and then activated. Pulling forces on the most acti-
vated scissile bond larger than 3.4 nN (Pendo) and 3.6 nN (Pexo)
lead to a faster rupture rate constant than at zero force. The
values of the pulling force leading to the switch of the mecha-
nism and to bond rupture for the reactant state of Pendo and Pexo
are very close. However, the response Pendo occurs systematically
at slightly lower forces than those computed for Pexo. The free
energy activation barrier of Pendo for the rst bond breaking is
systematically lower by 7 to 3 kcal mol−1 as the external force
increases, which explains the more labile character of Pendo
under tension observed experimentally.11

In the intermediate region between the two sequential bond
ruptures, the singlet ground state has a diradical character and
adopts an extended geometry for both adducts. In this region,
the triplet state becomes very close in energy to S0 but the spin–
orbit coupling remains too small to induce an intercrossing
transition along the minimum energy path. However, the
minimum energy crossing between T0 and S0 occurs in the
vicinity of the second bond rupture along the Pexo adduct
minimum energy path.

Diradical intermediates resulting from an activation by an
external mechanical force have been identied experimentally
in the case of ring opening of cyclopropanes23 and in the
sequential opening of [2 + 2] cyclobutane
mechanophores.24,25,29,62–64 Our results suggest that diradical
intermediates are also formed in the mechanically activated
sequential cycloreversion of [4 + 2] furan–maleimide DA
adducts due to the directionality of the pulling force. The effect
of the mechanical force is to modify the level structure of the
various singlet and triplet states in the intermediate region,
inducing several conical intersections within the singlet and
triplet manifolds, as well as intersystem singlet-triplet crossings
for geometries close to those of the minimum energy path. In
particular, the mechanical force stabilizes the diradical inter-
mediates in the lowest singlet and triplet states and does not
induce the formation of a zwitterion, as has been reported in
the case of an activation by a static electric eld41,49 or for
substituted addends,44 which leads to a larger charge separa-
tion. Aer the rst bond rupture, in the case of the Pexo adduct,
small forces of less than 1 nN along the minimum path induce
an isomerization of the diradical intermediate from an anti- to
a gauche out stereoisomer, which are separated by a small
rotational barrier of 3 kcal mol−1. Such internal rotations have
been reported for DA adducts undergoing a sequential cyclo-
reversion at zero force,40,44,48 and also the opening of cyclo-
butane under mechanical force was observed.24,25,29,62–64

The presence of several crossings between electronic states
in the vicinity of the minimum energy path as well as the fact
that the rotational barriers between stereoisomers of the dir-
adical intermediate can be overcome by small external forces

Fig. 6 Energy profiles of the singlet S0 and the lowest triplet T0 along
the CAS(4,4)-CoGEF path. The energy of the T0 state is computed in
the relaxed geometry of S0. The values of the spin–orbit coupling are
reported in Table S1 of the ESI.† The S0/T0 energy differences are
plotted in Fig. S6† and the minimum energy intersystem crossing
(MEIC) geometries in Fig. S7.† Files of geometries of the S0 state along
the CoGEF path as well as at the MEIC are given in the ESI.†
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could lead to different adducts upon ring closure when the force
is relaxed.44 The switching to a sequential mechanism under
force and the predicted production of intermediate diradicals
could be potentially observed experimentally with the help of
a radical trap,23 and the eventual formation of alternative
adducts conrmed by spectroscopy.

Single-molecule force spectroscopy (SMFS) has contributed
to further developments in mechanochemistry4,65 by enabling
the mechanical activation of covalent bonds,66–68 with applica-
tions in irreversible bond scission,17,69–77 and opening of
mechanophores.17,26,78–83 Our results offer new perspectives for
investigating DA mechanophores by SMFS, in particular the
force-clamp characterization of a reversible partial opening by
breaking the weakest bond of the adduct only and the investi-
gation of the effect of a photoexcitation of the mechanophore by
UV light under force. A recent study indeed reported the
involvement of uorescent radical species in SMFS spectros-
copy of a tetraaryl succinonitrile mechanophore.84 In a broader
perspective, our results are also relevant for the photochemistry
of DA adducts.46,47 They provide insights into the regions of the
potential energy surfaces involved in a sequential bond rupture
as well as on the relevant conical intersections and spin–orbit
intersystem crossings between excited states along the
sequential reaction path that could be probed using ultrashort
few femtosecond optical pulses that became recently
available.85

Data availability

Data for this paper, including optimized geometries for the
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 S2 

S1. Comparison between the UDFT and the CAS(4,4) CoGEF paths 

The reaction mechanism was studied by the CoGEF isometric protocol1 for the two adducts at 

the UDFT level with the wB97XD2 and at the complete active space3 CAS-SCF (4,4) level 

with the 6-31G(d,p) basis set for the lowest singlet, S0. Files of the geometries along the CoGEF 

path computed at the DFT and the CAS(4,4) level are given in the SI (S5 and S6). 

The computed force modified minimum energy paths are fully consistent, as can be seen from 

Figure S1, as well as the relaxed geometries obtained for each value of the applied distortion. 

 
Figure S1 Comparison between the CAS (4,4) CoGEF path and the UDFT/wB97XD with 6-

31G(d,p)  for the Pendo and Pexo adducts. 

 

  



 S3 

S2 Choice of the functional for the UDFT computation 

In order to properly describe the diradical character of the open shell S0 state in the intermediate 

region, we use the range-separated hybrid functional wB97XD.2 PBE0DH4 and BH&HLYP5 

which includes 50% not Coulomb-attenuated HF exchange gives similar results. A D3 Grimme 

correction2, 6 was used for the BH&HLYP and PBE0DH computations. 

 
Figure S2 Energy profiles and activation barriers for the Pendo (a) and the Pexo (b) adducts 

computed with the WB97XD, BH&HLYP and PBE0DH functionals. 

 

The UDFT computations were carried out with the quantum chemistry software QChem v5.47 

and the CAS-SCF computation with the quantum chemistry code MOLPRO 2021.8, 9 

 

  



 S4 

S3 Activation barriers and rate constants for the breaking of the first scissile bond  

The activation free energy (𝛥!𝐺") for the four adducts was computed at room temperature, for 

different values of the force by taking the difference between the free energy of the transition 

states (TS) and the equilibrium geometries (Eq. 1). A vibrational analysis of the optimized TS 

and equilibrium geometries was carried out for each adduct under force using the EFEI 

approach in order to compute the free energy.   

Δ𝐺‡" = 𝐺"(𝑇𝑆) − 𝐺"(𝐸𝑞)                 (S1) 

The rates constants at a given temperature (𝑘(𝑇)) are estimated using Eyring transition states 
theory: 

                        𝑘(𝑇) = $!%
&'"

𝑒()*‡"/,%                           (S2) 

o 𝑐" = 1 is the standard concentration. 

o 𝛥𝐺‡" is the free energy of activation, and T is the temperature. 

o 𝑘-, ℎ, 𝑅,  are Boltzmann, Planck, and ideal gas constants, respectively. 
 
At zero force, at 298 K, at the DFT wb97XD/6-31G(p,d) level that we use, we compute values 
of 28.2 kcal/mol and 30.8 kcal/mol for the barrier of the concerted rupture of the Pendo and Pexo 
adducts in the gas phase, which leads to a Δ(Δ𝐺‡) value of 2.6 kcal/mol. These values are higher 
than the values reported by Craig et al in ref 10. Craig et al report 22.8 and 24.8 kcal/mol 
respectively for computations at the B3LYP/6-31G(d) level in THF for a slightly longer 
acetoxy anchoring chains (CH2-O-CO-CH3 on furane and CH2-CH2-O-CO-CH3 on maleimide 
instead of CH3  in our computations). Their Δ(Δ𝐺‡) of 2.2 kcal/mol between the Pendo and Pexo 
adducts is in good agreement with our computed values. Our computed values are closer to 
those reported by Meir et al in the gas phase (ref 11) (30.9 and 32.3 kcal/mol) at the B3LYP/6-
311++G(d,p) for geometry optimization carried out at the BP86/6-31G(d) level. They are ≈ 2-
3 kcal higher than those of Yang et al (ref12): 25.1 and 28.9 kcal mol computed at the M06-
2X/6-311+G(d,p) level in DMSO using a SMD solvation model and those of Rulisek at al13 
(24.6 kcal/mol and 26.4 kcal/mol) obtained in the gas phase from equilibrium geometries at 
the MP2/6-31G(d) level and a single point CCDS(T) computation with a Aug-cc-pVDZ basis 
set.  
A full geometry optimization at the BH&HLYP/6-31G(d,p) level gives barriers of 30.51 
kcal/mol and 32.24 kcal/mol for Pendo and Pexo respectively at 0nN and 22.02 and 25.54 
kcal/mol respectively at 4nN. A full geometry optimization at the CAM-B3LYP/6-
311++G(2df,2p) at 0 nN gives 26.22 kcal/mol for Pendo and 28.08 kcal/mol for Pexo. The barrier 
values computed at the B3LYP/6-31G(d,p) level are lowered to 20.96 and 21.86 kcal/mol for 
the Pendo and Pexo adducts respectively at zero nN and to 20.02 and 26.26 at 2.7 nN. 
Computations of full COGEF path under tension with the CAM-B3LYP and the B3LYP 
functionals led to severe convergence issues because these functionals are not well-suited to 
describe the diradical species that appear for values of the forces close to the first bond rupture 
and beyond.  
At zero force and at 4 nN, single point barriers values computed at the wb97xD/6-311++G(d,p) 
level are essentially the same as those computed at wb97XD/6-31G(d,p) for the Pendo and the 
Pexo adducts. These results are summarized in Table S1 below. 
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Table S1. Computed values of the activation barrier at 298K for several functionals and basis 
sets. 
‘SP’ means a single point computation on the geometry optimized at the UwB97XD/6-
31G(d,p) level. 
 
0 nN Barrier (Δ𝐺‡") kcal/mol Rates (Eyring) s-1 
Level Pendo Pexo Pendo Pexo 
UwB97XD/6-31G(d,p).  28.26 30.76 1.19 10-8 1.75 10-10 

UBH&HLYP/6-31G(d,p) 30.51 32.24 2.67 10-10 1.44 10-11 
CAMB3LYP/6-311++G(2df,2p) 26.22 28.08 3.73 10-7 1.62 10-8 
UwB97XD/6-311++G(d,p) SP 27.86 30.25 2.34 10-8 4.15 10-10 
UB3LYP/6-31G(d,p) SP 20.65 not converged 4.52 10-3  
UB3LYP/6-31G(d,p)  20.96 21.86 0.0027 0.0006 

 
2.7 nN Barrier (Δ𝐺‡") kcal/mol Rates (Eyring) s-1 
Level Pendo Pexo Pendo Pexo 
UwB97XD/6-31G(d,p) 31.46 39.62 5.38 10-11 5.61 10-17 
UBHHLYP/6-31G(d,p) 34.06 40.51 6.68 10-13 1.25 10-17 
UB3LYP/6-31G(d,p) SP 25.39 32.57 1.51 10-6 8.26 10-12 
UB3LYP/6-31G(d,p)  20.02 26.26 1.31 10-2 3.49 10-7 

 
4.05 nN Barrier (Δ𝐺‡") kcal/mol Rates (Eyring) s-1 
Level Pendo Pexo Pendo Pexo 
UwB97XD/6-31G(d,p) 18.09 22.40 0.34 2.36 10-4 

UwB97XD/6-311++G(d,p) SP 18.58 22.02 0.15 4.48 10-4 
UBHHLYP/6-31G(d,p) 22.03 25.55 4.40 10-4 1.16 10-6 

UB3LYP/6-31G(d,p) SP not converged not converged   
UB3LYP/6-31G(d,p)  not converged not converged   

 
 
The rates of the first bond rupture for Pexo and Pendo computed with the wB97XD functional at 

298K are shown in figure S3. 
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Figure S3: Computed rate constants at the UDFT/wB97XD level as a function of the pulling 

force up to the SB1 rupture for the two adducts. Files of the geometries of the reactant and 

transition states are given in the SI (S7). 

 

S1.4 Diradicalar character of S0 and T0 and spin-orbit interaction 

The CAS -SCF computations were carried out with an active space of 4 molecular orbitals and 

4 active electrons (CAS(4,4)). S0 has a diradical character in the intermediate region between 

the two bond ruptures. In that region, the two main configurations are that of the GS, |2200> 

and the HOMO-LUMO doubly excited configuration |2020>. The CI coefficients are reported 

in Figure S4. In Figure S5, we report isocontours of the natural CAS orbitals. One can see that 

for distortions between 1.4 and 3.2 Å, the HOMO and the LUMO natural CAS MO’s are 

delocalized on the two moieties. Since the coefficients on the |2200> and |2020> configurations 

are of opposite sign and roughly of the same magnitude, in the intermediate region, the S0 wave 

function has a diradicalar character, see for example ref. 14. 
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Figure S4. CI coefficients of the S0 for the Pendo and the Pexo adducts. In the intermediate region, 

the coefficients of |2200> and |2020> are ≈  which leads to a diradicalar character since the 

natural HOMO and LUMO are delocalized over the two moieties, see Figure S5. 
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Figure S5. Isocontours of the natural CAS orbitals as a function of the pulling distortion along 

the CoGEF path for the Pendo and the Pexo adducts. 

 

 

The energy of the lowest triplet state T0 was computed along the CoGEF path at the geometries 

of the singlet S0.  The main configuration is the |2aa0> configuration throughout the CoGEF 

path, with a weight larger than 93 % (Figure S6). 
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Figure S6: The weight of the |2aa0> configuration in the T0 state determinantal composition 

along the CoGEF path. 

 

We show in Figure S7 the S0/T0 energy difference along the CAS CoGEF path for the two 

adducts. The value of the spin-orbit coupling is reported in Table S1. The geometries of the 

minimum energy intersystem crossing (MEIC) for the Pendo  and Pexo adducts are reported in 

Figure S8. One MEIC was identified for Pendo with a geometry close to the anti geometry along 

the minimum path. Two MEIC were localized for the Pexo adduct, one close to anti conformer 

and one close to gauche one. 

 

Figure S7: Energy differences T0/S0 computed at the CAS(4,4) level in the intermediate region. 
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Table S1: Spin-orbit coupling constants (cm-1) computed at the geometries of the CoGEF 

pathway.  

Distortion Pendo Pexo 

0.0   0.733112   0.724825 

0.20   0.717576   0.730484 

0.40   0.699826   0.734509 

0.60   0.683551   0.734170 

0.80   0.669061   0.729655 

1.0   0.655881   0.721678 

1.2   0.644751   0.709301 

1.4   0.121106   0.693892 

1.6   0.067589   0.674935 

1.8   0.031070   0.652809 

2.0   0.002896   0.026728 

2.2   0.026061   0.024470 

2.4   0.046159   0.022635 

2.6   0.047017   0.020343 

2.8   0.034450   0.044373 

3.0   0.023332   0.043400 

3.2   0.014914   0.032134 

3.4   0.033447   0.019743 

3.6   0.079095   0.012212 

3.8   0.080286   0.009061 

4.0   0.087997   0.067316 

4.2   0.099456   0.066679 

4.4   0.116234   0.066630 

4.6   0.118341   0.064166 

4.8   0.116921   0.067069 
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Figure S8: Geometries at the minimum energy intersystem crossings for Pendo  and Pexo. The 

geometries are given in the SI (S8). 
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Chapter 4. Isotope effects in the ultrafast excited state 
photodissociation of the ethylene cation. 
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4.1. Overview of photorelaxation of ethylene cation in pump-probe 
experiments  
Pump-probe experiments provide valuable insights into the photoinduced chemical processes of 
molecules. In our study of isotopic substitution effects on the photorelaxation dynamics of the 
ethylene cation, the pump pulses are few-fs EUV pulses generated by High Harmonic Generation 
(HHG) in a gas cell, driven by 15 fs IR pulses with a central wavelength of 811 nm. When the 9th 
harmonic (H9) of the IR pulse is directed at a neutral ethylene sample, it produces a superposition 
of the cationic ground state (D0) and the first excited state (D1), with the D0 dominating. For the 
11th harmonic (H11), the population is again primarily in the D0 and D1 states, but with a reduced 
contribution from higher states (D2 and D3), and the D0/D1 population ratio is inverted compared 
to the H9 case. With the 13th harmonic (H13), the wave packet exhibits significant contributions 
from D2 and D3, which are close in energy in the FC region due to the higher energy of this 
harmonic. The aim of this work is to investigate the causes of the strong isotope effect observed 
experimentally in the fragmentation yields. A joint publication with the group of Mauro Nisoli 
(Politecnico – Milano) has been submitted to the journal J. Phys. Chem. Lett. It is attached at the 
end of this chapter. 
 
Since both ionization and excitation occur on timescales much faster than nuclear motion, see 
discussion of the FC principle in Chapter 2, Section 2.2, the cation is formed in the FC region of 
the neutral equilibrium geometry, which has D2h symmetry. This configuration is stable for the 
neutral singlet ground state, but the cationic D0 is degenerate, making it unstable. Consequently, 
the cation undergoes a Jahn-Teller rearrangement, which breaks the D2h symmetry and lifts the 
degeneracy, driving the nuclei away from this symmetry. 
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The dynamics are monitored experimentally with few-fs IR probe pulses like those used in ref. (1), 
which was devoted to the C2H4+ isotopomer only and focused on the short-time behavior of the 
fragmentation yields. In this study, the photodissociative ionization of both isotopomers, which 
exhibits a strong isotope effect, is analyzed. For each delay time between the pump and probe 
pulses, the dissociation yields are measured via mass spectrometry of the parent ions (C2H4+ or 
C2D4+) as well as the heavy fragment ions (C2H3+, C2H2+, and C2D3+, C2D2+). Under these 
experimental conditions, the ethylene cation exhibits two competing low-energy dissociation 
channels (2, 3): one leading to H/D-loss and the other to H2/D2-loss (see scheme below) 
 

C!H"# → C!H!# + H!				2.62	eV 
C!H"# → C!H$# + H					2.70	eV 

 
As reported in ref. (1), the IR probe pulse alters the dissociation yields. This occurs because, once 
the cation relaxes to the ground state D0, it can absorb three IR photons, leading to re-excitation to 
the excited state D3. This adds more energy to the cation, favoring the dissociation mechanisms. 
The probability of re-excitation from D0 to D3 is highest when the geometry of the cation on D0 
corresponds to a large transition dipole moment 𝜇%!%" ,	and the energy difference between D0 and 
D3 corresponds to three times the energy of an IR photon. This mechanism is referred to as three-
photon resonant excitation. 
 
The change in dissociation yields of the two isotopomers for every delay time measured in the 
experiments is shown in Figure 4.1. The y-axis represents the relative yield for each fragment, 
defined as the ratio &#$'&!

&!
, where 𝑌( represents the yield in the absence of the IR pulse and 𝑌)* is 

the yield after probing with the IR pulse at delay time 𝜏. 
 
Photoionization by H9 leaves the molecule mostly in the ground state of the cation, D0, with a 
smaller fraction in the first excited state, D1. In this case, interaction with the IR pulse causes 
bleaching of the parent ion, observed around delay zero for both isotopomers (compare the blue 
curves in Figures 4.1(a) and 4.1(d)). The term “bleaching” refers to a decrease in the yield of the 
parent ion due to dissociation induced by the IR pulse. After excitation by H11 (green curves in 
Figure 4.1) and H13 (orange curves in Figure 4.1), the cation is left in a higher excited electronic 
state. The bleaching occurs at a delay time of ~25-fs, where a shoulder appears in the C2H4+ relative 
yield from H9 (Figure 4.1(a), blue curve). The shoulder is nearly absent in the C2D4+ H9 yield 
(Figure 4.1(d), blue curve) due to the mass effect on the rate of motion of the wave packet on D1 
for the heavier isotopomer. 
 
The bleaching peak in the parent ion yield is attributed to re-excitation to D3 of the population that 
relaxed to D0 from higher electronic states or that was ionized to D0 by the IR probing pulse via 
the three-photon resonant process, as discussed in (1). The same mechanism is responsible for the 
delayed shoulder observed in Figure 4.1(a), which is attributed to re-excitation to D3 of the 
population initially excited to D1 by H9 and later relaxing to D0. For the H11 and H13 ionizations 
of C2D4 + (green and orange curves in Figure 4.1(d)), the bleaching peak occurs at a slightly longer 
delay time (~25-30 fs) than in C2H4+. 
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Figure 4.1. Relative yield as a function of the EUV-IR delay for the fragments top row 
hydrogenated species C2H4. (a) C2H4+, (b) C2H3+, and (c) C2H2+, obtained by ionizing ethylene 
with H9 (blue), H11 (green) and H13 (orange). The second row shows the results in case of 
ionization of the deuterated species C2D4: (d) C2D4+, (e) C2D3+, and (f) C2D2+. In all panels, the 
markers represent the average over 10 independent pump−probe measurements, while the shaded 
areas cover twice their standard deviation (error of the mean). 
 
A pronounced isotope effect is observed in the dynamics of the fragmentation yields, as shown in 
Figures 4.1(b), (c) and (e), (f), which display the ion yields as a function of the pump-probe time 
delay at later times. The temporal evolution of the relative ion yield for the deuterated species 
(Figures 4.1(d)-(f)) exhibits large oscillations with a period of approximately 50 fs, with peaks at 
~85 fs and ~135 fs. In contrast, the ion yields for the hydrogenated species (Figures 4.1(a)-(c)) 
show much weaker oscillations, which are clearly visible only in the parent ion, with a comparable 
~50-fs period. 

4.2. Modeling the non-adiabatic dynamics in the four lowest electronic 
states of the ethylene cation 
Using surface hopping (see Chapter 3), we studied the ultrafast relaxation and structural dynamics 
following the sudden ionization of neutral ethylene from the ground state to the four lowest excited 
states of the cation. For the SH simulations, we used a similar description of the electronic structure 
for C2D4+ as in ref. (1) for C2H4+. Briefly, we carried out surface hopping (SH) ab initio dynamics 
for ensembles of trajectories using the SA(7)-CAS-SCF(11,9)/6-311G(d,p) level of electronic 
structure on the D1, D2, D3 states as implemented in SHARC (4) coupled to MOLPRO (5, 6) with 
four active electronic states (D0, D1, D2, D3), followed after the trajectory relaxed on D0 by Born-
Oppenheimer ab initio molecular dynamics (BOMD) (7, 8) at the B3LYP/6-311G++(3df,3pd) level 
up to 2 ps. In the BOMD simulation, the positions and velocities of the nuclei are propagated in 
time like in surface hopping, except that hops between two electronic states are not allowed. Thus, 
the dynamic of the molecule is followed in a single electronic state (the ground state in our case). 
The initial states of the SH trajectories were sampled from a Wigner distribution of the ground 
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vibrational state of the neutral ground electronic state. In addition, SH hopping dynamics at the 
same CAS level were run on D0 for 200 fs and for 2 ps in BOMD. The D loss and D2 loss were 
monitored using a threshold bond length of 3.5 Å. As in the case of the C2H4+ ion, in C2D4+, the 
H-loss and the H2 loss occur on D0 during the BOMD dynamics. 
 
Figure 4.2 illustrates the protocol followed in the software SHARC to set up and run the trajectories 
in the surface hopping (see Figure 4.1). 
 

 
Figure 4.2. Scheme illustrating the process of setting up and running SH simulations with SHARC. 
The first step involves selecting the electronic structure level, including the choice of basis set and 
active space. This can be assisted by prior knowledge of the molecule or similar systems found in 
the literature, and by exploratory studies at lower levels of theory. In the second step, the ground 
state minimum is optimized, and the vibrational frequencies and normal modes are computed, 
which SHARC uses to sample an ensemble of initial conditions. Finally, in the third step, for each 
initial condition (comprising velocities and positions), a trajectory is set up starting from the 
chosen initial electronic state. This step also requires selecting the software for on-the-fly quantum 
chemistry calculations (Molpro in this case) and generating input files with parameters for time 
propagation such as time step, number of timesteps, surface hopping algorithm, and other relevant 
settings 
 
Table 4.1 shows the number of trajectories per ensemble that were simulated using semiclassical 
surface hopping. Each trajectory is stopped when it has spent at least 10 fs in the ground state D0; 
then, we switch to classical propagation with BOMD for 2 ps or until the cation dissociates. 
 
 
Table 4.1 Number of trajectories analyzed per ensemble. The ensemble refers to the group of 
trajectories started at the same electronic state. 
Isotopomer D0 ensemble D1 ensemble D2 ensemble D3 ensemble 
C2H4+ 297 221 137 102 
C2D4+ 200 141 210 163 

 
 
The temporal evolution of the populations for three ensembles started on D1, D2, and D3 electronic 
states is presented in Figure 4.3. The mass isotope effect slows the motion of C2D4+ and delays the 
relaxation from D1 to D0, as seen in the computed decay curve of the D1 ensemble plotted in Figure 
4.3(d). In contrast, there is only a small delay in the relaxation of the D2 and D3 ensembles (see 
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Figures 4.3(b), (c), and (e), (f), respectively), which leads to comparable computed lifetimes of 
these two higher excited states (see Table 4.2). 
 

 
Figure 4.3. (a)-(c) Population dynamics for the hydrogenated molecule corresponding to initial 
excitation to D1, D2, and D3.(d)-(f) same as (a)-(c) but for the deuterated molecule. 
 
Table 4.2: Computed lifetimes of the D1, D2, and D3 excited states from the ensembles of 
trajectories. They are estimated by fitting an exponential decay to the populations’ curve (second 
column) and as the time that it takes the population to decay to D0 by 50 % (third column) 
 

Ensemble Lifetime (fs) 
Exp Fit 

Lifetime (fs) 
50 % decay 

D1 Hydrogen 14.6 12.3 
D1 Deuterium 26.5 21.4 
D2 Hydrogen 6.6 5.8 

D2 Deuterium 7.2 6.8 

D3 Hydrogen 6.7 5.2 

D3 Deuterium 8.3 8.3 

 
Because the ultrafast few-fs EUV pulses (H9, H11, and H13) have a broad energy bandwidth, they 
create a superposition wavepacket that involves simultaneously several electronic states. This 
initial coherent superposition state cannot be modeled in SH simulations because SH assumes that 
the nuclei follow a single potential energy surface at every time. However, knowing the 
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probabilities to ionize the neutral molecule to a given excited state of the cation, which is given by 
the experimental photoionization cross sections (Table 4.3), we can calculate a weighted average 
of the initial ensembles that were run in SH for each cationic electronic state. This approximate 
procedure contrasts with the more exact one followed to simulate the photoionization of the CD4 
molecule, where we carried out full quantum dynamics in a grid (see Chapter 5 section 5.3) and 
can describe the electronic coherences between the excited electronic states populated during the 
sudden ionization process. 
 
Table 4.3. Relative photoionization yields to the D0, D1, and D2/D3 states of the ethylene cation 
derived from the experimental photoionization cross section reported in ref. (9). The ionization 
yields of higher excited states are ≤ 1% and have been neglected. 

C2H4/C2D4 H9 H11 H13 

D0 0.64 0.23 0.11 

D1 0.35 0.52 0.28 

D2/D3 0.01 0.25 0.61 

 
The photoionization cross-sections are taken to be identical for the two isotopomers. While the H9 
pulse accesses primarily D0 (64%) and D1 (35%), photoionization with the higher harmonic, H11, 
inverts this ratio with 52% of ionization to the D1 state, 23% in D0 and the remaining 25% to the 
higher D2 and D3 states. For H13, the D2 and D3 states are primarily ionized (61%), with about 
lower populations in D1 and D0 (28% and 11%, respectively); see Table 4.3. 
 
The conical intersections (CIs) sampled by the SH trajectories have been previously reported (3, 
10). The D2/D3 minimum energy conical intersection (MECI) through which the relaxation occurs 
for the D3 ensemble is peaked, with a planar geometry and a slightly elongated C-C bond (1.4 Å) 
compared to that of the D2h neutral ground state (1.33 Å) and very close to the FC region in 
configuration space. Its non-adiabatic derivative coupling vector (NAC) significantly activates the 
‘in plane’ C-C and C-H modes. For these reasons, as can be seen from Figures 4.3 c (C2H4+) and f 
(C2D4+), the D3/D2 relaxation is very fast and occurs within 5 fs, without any major isotope effect. 
In the SH dynamics, the D2/D1 relaxation also occurs through a peaked CI with a planar geometry. 
The MECI geometry has a slightly elongated C-C bond at 1.4 Å that activates the same ‘in plane’ 
modes, C-C and C-H stretching. For the D2 and the D3 ensembles (Figures 4.3 b, c, and e, f ), some 
population is transferred from D2 to D1 within 5 to 10 fs, with a shoulder at 15 fs for the D3 
ensemble (Figures 4.3 c and f). Overall, for the two isotopomers, most of the population that 
reaches D1 within the first 10 fs is essentially planar with activated C-C bonds and H-C-H angles 
for the D2 and D3 ensembles, which makes it different from the Wigner distribution of the D1 
ensemble of initial conditions. 
 
Three CIs are involved in the D1/D0 relaxation: two planar and a twisted one. We refer to them as 
planar I, planar II, and twisted (see pictures in Table 4.4). The planar I MECI is located 2.45 eV 
above the energy of the planar, D2h, D0 cation. It has a distorted geometry with modified HCH 
angles and a slightly compressed C-C bond (1.28 Å). It plays a major role in the relaxation 
dynamics to D0 for both isotopomers (see Table 4.4). The second MECI, planar II, is slightly higher 
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in energy (2.56 eV) and does not play a significant role in the relaxation dynamics sampled by the 
trajectories. Both planar D1/D0 CIs are slopped and activate C-C elongation and CH modes as the 
D3/D2 and D2/D1 ones, and in addition to low frequency, out-of-plane motions: the CH2 torsion, 
wagging, and HCH in plane scissoring modes. Their geometries differ more from the planar 
geometry of the neutral ground state than the D3/D2 and the D2/D1 MECIs. As a result, the initial 
decay of the D1 population to D0 in Figures 4.3(a) and (d) is slower than that of the D2 and D3 
populations to D1, see Figures 4.3(b), (c), (e), and (f). The third major MECI playing a role in the 
D1/D0 relaxation dynamics has a twisted geometry with a torsion angle of 90˚. This CI is lower in 
energy than the two planar MECI and 1.57 eV above the planar D2h geometry of D0. It activates 
the out-of-plane low-frequency mode CH2 torsion, wagging, and in-plane HCH anti-symmetric 
bending scissoring, as well as the C-H stretching. Unlike the other two planar CIs, the C-C 
stretching is not activated in the twisted CI.  
 
Table 4.4. Fraction of trajectories that reach D0 through a hop from D1 via the three D1/D0 CIs  

 

4.3. Explanation of the isotope effect on the oscillations of the 
experimental yields 
The SH non-adiabatic dynamics reveal that the two isotopomers, C2H4+ and C2D4+, follow distinct 
relaxation pathways through the network of CIs from the excited states to the ground state D0 
(Figure 4.4). 
 
The nuclear relaxation is influenced by the passage of the wave packet through both the planar I 
and the twisted D1/D0 conical intersections, which constrain the geometric distribution in D0. The 
planar I CI favors the three-photon resonant re-excitation mechanism, altering the relative 
dissociation yields and giving rise to the observed oscillations (Figure 4.1). This occurs by 
activating the CC stretching and HCCH torsion modes, which, in turn, control the probability of 
re-excitation to D3 and modulate the dissociation yields. 
 
Since the twisted CI is located farther from the initial Wigner distribution in the configurational 
space than the planar CI, the wave packet in deuterated ethylene preferentially follows the pathway 
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funneled by the planar I CI. This results in a pronounced isotopic effect in the dissociation yields, 
with clear oscillations observed in the deuterated case but low amplitude oscillations that are barely 
discernable in the hydrogenated case (see Figure 4.1). 
 

 
Figure 4.4. Cartoon illustrating the two relaxation paths through the network of CIs between the 
four lowest electronic states (D0, D1, D2, and D3) of the ethylene cation for C2H4+ (orange 
wavepacket) and C2D4+ (green wavepacket). Also shown is the neutral's ground electron state, S0, 
which is suddenly ionized by the EUV pulse (violet on the left). The thickness of the green and 
orange arrows indicates the difference in the fraction of trajectories that follow a given pathway. 
The relaxation pathway of the two isotopomers differs on D1, where a larger fraction of the heavier 
C2D4+ relaxes to D0 through the planar I CI than for C2H4+, see Table 4.4. The difference in the 
relaxation pathways, together with the isotope effect on the frequencies of the torsion and 
scissoring modes on D0, explains the oscillations observed experimentally in the ions yields. 
 
There are two isotope effects on the dynamics, which affect the fraction of the photoionized 
population that is present or has relaxed to D0 from the higher excited states and is available for 
re-excitation by the IR probe pulse. The first isotope effect is the slowdown of the motion of the 
wave packets of the deuterated species due to the mass effect, which alters the relaxation paths 
through the network of the CIs. For the D1 ensemble, this favors the relaxation through the planar 
I CI. The geometries of the C2D4+ cation on D0 resulting from short times D1/D0 hops are planar 
and have a C-C bond length elongated to ~1.4 to ~1.6 Å on the average (see Figure 4.5(a)), which 
favors a large transition dipole from D0 to D3 compared to C2H4+. A large value of the transition 
dipole also requires a bending angle of  ~ 120 º, a condition that is satisfied for both isotopomers, 
see Figure 4.6. 
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Figure 4.5: a) Histograms of the C-C bond length and HHHH dihedral angle for the Wigner 
distributions of initial conditions of the D0 ensemble and after relaxation through the planar I CI 
in the first 10 fs of the SH dynamics for the D1 ensemble. b) Average Fourier transform of the C-
C bond length (blue), HCH angles (pink and violet), HCCH torsion angles (green full lines and 
dashes), and of HHHH torsion (dashed orange) for C2H4+ (top) and C2D4+ (bottom) computed for 
the trajectories of D1 ensemble that relaxes on D0 through the type I CI. c) correlation between the 
torsion and the C-C elongation in the range that favors a large D0 to D3 transition dipole (C-C in 
the range 1.55 to 1.6 Å, marked by dashed lines, and HCCH between -10 to 10 degrees highlighted 
in yellow) for three selected trajectories.  
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Figure 4.6: Heatmaps of the C-C elongation and HCCH angles values  (a and b) and CC vs. HCH 
(c and d) on D0 that corresponds to an energy difference that is 3 photons resonant with D3 and a 
value of the transition dipole ≥ 1 a.u. 
 
The second isotope effect involves the mass-dependent changes in the vibrational frequencies of 
the D0 state (Figure 4.5b). In the case of C2D4+, the isotope effect on the vibrational periods that 
involve a motion of the H/D atoms leads to almost identical periods for the C-C elongation and 
the antisymmetric scissoring DCD modes, which in addition, are commensurate with the excited 
states of the torsion mode. The coupling between these vibrational modes allows their 
simultaneous excitation resulting in combination bands, which do not occur for C2H4+. The periods 
of these modes for the trajectories of the D1 ensemble that relaxed to D0 through the planar type I 
CI are computed by Fourier Transform (FT) of the C-C, HCH, HCCH, and HHHH coordinates 
plotted in Figure 4.5(b) for both isotopomers. The FTs of the C-C coordinate is shown in blue, that  
of the two HCH angles in pink and violet, of the two HCCH angles in green full and dashed lines 
and that of the HHHH angle in orange. For C2D4+, bottom row in Figure 4.5(b), the computed 
periods of the C-C bond and of the antisymmetric scissoring DCD mode appear at ~28 fs, the 
symmetric scissoring DCD mode at  ~38 fs and the DCCD torsion mode at  ~100 fs. From the 
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bottom middle panel, one sees that C-C is strongly coupled to the two DCD  modes. In addition, 
the C-C mode exhibits a small peak at 100 fs (marked by a vertical black dashed line in the bottom 
left and right panels of Figure 4.5(b)), indicating that the two modes are coupled. In C2H4+ (top 
row of Figure 4.5(b)), the isotope effect on the period of the torsion mode (~ 70 fs) prevents an 
effective coupling between the torsion and the C-C mode, whose period is unaffected. As a result, 
as seen from the top left and right panels of Figure 4.5(b), there is no peak at 70 fs in the C-C 
mode. On the other hand, the periods of the two DCD scissoring modes are shifted to shorter values 
by the ~ 1.3 factor. The antisymmetric scissoring HCH mode has a period of ~ 21 fs, and the 
symmetric one is ~ 29 fs which leads to a strong coupling with the C-C mode. For both 
isotopomers, the broad peaks in the HCCH coordinate at ~ 45-50 fs for C2H4+ and at  ~ 55-60 fs 
for C2D4+ correspond to the wagging modes. 
 
In C2D4+, the computed period of 100 fs for the torsion mode implies that the ion is planar every 
half period, that is, every ~  50 fs, which roughly corresponds to two vibrations of the C-C mode, 
as can be seen from Figure 4.53c) where the C-C distance is plotted in blue and the HHHH dihedral 
angle in red for three selected trajectories. Moreover, for the fraction of trajectories of the D1 
ensemble that relaxes to D0 through the planar I CI, the C-C bond is elongated. Therefore, for 
C2D4+, a larger transition probability to D3 occurs each time the C-C is elongated between 1.55 
and 1.60 Å (marked in dashed lines in Figure 4.5c)) and the cation is planar (shaded in yellow), 
that is, every ~ 50 fs. On average, this correlation is present in 77 trajectories out of the 141 runs 
for the D1 ensemble (55 %). The re-excitation to D3 leads to a bleaching of the parent yield and a 
simultaneous increase in the fragment yields since fragmentation is favored by the higher 
excitation energy that is gained through the excitation to D3 by the 3 IR photons. 
 
In conclusion, by elucidating the enhanced oscillations observed in the relative fragmentation 
yields of C₂D₄⁺, this work sheds light on the physical origins of the isotope effect in the ultrafast 
relaxation process of the ethylene cation. The experimentally measured yields for the deuterated 
isotopomer exhibit pronounced oscillations (Figure 4.1) with a ~50-fs period, which are not clearly 
discernable for the hydrogenated one. We show that the slower motion of the wave packet out the 
FC region of the heavier C2D4+ for the population ionized to the D1 electronic state favors the 
relaxation through the planar type I D1/D0 CI. This CI functions as both a geometrical and temporal 
funnel, transferring a substantial population to D0 within the initial 10 fs of relaxation with 
elongated C-C bonds and planar geometries. In addition, in C₂D₄⁺, because of the isotope effect on 
the vibrational periods, the torsion mode is efficiently coupled to the C-C mode, and the cation is 
planar, with an elongated C-C bond every 50 fs, which corresponds to half the period of the torsion 
and two periods of the C-C elongation. As a result, the re-excitation to D3 occurs every 50 fs, which 
explains the larger oscillations in the measured ion yields (Figure 4.1) as a function of the EUV-
IR pump-probe delay. The periods of these two modes are not commensurate in C₂H₄⁺, which 
precludes the observation of large oscillations in the ion yields as a function of the EUV-IR pump-
probe delay. 
 

4.4. Summary of contributions 
All authors contributed to writing the manuscript, analyzing the results, and developing and 
refining the ideas. 
 

https://dox.uliege.be/index.php/s/mkOpaX9ynEVuA2G
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Manuel Cardosa Gutierrez performed the surface hopping and Born-Oppenheimer molecular 
dynamics (BOMD) simulations used to study the photorelaxation of the deuterated ethylene cation, 
using the same computational approach as in previous joint study between the two groups(1) on 
the hydrogenated one. He analyzed the trajectories of C2D4+ and those of the previous study on 
C2H4+ using various methods, including linear regression of population decay and Fourier 
transforms of time-dependent coordinates and molecular properties. 
 
Matteo Lucchini, Mario Murari, Fabio Frassetto, Luca Poletto, and Mauro Nisoli conducted the 
experiments and processed the data collected from the measurements. 
 
Manuel Cardosa and Françoise Remacle developed an explanation for the isotope effect observed 
time dependence of the ions measured from the dissociation of C₂D₄⁺ and C2H4+ using an IR 
probe pulse. Manuel Cardosa gathered evidence supporting the dominant role of the excited state 
D1 in the photorelaxation process in the case of C₂D₄⁺. He also characterized all the conical 
intersections (CIs) encountered by the surface hopping trajectory, with a particular focus on the 
planar I CI, which played a crucial role in the relaxation to the ground state for the deuterated 
species. 
 
Manuel Cardosa analysis showed that, due to the slower motion of the C₂D₄⁺ wavepacket, most of 
the relaxation occurs through the planar I CI, while in C₂H₄⁺, a significant part relaxes through a 
different CI. He also demonstrated that the planar I CI constrains the geometries of the ground 
state to have an elongated C–C bond and activated torsion, conditions that favor a large transition 
dipole to excited state D3. This, in turn, enables a three-photon resonant re-excitation mechanism, 
induced by the IR probe pulse, which modulates the experimental yields for C2D4+. A faster 
dephasing precludes a clear observation of these oscillations in the case of the C2H4+ cation. 
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4Institute for Photonics and Nanotechnologies, IFN-CNR, via Trasea 7, 35131 Padova,Italy 

*Equal contribution 

 

 

Abstract 

Few-femtosecond extreme-ultraviolet (EUV) pulses with tunable energy are employed to 

initiate the Jahn-Teller structural rearrangement in the ethylene cation. We report on a 

combined experimental and theoretical investigation of an unusual isotope effect on the low 

energy competing H/D-loss and H2/D2-loss channels observed in the ultrafast dynamics 

induced by an EUV pump pulse and probed by an infrared (IR) pulse. The relative production 

yield of C2D4
+, C2D3

+, and C2D2
+ exhibit pronounced oscillations with a period of ~50 fs as a 

function of the pump-probe delay, while the oscillatory patterns are less pronounced for C2H4
+. 

By using surface hopping to model the non-adiabatic dynamics in the four lowest electronic 

states of the cation, we show that the enhanced oscillations in deuterated fragment yields arise 

from a synergy between the isotope effect on the wave packet relaxation through the network 

of conical intersections and on the vibrational frequencies of the cation.  
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Recent studies have renewed interest in the ultrafast relaxation and the dynamics of the 

structural Jahn-Teller rearrangement that follow the sudden ionization of ethylene (C2H4) 

neutral ground state to the lowest electronic states of its cation (C2H4
+)1-6. This renewed focus 

is driven by significant advances in generating ultrashort extreme-ultraviolet (EUV) and 

infrared (IR) pulses, which allow researchers to capture time-resolved electronic and vibronic 

dynamics with unprecedented detail7-10. These ultrashort pulses have enabled direct 

observation of the intricate molecular motions that occur as the ethylene cation undergoes rapid 

structural rearrangement, illuminating the crucial roles of conical intersections (CIs) and 

vibronic couplings in guiding these ultrafast processes. Such insights provide a more detailed 

understanding of the mechanisms underlying electronic relaxation and molecular 

reconfiguration on femtosecond time scales. A comprehensive overview of foundational 

studies in this field can be found in Ref. 5. The ethylene cation serves as a model system for 

investigating electronic relaxation pathways, structural dynamics, and energy redistribution 

after ionization. Dynamics simulations indicate that excited C2H4
+ relaxes to the lowest 

electronic doublet state through CIs, which occur at both twisted and planar molecular 

geometries. These CIs facilitate distinct dissociation pathways, leading to H- and H2-loss. 

Specifically, simulations suggest that twisted CIs inhibit the isomerization from ethylene to 

ethylidene, thereby favouring H-loss, while planar CIs along the H-migration coordinate 

promote ethylene-ethylidene isomerization, increasing the likelihood of H2-loss.1 EUV-pump 

and IR-probe schemes, which ionize neutral ethylene and then track the ensuing nuclear and 

electronic dynamics, have confirmed many of these mechanisms experimentally. The high time 

resolution of these methods has provided critical insights into the relationship between 

excitation energy, relaxation pathways, and fragment ion yields. 

Extreme-ultraviolet time-resolved photoelectron spectroscopy has further expanded our 

understanding by examining isotope effects in these ultrafast relaxation dynamics. Experiments 

using ethylene-d4 (C2D4) reveal notable isotope influences on the time scales and yields of 

fragmentation processes11. Specifically, deuteration increases the time scale for internal 

conversion steps by a factor of approximately √2, consistent with theoretical predictions that 

account for the mass-dependent nature of nuclear motion. This delay in dynamics highlights 

the critical impact of isotopic substitution on the molecular relaxation pathways of ethylene 

cations. 

In this work, we provide evidence for an unexpected isotope effect on charged 

fragmentation yields, utilizing an advanced few-femtosecond EUV-pump/IR-probe 
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experimental setup. Our results reveal new details on the time-dependent fragmentation and 

isomerization pathways in ethylene cation photochemistry, demonstrating that isotope 

substitution can significantly modulate both dissociation and isomerization processes on 

femtosecond time scales. This study contributes to a deeper understanding of the molecular-

level mechanisms driving photochemical reactions in ethylene cations, with broader 

implications for interpreting isotope effects in other systems undergoing ultrafast nonadiabatic 

dynamics. 

Briefly, the ethylene neutral ground state is ionized to the four lowest electronic states of the 

cation, D0, D1, D2 and D3, using ~10-fs EUV pulses produced by high-order harmonic 

generation (HHG) in a gas cell, driven by ~15-fs IR pulses with a central wavelength of  about 

800 nm. The low order harmonics (9th, 11th and 13th, hereafter indicated as H9, H11 and H13, 

respectively) are spectrally selected by employing a time-delay compensated 

monochromator12-14 (see Fig. S1 in the Supporting Information (SI)). 

 

 

Figure 1: Relative yield as a function of the EUV-IR delay for the fragments (a) C2H4
+, (b) C2H3

+, and (c) C2H2
+, obtained by 

ionizing ethylene with H9 (blue), H11 (green) and H13 (orange). The second row shows the results in case of ethylene-d4 

ionization: (d) C2D4
+, (e) C2D3

+, and (f) C2D2
+. In all panels, the markers represent the average over 10 independent 

pump−probe measurements, while the shaded areas cover twice their standard deviation (error of the mean). 

 

Figure 1 shows the differential ion yield, defined as the difference between the ion yield 

measured with and without the IR pulse, divided by the latter, for the first three heaviest 

fragments of ethylene (figs. 1(a)-(c)) and ethylene-d4 (Figs. 1(d)-(f)).  The deuterated fragments 

qualitatively agree with their related hydrogenated counterpart, besides clear amplitude 
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oscillations with a period of ~50 fs. Photoionization by H9 leaves the molecule mostly on the 

ground state of the cation, D0, with a smaller fraction on the first excited state, D1 (see Table 

1). The photoionization cross-sections are taken to be identical for the two isotopomers and 

were derived from the experimental data of Ref.15. The interaction with the IR pulse induces a 

bleaching of the parent ion, occurring near delay zero (i.e., when pump and probe pulses 

temporally overlap) for both isotopomers (compare the blue curves in Figs. 1(a) and 1(d)). 

 

Table 1. Relative photoionization yields to the D0, D1 and D2/D3 states of the ethylene cation derived from the experimental 

photoionization cross section reported in Ref. 15 and the harmonic spectra used in this work. The ionization yields of higher 

excited states are ≤ 1% and have been neglected. 

C2H4/C2D4 H9 H11 H13 

D0 0.64 0.23 0.11 

D1 0.35 0.52 0.28 

D2/D3 0.01 0.25 0.61 

  

After excitation by H11 (green curves in Fig. 1) and H13 (orange curves in Fig. 1) the cation 

is left in a higher excited state (see Table 1) and the bleaching occurs at ~25-fs delay time, 

where a shoulder is observed in C2H4
+ relative yield from H9 (Fig. 1(a), blue curve). In our 

previous study3 we have used dynamical surface hopping (SH) for ensembles of trajectories 

initially started on the ground cationic state and the first three excited states, followed by Born 

Oppenheimer Molecular Dynamics (BOMD) simulations once the population of the excited 

cationic states relaxed back to D0. We showed that the bleaching peak in the C2H4
+ yield is due 

to a re-excitation to D3 of the population that relaxed to D0 from higher states or that was 

ionized to D0 by the IR probing pulse through a multiphoton process3 (see Fig. 2(a) for a 

cartoon of the relaxation paths). Re-excitation is favored when a notable fraction of the 

trajectories on D0 adopt a geometry that corresponds to a large transition dipole and is three-

photon resonant with D3. The bleaching peak for H11 and H13 ionization is delayed relative to 
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that for H9 ionization due to the ~20 fs needed for the population in the D1, D2, and D3 states 

to relax to D0, establishing favorable conditions for re-excitation. 

Figure 2: (a) Cartoon of the relaxation paths through the network of CIs between the 4 lowest electronic states, D0
, (black), 

D1 (light blue), D2  (grey) and D3 (orange), of the ethylene cation for C2H4
+ (red wavepacket) and C2D4

+ (blue wavepacket). 

Also shown is the ground electron state, S0 green curve, of the neutral which is suddenly ionized by the EUV pulse (violet 

arrow on the left). The thickness of the red and blue arrows indicates the difference in the fraction of trajectories that follows 

a given pathway. The relaxation pathway of the two isotopomers differ on D1, where a larger fraction of the heavier C2D4
+ 

relaxes to D0 through the planar I CI (violet cone) than for C2H4
+, see Table 2. The green cone indicates the twisted CI between 

D1 and D0. Molecular geometries are given after excitation (D2h) or at the highlighted D0/D1 CIs. For the case of the planar I 

CI, the yellow arrows indicate the torsional motion and CC stretching that are activated at the CI geometry. Finally, the red 

vertical arrows on the left picture the 3-photon re-excitation process discussed in Ref. 3. (b)-(d), Population dynamics for the 

hydrogenated molecule corresponding to initial excitation to D1, D2 and D3.(e)-(g) same as (b)-(d) but for the deuterated 

molecule. 

The same mechanism is responsible for the delayed shoulder observed in Fig. 1(a), which is 

attributed to the re-excitation to D3 of the population initially excited to D1 by H9 and that later 
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relaxes to D0.3 The short computed lifetime for D1 (~12 fs, see Table S2) in C2H4
+ supports this 

argument and is in agreement with similar semiclassical studies.1-2, 4-5   

The shoulder is almost absent for the C2D4
+ H9 yield (Fig. 1(d), blue curve) because of the 

mass effect on the rate of motion of the wave packet on D1 for the heavier isotopomer which 

leads to a longer computed relaxation lifetime of 26 fs (Table S2) for the D1 state of C2D4
+. For 

the H11 and H13 ionizations of C2D4
 (green and orange curves in Fig. 1(d)), the delay of the 

bleaching is comparable to what observed in C2H4. SH non-adiabatic modeling of the 

population dynamics (see SI, section S2), shows that the two isotopomers follow different 

relaxation paths through the network of CIs from the excited states to the ground state D0, 

qualitatively shown in the cartoon of Fig. 2(a). Figures 2(b)-(g) show the calculated temporal 

evolution of the electronic state populations following initial excitation to D1 (Figs. 2(b) and 

(e)), D2 (Figs. 2(c) and (f)) and D3 (Figs. 2(d) and (g)). The mass isotope effect slows the 

motion of C2D4
+ and delays the relaxation from D1 to D0, as shown in the computed decay 

curve for the D1 ensemble (compare Figs. 2(b) and (e)). In contrast, there is only a small delay 

in the relaxation of the D2 and D3 ensembles (see Figs. 2(c)-(d) and compare with Figs. 2(f)-

(g), respectively) resulting in similar computed lifetimes of these two higher excited states (see 

Table S2).  

Beyond the isotope effect on the timing of the bleaching peak of the parent and the 

correlated first maximum in the other fragments in Fig. 1, there is a pronounced isotope effect 

on the dynamics of the fragmentation yields. The temporal evolution of the relative ion yield 

of the deuterated species (displayed in Figs. 1(d)-(f)) shows large oscillations with a period of 

~50 fs (with peaks at ~85 fs and ~135 fs).  In contrast, in the ion yields of the hydrogenated 

species (Figs. 1(a)-(c)) the oscillations are much weaker, and visible only in the parent ion3, 

with a comparable ~50-fs period. In C2D4
+ the oscillations dephase after ~150 fs and exhibit a 

revival after ~250 fs for the H11 and H13 ionization (see Fig. S3). A previously experimental-

theoretical study of the isotope effect on the fragmentation of the ethylene cation using a higher 

energy EUV attosecond pulse train  and a longer IR pulse probe6, focused on monitoring the 

yields in higher energy fragments (H+/D+, CH2
+/ CD2

+). Faster dynamics was reported for 

C2H4
+, but no oscillations were resolved in the fragmentation yields. 

In this Letter, we demonstrate that the large oscillations in the fragment yield in the 

case of ethylene-d4 originate from the synergy between two isotope effects on the dynamics, 

which affect the fraction of the photoionized population that is present or has relaxed to D0 

from the higher excited states and is available for re-excitation by the IR pulse. The first isotope 

effect is the slowdown of the motion of the wave packets of the deuterated species due to the 
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mass effect, which alters the relaxation paths through the network of the CIs between the 

electronic states of the cation (see Fig. 2(a)). The second effect involves the mass-dependent 

changes in the vibrational frequencies of the D0 state which leads to stronger coupling between 

the CC stretching and the torsion and scissoring modes in the vibrationally excited C2D4
+ 

cation, which control the magnitude of the transition dipole from D0 to D3. 

Upon sudden ionization of the neutral ground electronic state in its equilibrium 

geometry, due to the Jahn-Teller effect, the ethylene cation is produced in an unstable planar 

D2h geometry which initiates nuclear motion on the four lowest excited electronic states of the 

cation, D0, D1, D2 and D3, that can be populated by EUV photoionization in this study (see 

Fig. 2(a)). The nuclear motion in the excited states triggers ultrafast electronic relaxation in 

~50 fs through a network of planar and twisted CIs, which leads to fragmentations and 

isomerizations on the ground electronic state D0. Several theoretical studies 1-6, 16-20 have 

already identified the essential of the excited state dynamics for the four lowest states of the 

cation. The CIs seams between the excited states act like geometrical funnels that constrain the 

geometry of the cation when it relaxes from a higher excited state to a lower one, thereby 

activating specific nuclear motions. The CIs sampled by the SH trajectories at the level of 

electronic structure that we use agree with recent previous works 1, 5. We provide a detailed 

discussion about the characteristics of the minimum energy CIs (MECIs) in Section S4.1 of the 

SI. 

 In brief, the D2/D3 and D2/D1 relaxations occur through the seams of two peaked 

MECIs with planar geometries and elongated C-C bonds (~1.4Å) (marked with violet cones in 

Fig. 2(a), see also Section S4.1 of the SI). These geometries are close to the planar geometry 

of the neutral ground state of the Franck-Condon (FC) region which explains why the 

relaxation is ultrafast and not subject to isotope effect. The D3/D2 transfer occurs within 5 fs 

for both isotopomers (Figs. 2(d) and 2(g)). The population transfer from D2 to D1, instead, 

happens within 5 to 10 fs for both initial population on D2 (Figs. 2(c) and 2(f)), and on D3 

(Figs. 2(d) and 2(g)). In this latter case we observe an additional shoulder at about 15 fs. 

Overall, for the two isotopomers, the majority of the population that reaches D1 within the first 

10 fs has essentially planar geometries with activated C-C bonds and H-C-H angles. The 

distributions of CC distances, HCH and HCCH angles of the trajectories that reach D1 from D2 

and D3 are therefore different from the Wigner distributions of initial conditions on D1 and on 

D0 (see Fig. S5). 

As established in previous works,1, 5 three CIs are involved in the D1/D0 relaxation: two 

planar and a twisted one. The planar ones correspond to the two CIs identified in Ref.1. We call 
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them planar I and II, respectively. The planar I MECI (violet cones in Fig. 2(a) between D1 and 

D0) is located 2.45 eV above the energy of the planar, D2h, D0 cation (see Table S3). It has a 

distorted geometry with modified HCH angles and a slightly compressed C-C bond (1.28 Å). 

It plays a major role in the relaxation dynamics to D0 for both isotopomers (see Table 2). The 

second MECI, planar II (not shown in Fig. 2(a)), is slightly higher in energy (2.56 eV, 

Table S3) and does not play a significant role in the relaxation dynamics sampled by the 

trajectories. Both planar D1/D0 CIs are slopped and activate C-C elongation and CH modes as 

the D3/D2 and D2/D1 ones, and in addition to low frequency, out-of-plane motions: the CH2 

torsion, wagging, and HCH in plane scissoring modes (see SI Section S4.1). Their geometries 

(see the molecular cartoon in Fig. 2(a) for planar I) differ more from the planar geometry of 

the neutral ground state than the D3/D2 and the D2/D1 MECIs. As a result, the initial decay of 

the D1 population to D0 in Figs. 2(b) and (e) is slower than that of the D2 and D3 populations 

to D1, see Figs. 2(c)-(f).  

The third major MECI playing a role in the D1/D0 relaxation dynamics for the energy 

range of the three ionization energies discussed here has a twisted MECI geometry with a 

torsion angle of 90˚ as previously reported (marked with green cones in Fig. 2(a)).1, 5, 16-17 This 

CI is lower in energy than the two planar MECI (1.57 eV above the planar D2h geometry of D0, 

Table S3) and activates the out-of-plane low frequency mode CH2 torsion, wagging, and in 

plane HCH anti-symmetric bending scissoring, as well as the C-H stretching. Unlike the other 

two planar CIs, the C-C stretching is not activated in the twisted CI.  

Table 2. Fraction of trajectories that reach D0 through a hop from D1 via the three D1/D0 CIs (see Fig. S2 for the distribution 

in time of the last D1/D0 hop for the three ensembles of initial conditions). 
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The two planar CIs dominate the relaxation from D1 to D0 for the D1 and D2 ensembles 

of initial conditions for both isotopomers (see Table 2). The major channel for the D1/D0 

relaxation is the planar I CI. Compared to C2H4
+, this channel contributes more to the relaxation 

to D0 in the heavier C2D4
+ because the seams of the planar I MECI, which is sloped, are closer 

in configuration space to the FC region. For the D1 ensemble, this isotope mass effect leads to 

a longer relaxation time, 21.4 fs for C2D4
+ vs 12.3 fs for C2H4

+ (see Table S2). The amount of 

relaxation of the D1 ensemble through the twisted CI is negligible, ~1% for C2H4
+ and less than 

1% for C2D4
+. For the D2 ensemble, for C2H4

+ the fraction that relaxes through the twisted 

D1/D0 CI reaches 9% and is comparable to the fraction going through the planar II D1/D0 CI, 

while for C2D4
+ because of the isotope mass effect, these fractions reduce to 3.1 and 0.6% 

respectively. In the deuterated molecules, this makes the planar I CI the overwhelming channel 

(>95%) for relaxation for the D2 ensemble. For the D3 ensemble, because of the higher 

excitation energy, we observe a significant rise in the fraction of trajectories that relax through 

the twisted D1/D0 CI for both isotopomers (~25%). Nevertheless, relaxation through the planar 

I CI remains dominant (~70% for C2H4
+ and C2D4

+).  

The geometrical constraints imposed by the relaxation through CIs lead to specific 

distributions of C-C distances, and HCH and HHHH angles on D0 for the D1, D2 and D3 

ensembles of initial conditions (see Fig. S5), which are in turn different from their Wigner 

distributions on D0. The Wigner distributions on D0 reflect the mass isotope effect on the 

vibrational motion leading to narrower distributions for the deuterated species. The Wigner 

distributions of CC distance (see Fig. 3(a)) and HCH angles on D0 are narrower than the 

distributions resulting from the higher electronic states which are centered on larger mean 

values. The major difference however is seen in the torsion mode, whose Wigner distribution 

for the D0 ensemble is peaked at ~±23°, the values of the twisting angle in the equilibrium 

geometry (see left panel of Fig. 3(b)). Instead, the distributions of the torsion angle on D0 are 

centered around 0° for the ensembles of trajectories initiated on excited electronic states (see 

right panel of Fig. 3(b)), as a result of the planarity constraint imposed by the D1/D0 type I CI 

and the D2/D3 and D1/D2 ones. Note that for the D1 ensemble the distribution of the CC distance 

peaks at higher value for the C2D4
+ than for C2H4

+. 

We now examine the origins of the isotope effect leading to the large amplitude 

oscillations observed in the experimental relative yields of C2D4
+ (Fig. 1(d)), C2D3

+ (Fig. 1(e)) 

and C2D2
+ (Fig. 1(f)). As discussed above, the reason for the first bleaching peak in the parent 

yields, accompanied by a maximum in the yield of the other fragments, is common to both 

C2D4 and C2H4, and due to a 3-photon re-excitation process from D0 to D3 initiated by the IR 



 10 

pulse (red arrows in Fig. 2(a)).3 After the first bleaching peak, the presence of the oscillations 

in the yields with a period of ~50 fs in Figs. 1(d), (e) and (f) for the deuterated cations results 

from two isotope effects that primarily affect the fraction that was ionized to D1. This fraction 

contributes 35% for the H9 ionization, 52% for the H11 and 28% for the H13 one (Table 1). 

For the D1 ensemble, the slower motion of the C2D4
+ cation due to the mass isotope effect 

favors the relaxation through the planar I CI. The geometries of the C2D4
+ cation on D0 resulting 

from short times D1/D0 hops are planar and have a C-C bond length elongated to ~1.4 to ~1.6 Å 

on the average (see Fig. 3(a)), which favors a large transition dipole from D0 to D3 (see Fig. 

S6) compared to C2H4
+. 

Figure 3: a) Histograms of the C-C bond length for ethylene (red, upper row) and ethylene-d4 (blue, lower row). 

The left column shows the results for the Wigner distributions of initial conditions of the D0 ensemble. The right 

column shows the distribution after relaxation through the planar I CI in the first 10 fs of the SH dynamics for the 

D1 ensemble. b) Same as in a), but for the HHHH (red) and DDDD (blue) angles. Both in a) and b) the number of 

counts is normalized by the total number of considered trajectories. c) Average Fourier transform of the C-C bond 

length (blue), HCCH torsion angles (dashed-light and solid-dark green), HCH angles (dashed-light and solid-dark 

pink), and of HHHH torsion (dashed orange) for C2H4+ (top) and C2D4+ (bottom) computed for the trajectories 

of D1
 ensemble that relax on D0 through the type I CI.  

A large value of the transition dipole also requires a bending angle of ~ 120°, a condition that 

is satisfied for both isotopomers (see Fig. S6). The second isotope effect is on the vibrational 
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periods. In the case of C2D4
+, the isotope effect on the vibrational periods that involve a motion 

of the D atoms, leads to almost identical periods for the C-C elongation and the antisymmetric 

scissoring DCD modes, which in addition are commensurate with the excited states of torsion 

mode. The coupling between these modes results in combination bands,18-19 which do not occur 

for C2H4
+. The periods of these modes for the trajectories of the D1 ensemble that relaxed to 

D0 through the planar type I CI are computed by Fourier Transform (FT) of the C-C, HCH 

(DCD), HCCH (DCCD) and HHHH (DDDD) coordinates21. The average amplitudes of the 

FTs are shown in Fig. 3(c) for the two isotopomers. The computed periods are in good 

agreement with the ones computed at the BOMD level of electronic structure for the 

equilibrium geometry of D0, see Table S4 of the SI. For C2D4
+

, bottom row in Fig. 3(c), the 

computed periods of the C-C bond and of the antisymmetric scissoring DCD mode appear at 

~28 fs, the symmetric scissoring DCD mode at ~38 fs and the DCCD torsion mode at ~100 fs. 

From the bottom middle panel, one sees that C-C is strongly coupled to the two DCD modes. 

In addition, the C-C mode exhibits a small peak at 100 fs (marked by a vertical black dashed 

line in the bottom left and right panels of Fig. 3(c)) which indicates that the two modes are 

coupled. In C2H4
+ (top row of Fig. 3(c)) the isotope effect on the period of the torsion mode 

(~70 fs) prevents an effective coupling between the torsion and the C-C mode, whose period 

is unaffected. As a result, as seen from the top left and right panels of Fig. 3(c), there is no peak 

at 70 fs in the C-C mode. On the other hand, the periods of the two DCD scissoring modes are 

shifted to shorter values by a factor of ~1.3. The antisymmetric scissoring HCH mode has a 

period of ~ 21 fs and the symmetric one ~ 29 fs which leads to a strong coupling with the C-C 

mode. For both isotopomers, the broad peaks in the HCCH coordinate at ~ 45-50 fs for C2H4
+ 

and at ~ 55-60 fs for C2D4
+ correspond to the wagging modes. 

 In C2D4
+, the computed period of ~100 fs for the torsion mode implies that the ion is 

planar every half period, that is, every ~50 fs, which roughly corresponds to two vibrations of 

the C-C mode. Moreover, for the fraction of trajectories of the D1 ensemble that relaxes to D0 

through the planar I CI, the C-C bond is elongated. Therefore, for C2D4
+, a larger transition 

probability to D3 occurs each time the C-C is elongated between 1.55 and 1.60 Å and the cation 

is planar that is every ~50 fs. On average, this correlation is present in 77 trajectories out of the 

141 runs for the D1 ensemble (55 %). The re-excitation to D3 leads to a bleaching of the parent 

yield and a simultaneous increase in the fragment yields since fragmentation is favored by the 

higher excitation energy that is gained through the excitation to D3 by the 3 IR photon.  
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Figure 4 shows, as a function of time, the active fraction of trajectories on D0 that relax from 

D1 through the planar CI I with planar geometry (within ±10°) and with a C-C bond between 

1.4 and 1.6 Å, normalized to the total number of trajectories run on each electronic state. For 

C2H4
+ (shown in Fig. 4(a)), the calculated active fraction shows no clear periodic maxima 

beyond the bleaching peak at ~20 fs. In contrast, C2D4
+ (shown in Fig. 4(b)) exhibits peaks at 

around 35.8 fs, 85fs and 135 fs, closely matching the timing of the maxima observed in the 

experimental yields in Figs. 1(d)-(f). The reason is the isotope effect on the vibrational 

frequencies, which precludes an efficient coupling between the CC and the torsion modes. In 

addition, the shorter periods of the C2H4
+ ion induce a faster dephasing between the CC and 

the torsion modes and the other vibrational modes. 

Figure 4: Active fraction of trajectories on D0 that relax from D1 through the planar I CI with geometries planar, within ± 10˚, 

and with a CC bond in the range [1.55-1.60] Å) that can be re-excited to D3 for C2H4
+ (red, panel a)) and for C2D4

+ (blue, 

panel b)). The continuous thick curves are the result of a mobile average over 25 time points.  

In conclusion, by elucidating the enhanced oscillations observed in the relative 

fragmentation yields of C2D4
+ our work sheds light on the physical origins of the isotope effect 

in the ultrafast relaxation process of a prototypical molecular cation. The experimentally 

measured yields for the deuterated isotopomer exhibit pronounced oscillations with a ~50-fs 

period which are not clearly discernable for the hydrogenated one. We show that the slower 

motion of the wave packet out of the FC region of the heavier C2D4
+ for the population ionized 

to the D1 electronic state favors the relaxation through the planar type I D1/D0 CI. This CI 

functions as both a geometrical and temporal funnel, transferring a substantial population to 

D0 within the initial 10 fs of relaxation with elongated C-C bonds and planar geometries. In 

addition, in C₂D₄⁺, because of the isotope effect on the vibrational periods, the torsion mode is 
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efficiently coupled to the C-C mode and the cation is planar, with an elongated C-C bond every 

50 fs, which corresponds to half the period of the torsion and two periods of the C-C elongation. 

As a result, the re-excitation to D3 occurs every 50 fs which explains the larger oscillations in 

the measured ion yields as a function of the EUV-IR pump-probe delay. The periods of these 

two modes are not commensurate in C₂H₄⁺ which precludes the observation of large oscillations 

in the ion yields as a function of the EUV-IR pump probe delay.  

Our results show that pump-probe scheme based on few-fs tunable EUV radiation in 

combination with few-fs IR pulses and isotope substitution, provide a fine probe of the 

geometrical and temporal constraints that the ultrafast relaxation through a network of CIs 

between excited electronic states imposes on the vibrational motion on the ground electronic 

state. Our results pave the way for exploiting these constraints for better controlling the reaction 

outcomes. 
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S1. Experimental methods 

 

Infrared (IR) pulses with a time duration of 35 fs, central wavelength of 800 nm, pulse energy 

of about 1.2 mJ and a repetition rate of 1 kHz are spectrally broadened in a hollow core fiber 

setup filled with Ne1-2. The resulting pulses are temporally compressed with a set of chirped 

mirrors, resulting in a time duration of 15 fs and a pulse energy of about 800 µJ. The beam is 

later divided by an 80/20 beam splitter and steered into an evacuated beam line. The most 

intense part is used to obtain extreme-ultraviolet (EUV) radiation through high-order harmonic 

generation (HHG) in a static gas cell filled with Xe. The resulting harmonic comb is sent to a 

time-delay compensated monochromator (TDCM)3 which is composed of two identical stages 

in a subtractive configuration in order to achieve tunability, while preserving the temporal 

characteristics of the pulses4. Each stage contains two toroidal mirrors and a dispersive grating 

working in conical diffraction.5 The experimental spectra selected by the TDCM are reported 

in Fig. S0: the blue curve represents the nineth harmonic (H9), green and orange the eleventh 

(H11) and thirteenth (H13), respectively. 

 

Figure S1: Normalized spectral intensity of the EUV pulses used in the experiment. 

 

The weaker part of the IR beam is collinearly recombined with the selected harmonic radiation 

through a drilled mirror at the end of the TDCM. Both beams are later focused onto a molecular 

gas target placed in the interaction region of a time-of-flight (TOF) spectrometer which allows 

the detection of electrons and photoions, according to the chosen driving voltages. For the 

experiments reported in this work, we followed the same procedure adopted in Ref. 6, and used 
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an IR intensity on target of ≃ 3.5 × 1012 W/cm2. The harmonics are used to ionize the 

molecules and populate the first excited states of the cation while a delayed IR pulse modifies  

 

Figure S2: Fragment mass spectrum measured with the TOF spectrometer after ionization of ethylene-d4 by H13 (a), H11 (b) 

and H9 (c). Different color marks the different amplification factor applied for better visualization. In panel (a) the labels 

mark a possible assignment of the observed peaks. Blue labels indicate possible fragments which are expected to give 

negligible contribution. For the mass spectra of ethylene, we refer the reader to the SI of ref.6. 

 

the subsequent relaxation dynamics. The resulting molecular fragments are collected with the 

TOF spectrometer (see Fig. S02 for the mass spectra of ethylene-d4) where a signal 

proportional to the total yield, 𝑌, for a specific ion is obtained by integration along the mass 

axis, in a window of 0.2 uma centred at the particular fragment peak. In our setup, a mechanical 
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chopper is used to modulate the IR arm at 500 Hz in order to acquire the IR-on, IR-off fragment 

spectra in fast sequence. This allows the evaluation of the differential ion yield, defined as: 

Δ𝑌

𝑌
(𝜏) =

𝑌𝐼𝑅(𝜏) − 𝑌0
𝑌0

 

where 𝑌0 is the ion yield obtained only with the EUV radiation, while 𝑌𝐼𝑅(𝜏) is the ion yield 

recorded when the IR pulse is shone onto the sample at a delay 𝜏. The results displayed in 

Fig. 1 of the main manuscript report the 
Δ𝑌

𝑌
 discussed above and obtained by averaging the 10 

separate delay scans. The error bars represent the associated standard error of the mean. A 

photoelectron pump-probe measurements (see SI of Ref. 6) is performed soon before and after 

the photoion measurements for a double purpose: (1) to obtain a photoelectron cross-

correlation signal from which the EUV duration is estimated (see Table S1) and (2) to define 

the delay zero and correct for any eventual thermal instability of the interferometer during the 

measurement time (typically 1h/1h 30’). 

 

Table S1: Full-width half-maximum (FWHM) cross-correlation and harmonic duration extracted from the photo-electron 

pump-probe experiment considering a duration of the IR equal to 15 fs. 

HH 
Cross-correlation (fs) Harmonic duration (fs) 

C2H4
+ C2D4

+ C2H4
+ C2D4

+ 

9 21.1±1.6 22.8±0.9 15±2.4 17.2±1.2 

11 18.5±1.44 20.4±0.9 10.8±2.7 13.8±1.4 

13 16.9±1.23 19.7±0.7 7.8±3.2 12.8±1.4 

 

 

S2. Summary of the surface hopping computations 

 

We adopted the same approach to describe the dynamics of the C2D4
+ upon photoionization as 

in ref. 7 for C2H4
+. Briefly, we carried out surface hopping (SH) ab initio dynamics for 

ensembles of trajectories using the SA(7)-CAS-SCF(11,9)/6-311G(d,p) level of electronic 

structure on the D1, D2, D3 states as implemented in SHARC8 coupled to MOLPRO9 with 4 

active electronic states (D0, D1, D2, D3), followed after the trajectory relaxed on D0 by Born-

Oppenheimer ab initio molecular dynamics (BOMD)10 at the B3LYP/6-311G++(3df,3pd) on 

D0 up to 2 ps. The initial states of the SH trajectories were sampled from a Wigner distribution 

of the ground vibrational state of neutral ground electronic state. In addition, SH hopping 

dynamics at the same CAS level were run on D0 for 200 fs and for 2ps in BOMD. The D loss 
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and D2 loss were monitored using a threshold bond length of 3.5 Å. As in the case of the C2H4
+ 

ion, in C2D4
+, the H-loss and the H2 loss all occur on D0 during the BOMD dynamics. 

 

 

Number of trajectories analyzed per ensemble. 

Isotopomer D0 ensemble D1 ensemble D2 ensemble D3 ensemble 

C2H4
+ 297 221 137 102 

C2D4
+ 200 141 210 163 

 

Table S2:. Computed lifetimes of the D1, D2 and D3 excited states from the ensembles of trajectories 

Ensemble Lifetime (fs) 

Exp Fit 

Lifetime (fs) 

50 % decay 

D1 Hydrogen 14.6 12.3 

D1 Deuterium 26.5 21.4 

D2 Hydrogen 6.6 5.8 

D2 Deuterium 7.2 6.8 

D3 Hydrogen 6.7 5.2 

D3 Deuterium 8.3 8.3 

 

 

S3. Measurements for longer delay times 

 

Figure S3: Measured parent and fragmentation yields for C2D4
+ as a function of the EUV-IR delay time for the three ionization 

energies. 
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S4. Detailed analysis of the minimum energy conical intersections (CI) sampled by the 

dynamics in the 4 lowest excited states of the cation. 

 

S4.1 Geometries of the MECI between the states D0, D1, D2 and D3.  

 

Level of electronic structure:  SA(7)CASSCF(11e,9o)/6-311G** using the MULTI CAS-SCF 

implementation of MOLPRO.9 

We show the equilibrium geometry of MECI as well as the components of the NAC vector on 

the nuclei in pink arrows. We report the energies of the four electronic states at the MECI 

geometry as well as the value of the D0/D3 transition dipole. Activated modes obtained by 

projection of the NAC vector on the normal modes of D0 at its equilibrium geometry, see Table 

S8 below for the normal modes. 

 

 

MECIs D0/D1 

MECI 

Energy (Hartree) 

Transition Dipole (Debye) 

Projection on Normal Modes of Ethylene 

Vibrational mode, Frequency, Component 

Planar Type I 

 NAC 

Energy D0 = -77.69163501 

Energy D1 = -77.69163471 

Energy D2 = -77.50216883 

Energy D3 = -77.49468027 

Trans Dip D0/D3 = 0.381433 D 

v1 0.33      H-C-H out-of-plane twisting 

v2 -0.01 

v3 0.21      H-C-H out-of-plane wagging 

v4 -0.04 

v5 0.32      C-C-H in-plane rocking 

v6 0.12 in plane HCH symmetric scissoring 

v7 -0.04 in plane HCH antisymmetric scissoring 

v8 -0.29     C-C stretching 

v9 -0.12 

v10 0.15 

v11 0.16 

v12 -0.13 

 

sloped 

C-C = 1.28 Å  

C-C equilibrium neutral : 1.33 Å 
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Planar Type II 

 

NAC 

Energy D0 = -77.68857060 

Energy D1 = -77.68856710 

Energy D2 = -77.52298200 

Energy D3 = -77.48793358 

Trans Dip D0/D3 = 0.302223 D 

v1 0.07 

v2 0.00 

v3 0.01 

v4 -0.03 

v5 -0.01 

v6 -0.07 

v7 0.30       H-C-H in-plane symmetric scissoring 

v8 -0.56       C-C stretching 

v9 -0.11 

v10 -0.00 

v11 0.19 

v12 0.03 

 

sloped C-C i=1.29 Å 

Twisted 

 

NAC 

Energy D0 = -77.72633209 

Energy D1 = -77.72394078 

Energy D2 = -77.51624757 

Energy D3 = -77.48328766 

Trans Dip D0/D3 = 0.519516 D 

v1 -0.28     H-C-H out-of-plane twisting 

v2 0.00 

v3 0.08 

v4 -0.29     H-C-H out-of-plane wagging 

v5 0.12 

v6-0.14 

v7 -0.31 H-C-H in-plane antisymmetric scissoring  

v8-0.03 

v9 0.10 

v10 0.05 

v11 -0.38     C-H stretching 

v12 -0.28     C-H stretching 

C-C 1.43 Å 

 

 

C3v Ethylidene (not sampled in 

the SH trajectories) 

v1 0.12 

v2 0.02 

v3 0.33      H-C-H out-of-plane wagging 

v4 -0.35     H-C-H out-of-plane wagging 



 S8 

NAC 

Energy D0 = -77.71154099 

Energy D1 = -77.71154094 

Energy D2 = -77.45510115 

Energy D3 = -77.45402147 

Trans Dip D0/D3 = 1.32376 D 

v5 -0.11 

v6 -0.03 

v7 -0.21     H-C-H in-plane anti symm scissoring  

v8 0.31      C-C stretching 

v9 -0.03 

v10 0.06 

v11 -0.09 

v12 0.01 

 

MECIs D1/D2 

 

Planar 

Energy (Hartree) 

Projection on Normal Modes of Ethylene 

Vibrational mode, Frequency, Component 

Planar (abundant) 

NAC 

Energy D0 = -77.76993829 

Energy D1 = -77.64201739 

Energy D2 = -77.64201699 

Energy D3 = -77.53230823 

v1 -0.00 

v2 -0.00 

v3 -0.00 

v4 -0.02 

v5 0.12 

v6 -0.13 

v7 0.05 

v8 -0.42    C-C stretching 

v9 -0.22    C-H stretching 

v10 0.09 

v11 0.32     C-H stretching 

v12 -0.07 

 

peaked  

c-c = 1.4Å 

Twisted (2 % of  trajectories) v1 0.47     H-C-H out-of-plane twisting 

v2 0.09 

v3 0.02 
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Energy D0 = -77.75831017 

Energy D1 = -77.61972622 

Energy D2 = -77.61972591 

Energy D3 = -77.55190641 

v4 -0.01 

v5 0.29     C-C-H in-plane rocking 

v6 0.29     H-C-H in-plane  symmetric scissoring 

v7 -0.02 

v8 -0.01 

v9 -0.05 

v10 0.06 

v11 0.35      C-H stretching 

v12 -0.24     C-H stretching 

 

MECIS D3/D2 

 

PlanarI 

Energy (Hartree) 

Projection on Normal Modes of Ethylene 

Vibrational mode, Frequency, Component 

Planar (abundant) 

NAC 

Energy D0 = -77.76765234 

Energy D1 = -77.67843060 

Energy D2 = -77.58472487 

Energy D3 = -77.58472472 

v1 0.00 

v2 -0.09 

v3 0.00 

v4 -0.00 

v5 -0.02 

v6 0.13 

v7 -0.02 

v8 0.16    C-C stretching 

v9 0.05 

v10 0.49    C-H stretching 

v11 -0.02 

v12 0.54    C-H stretching 

peaked 

c-c=1.4Å 

 

Twisted (<1% of trajectories) v1 -0.04 

v2 -0.05 

v3 0.47    H-C-H out-of-plane wagging 
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 NAC 

Energy D0 = -77.59380595 

Energy D1 = -77.58921517 

Energy D2 = -77.54082829 

Energy D3 = -77.54082813 

v4 0.11 

v5 0.28     C-C-H in-plane rocking 

v6 -0.04 

v7 -0.44 H-C-H in-plane anti symmetric  

scissoring 

v8 0.14 

v9 0.03 

v10 -0.03 

v11 -0.14 

v12 0.01 

 

 
Table S3: Energies of MECIs with respect to the energy of the planar geometry of the GS cation 

Level SA(4) CASSCF(11e,9o)/6-311G** 

 

Geometry GS Energy (au) SA(4)CASSCF GS Energy (eV) 

Ethylene cation (planar) -77.78265676 0.00 

Planar Type I D0/D1 -77.69163501 2.45 

Planar Type II D0/D1 -77.68857060 2.56 

Twisted D0/D1 -77.72481388 1.57 

C3v Ethylidene D0/D1 -77.71154099 1.94 

 

S4.2 Detailed discussion of the role of the CI’s in the relaxation dynamics 

Upon sudden ionization of the neutral ground state in its equilibrium geometry, the 

ethylene cation is produced in an unstable planar D2h geometry. The four lowest excited 

electronic states of the cation, D0, D1, D2 and D3, that can be populated by photoionization in 

this study, are coupled through a network of planar and twisted CIs, which triggers 

fragmentations and isomerizations. 7, 11-18 Several theoretical studies 11-12, 16, 18 already 

identified the essential of the excited state dynamics for the four lowest states of the cation. 

The equilibrium geometry of the ground state D0 is slightly twisted, with a torsion angle of ≈ 

23˚ and a D2 symmetry. The excited states D1, D2 and D3 are connected to D0 by a network of 

CI’s. The CI’s sampled by the SH trajectories at the level of electronic structure that we use are 

in agreement with recent previous works, 16, 18. The D2/D3 MECI through which the relaxation 

occurs for the D3 ensemble is peaked, with a planar geometry and a slightly elongated C-C 



 S11 

bond (1.4 Å) compared to that of the D2h
 neutral ground state (1.33 Å) and very close to the FC 

region in configuration space. Its non adiabatic derivative coupling vector activates 

significantly the ‘in plane’ C-C and C-H modes. For these reasons, as can be seen from Figs. 2 

b and c (C2H4
+) and e and f (C2D4

+) of the main text, the D3/D2 relaxation is very fast and 

occurs within 5 fs, without any major isotope effect. In the SH dynamics, the D2/D1 relaxation 

also occurs through a planar geometry, peaked, CI. The MECI geometry has a slightly 

elongated C-C bond at 1.4 Å, that activates the same ‘in plane’ modes, C-C and C-H stretching. 

For the D2 and the D3 ensembles (Figs. 2 b, c, and e, f ), population is transferred from D2 to 

D1 within 5 to 10 fs, with a shoulder at 15 fs for the D3 ensemble (Figs. 2c and f). Overall, for 

the two isotopomers, the majority of the population that reaches D1 within the first 10 fs is 

essentially planar with activated C-C bonds and H-C-H angles for the D2 and D3 ensembles 

which makes it different from the Wigner distribution of the D1 ensemble of initial conditions.  

As established in previous works, 16, 18 three CIs are involved in the D1/D0 relaxation: 

two planar and a twisted one. The planar ones correspond to the two CIs identified in ref. 16. 

We call them planar I and II respectively. The planar I MECI has a sloped character and a planar 

distorted geometry with modified HCH angles and a slightly compressed C-C bond (1.28 Å). 

Its geometry differs more from the geometries sampled in the Wigner distribution of the D1 

ensemble of initial conditions than those of D3/D2 and D2/D1 MECI discussed above, which 

explains why the initial decay of the D1 population in Fig. 2a and d is slower than that of the 

D2 and D3 populations plotted in Figs. 2 b,c, e, and f of the main text. The planar I MECI is 

located 2.45 eV above the energy of the planar, D2h, D0 cation (Table S3). It plays a major role 

in the relaxation dynamics to D0 for both isotopomers, see Table 2. The second MECI, planar 

II, is slightly higher in energy (2.56 eV, see Table S3) and does not play a significant role in the 

relaxation dynamics sampled by the trajectories. Its C-C bond is also slightly compressed (1.29 

Å). In addition of the C-C and C-H stretching found in the D3/D2 and D2/D1 planar MECI CIs, 

both planar D1/D0 CIs activate low frequency, out of plane motions: the CH2 torsion and 

wagging for planar I and the CH2 in plane scissoring for planar II. The third major MECI 

playing a role in the D1/D0 relaxation dynamics for the energy range of the three ionization 

energies discussed here has a twisted MECI geometry with a torsion angle of 90˚ as reported 

previously. 11-12, 16, 18 Its C-C bond is elongated (1.43 Å). It is lower in energy with respect to 

the two planar MECI (1.57 eV above the planar D2h geometry of D0, Table S3) and activates 

the out of plane low frequency mode CH2 torsion, wagging and in plane HCH anti symmetric 

bending scissoring as well as the C-H stretching. Unlike for the other two planar CIs, the C-C 

stretching is not activated in the twisted CI.  We have also identified a D1/D0 MECI with an 
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ethylidene geometry, at 1.94 eV above the planar D0 cation. This CI is not sampled in the 100 

fs of the SH trajectories launched from D3, D2 and D1. It is related to ethylene/ethylidene 

isomerization discussed in ref. 18 

In the SH dynamics, the two planar CIs dominate the relaxation from D1 to D0 for the 

D1 and D2 ensembles for both isotopomers, see Table 2 of the main text. The major channel for 

the D1/D0 relaxation is the planar I CI. For the D1 ensemble, 77.5 % of the trajectories of C2H4
+ 

relax through the planar I CI and 21.1% through planar II while for C2D4
+, the fraction relaxing 

through planar I increases to 86.3 %. The slower motion of the heavier C2D4
+ favors the 

relaxation through the seams of the planar I MECI which is sloped and closer in configuration 

space to the FC region. The relaxation through the planar II CI is delayed and clearer for C2D4
+ 

(see Fig. 2 a and d). For the D1 ensemble, this isotope mass effect leads to a longer relaxation 

time , 21.4 fs for C2D4
+ vs 12.3 fs for C2H4

+ (see Table S2). 1.4 % of the trajectories of the D1 

ensemble relax through the twisted CI for C2H4
+ and only 0.3 % for C2D4

+ which makes this 

relaxation pathway negligible for the heavier isotopomer. For the D2 ensemble, for C2H4
+, the 

fraction that relaxes through the twisted D1/D0 CI reaches 9% and is comparable to the fraction 

going through the planar II D1/D0 CI, while the fractions for C2D4
+ go down to 3.1 and 0.6 % 

respectively. This leads to 96.1 % of the trajectories going through the planar I CI for C2D4
+ 

and 81.5 for C2H4
+. For the D3 ensemble, because of the higher excitation energy, we observe 

a significant rise of the fraction of trajectories that relax through the twisted D1/D0 CI for both 

isotopomers (25.6 % for C2H4
+ and 25.5 % for C2D4

+). Nevertheless, the relaxation through the 

planar I CI remains dominant (68.4 and 70  % for C2H4
+ and C2D4

+ respectively).  

 

  



 S13 

 

 
 
Figure S4. Histograms of the last D1/D0 hopping times through the planar type I CI for the three ensembles.  
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Figure S5. Histograms of the distributions of C-C distances (a), HCH angles (b) and HHHH angles (c) on D0 computed for 

C2H4
+ (blue) and C2D4

+ (red) for the four ensembles of initial conditions : The SH dynamics initiated on D3, D2, D1 or D0 as 

indicated. 
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Figure S6. Heatmaps of the C-C elongation and HCCH angles values  (a and b) and CC vs HCH (c and d) on D0 that 

corresponds to an energy difference that is 3 photon resonant with D3 and a value of the transition dipole ≥ 1 a.u.. 
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S4. Detailed analysis of the spectra of the C-C, HCH, HCCH and HHHH coordinates in 

ensembles of trajectories and the features of the active fraction 

 

To asses to which motion the periods seen in the active fractions of trajectories plotted 

as a function of time in Fig. 4 of the main text, correspond, we show in Fig. S7a the spectra of 

the HCCH angles (green and orange), of the HCH angles (light and dark pink), of HHHH angle 

(orange dashes) and of the C-C coordinate (blue) computed for the first 200 fs of the dynamics 

for C2H4
+ (top row) and for C2D4

+ (bottom row) for the D0 ensemble of initial conditions (Fig. 

S7a) and for the set of trajectories that relaxed to D0 through the planar type I CI for the D1 

ensemble of initial conditions, Fig. S7b, which corresponds to Fig. 3 b) of the main text and is 

reproduced here for completeness). These spectra, obtained by the Fourier transform of the 

ensemble of trajectories, provide the frequencies of the normal modes involved in these 

coordinates. The spectra  of the two dihedral angles superimpose almost exactly and appear in 

green. The spectra of the two HCH angles are more different and can be distinguished. The left 

column of Fig. S7 compares the spectra of the HCCH angles (green) and the CC distance (blue), 

the middle one HCH angle (two pink color) and CC (blue) and the right column the HHHH 

angle (orange) and CC (blue). When the frequency of a given mode appears in the spectra of 

two coordinates, it means that the two coordinates are coupled.19  

We begin by discussing the spectra of the coordinates of the D0 ensemble, Fig. S7a. For 

C2H4
+ (Fig. S7a, top row) in the spectrum of the HCH angle (pink, middle column), the 

symmetric HCH scissoring appears at 26 fs in good agreement with the computed frequency 

of 1304 cm-1 of the D0 cation (see Table S4 and Figure S8 for the computed frequency values). 

The antisymmetric scissoring appears at a period of 23 fs (1400 cm-1) which coincides with 

that of the CC bond (blue). In Table S4, both frequencies are a little higher (1504cm-1 and 1636 

cm-1) which can be understood considering the anharmonicity and coupling of the motions. 

One can see that the scissoring modes are coupled to the CC elongation the HCH scissoring 

and C-C frequencies appear in the spectra of both coordinates in the middle panel of Fig. S8a, 

top row. The spectra of the dihedral angles (left panels of Fig. S7a, top row) exhibit the periods 

of the wagging/rocking modes at ≈ 35-40 fs and of the torsion at ≈70 fs. The wagging modes 

are not coupled to C-C for C2H4
+ and only very weakly coupled to the symmetric HCH 

scissoring. From this analysis we can hence conclude that the fast oscillations of the active 

fraction on D0 in Fig. 3a are dominated to the C-C elongation and the symmetric and 

antisymmetric scissoring motions. They are modulated by a longer period of ≈ 70 fs of the 

torsion motion which is very anharmonic. The spectrum of the HHHH dihedral angle (orange 
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dashes, right column) exhibits only the period of ≈ 90 fs of the torsion mode as expected for 

this coordinate.  

The main peak at 36 fs observed in the D0 active fraction  initially started on D1 plotted 

in Fig. 3b of the main text (red)  for C2H4
+, corresponds to those trajectories that have relaxed 

through the planar type I CI for which the C-C mode is activated. Then the C-C elongation and 

torsion motion of this fraction dephase which does not lead to clear patterns as a function of 

time, see Fig. 3b. The spectra of the C-C, HCH and HCCH coordinates for the fraction of the 

D1 ensemble that relaxes to D0 through the planar type I CI are shown in Fig. S7b, top row for 

C2H4
+ and bottom row for C2D4

+. They are less rich in structure when compared to the spectra 

of D0 shown in Fig. S7a because of the filtering action of the planar type I CI on these 

coordinates. The main difference is the peak of the torsion mode (green curve, left panel of the 

top row) that shifts to a shorter period of 74 fs, closer to the computed equilibrium frequency 

(see Table S4). This can be understood from the filtering action of the planar type I CI, which 

leads to planar initial geometries on D0, with a narrower distribution of HCCH angles (see 

Figure S5) than the Wigner distribution on D0. One also note that the relative intensity of the 

CC peaks and of the two wagging modes are different for the D1 ensemble (compare the top 

row of the middle panel of Fig S7a with the top row of the middle panel of Fig. S7b) 

Compared to C2H4
+, the C2D4

+ active fraction of the D0 ensemble (Fig. 3a, blue of the 

main text) exhibits a slightly delayed maximum corresponding to  bleaching peak of the parent 

at ≈ 36 fs, followed by lower intensity peaks which reflect several periods: maxima at 88 fs 

and 190 fs secondary ones at 38 fs, 60 fs, 116fs and 165 fs. In C2D4
+, because of the isotope 

effect, the two scissoring DCD modes are shifted to longer periods, 36 fs and 31 fs respectively 

as can be seen from Fig. S7a bottom row, middle panel (1009 cm-1 and 1138 cm-1, in good 

agreement with the frequencies of the normal modes reported in Table S4), while the period of 

the CC bond  does not change (Fig. S7a, bottom row middle panel, blue curve).  The wagging-

rocking modes are also shifted to lower frequencies (≈ 45 fs) and coupled to the symmetric 

scissoring mode. The main difference with the spectra of C2H4
+ is a complex pattern of peaks 

at low frequency (142 fs, 100 fs, 77 fs, 60 fs and 47 fs), see bottom row, left panel of Fig. S7a. 

In C2D4
+, the isotope effect on the torsion, wagging and scissoring modes results in strong 

coupling with the CC mode which explains the complex spectra at low frequency. This strong 

coupling leads combination bands observed in high resolution spectroscopy of C2D4
+.13-14 This 

complex pattern does not appear in the spectra of the dihedral angles computed for the fraction 

of D1 ensemble (bottom row of Fig. S7b, left  panel) that relaxes through the planar type I CI 

(Fig. 3d), because of its filtering action which leads to different distributions of these 
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coordinates (see Figure S5) which also leads to a slightly longer CC period (28 fs) (bottom row 

of Fig. S7b, middle panel).   

 

 
Figure S7: Spectra of the three coordinates that control the value of the transition dipole. a) for the ensemble of trajectories 

initiated on D0. b) for the ensemble of trajectories initiated on D1 (Fig 3. b) of the main text. 
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Table S4: Frequencies of the D0 cation at its equilibrium geometry computed at the single state CAS SCF level for D0  

 

 ν1 

H-C-H twisting  

Freq(C2H4
+) = 449 cm-1  

Freq(C2D4
+) = 318 cm-1 

Isotope effect = 1.41 

 ν2 

H-C-H rocking  

Freq(C2H4
+) = 864 cm-1 

Freq(C2D4
+) = 621 cm-1 

Isotope effect = 1.39 

 ν3 

Sym H-C-H wagging  

Freq(C2H4
+) = 979 cm-1  

Freq(C2D4
+) =744 cm-1  

Isotope effect = 1.32 

 ν4 

Asym H-C-H wagging  

Freq(C2H4
+) = 1069 cm-1 

Freq(C2D4
+) = 955 cm-1  

Isotope effect = 1.12 

 ν5 

C-C-H rocking  

Freq(C2H4
+) = 1265 cm-1  

Freq(C2D4
+) = 1016 cm-1  

Isotope effect = 1.25 

 ν6 

Sym H-C-H in plane scissoring 

Freq(C2H4
+) = 1304 cm-1 

Freq(C2D4
+) = 1009 cm-1 

Isotope effect = 1.29 

 ν7 

Antisym H-C-H in plane 

scissoring  

Freq(C2H4
+) = 1515 cm-1  

Freq(C2D4
+) = 1138 cm-1 

Isotope effect = 1.33 

 ν8 

C-C stretching 

Freq(C2H4
+) = 1639 cm-1  

Freq(C2D4
+) = 1425 cm-1  

Isotope effect = 1.15 

 ν9 

C-H symmetric stretching 

Freq(C2H4
+) = 3067 cm-1 

Freq(C2D4
+) = 2234 cm-1 

Isotope effect = 1.37 
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 ν10 

C-H symmetric stretching 

Freq(C2H4
+) = 3119 cm-1 

Freq(C2D4
+) = 2377 cm-1 

Isotope effect = 1.31 

 ν11 

C-H asymmetric stretching 

Freq(C2H4
+) = 3292 cm-1 

Freq(C2D4
+) = 2398 cm-1 

Isotope effect = 1.37 

 ν12 

C-H asymmetric stretching 

Freq(C2H4
+) = 3416 cm-1 

Freq(C2D4
+) = 2554 cm-1 

Isotope effect = 1.34 

 

 

Figure S8 Spectrum of the vibrational frequencies of the two isotopes computed at the SS CAS-SCF level. 
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5.1 Quantum description of the intramolecular forces in a coherent 
vibronic wavepacket 
Although the force is not an observable in quantum mechanics, we can use the Ehrenfest theorem 
to define the molecular force as the rate of change of the mean momentum of the nuclei over the 
coherent vibronic wavepacket represented by the wavefunction Ψ(𝐫, 𝐑, 𝑡). The derivation of the 
expression of the force and the application to the analysis of the quantum dynamics of LiH 
molecule have been published; see ref (1). 
 
The Ehrenfest theorem (Equation 5.1) allows us to compute the time derivative of the mean value 
of any operator 𝐴) in terms of the mean value of its time derivative and of the commutator with the 
Hamiltonian. This theorem is valid for both pure states, described by a wavefunction such as 
Ψ(𝐫, 𝐑, 𝑡), and for mixed states, described by a Hermitian density operator 𝜌(𝐫, 𝐑, 𝑡) 
 

𝑑
𝑑𝑡 ,𝐴

)- = /
𝜕𝐴)(𝑥, 𝑡)
𝜕𝑡 2 +

𝑖
ℏ ,[𝐻

8, 𝐴)]- (5.1) 

 
If the operator 𝐴) is the nuclear momentum �̂�! =	−𝑖ℏ∇8𝐑, which is an observable, and considering 
from now atomic units (ℏ = 1), the Ehrenfest theorem simplifies as: 
 

𝑑
𝑑𝑡
⟨�̂�!⟩ = 𝑖,[𝐻8, �̂�!]- = ,[𝐻8, ∇8𝐑]- = −,[∇8𝐑, 𝐻8]- (5.2) 

 
Equation 5.2 allows us to define the force much like in classical mechanics where �⃗� 	= 	𝑑�⃗�/𝑑𝑡, 
but considering purely quantum effects, such as the nonadiabatic couplings and the entanglement 



 99 

with the electric field of the pulse. For a molecular system in a coherent quantum superposition of 
several electronic states described by the vibronic wavefunction Ψ(𝐫, 𝐑), the total molecular force 
in such a state is given formally by Equation 5.3. 
 

𝐹#$# = −,Ψ(𝐫, 𝐑)H[∇8𝐑, 𝐻8]HΨ(𝐫, 𝐑)- (5.3) 
 
where the integration runs over both nuclear (𝐑) and electronic (𝐫) coordinates. 
 
Substituting the expression of the molecular Hamiltonian 𝐻8 	= 	𝐻8%& 	+ 	𝑇K! − 	𝐄	 ∙ �̂� and that of the 
expansion of the wavefunction Ψ(𝐫, 𝐑) 	= 	∑ 𝜙'(𝐫; 𝐑)𝜒'(𝐑)'  in the adiabatic electronic basis into 
Equation 5.3, we obtained the following 
 

𝐹#$# = −/S𝜙'(𝐫; 𝐑)𝜒'(𝐑)HT∇8𝐑, (𝐻8%& +	𝑇K! − 	𝐄	 ∙ �̂�)UHS𝜙((𝐫; 𝐑)𝜒((𝐑)
('

2 (5.4𝑎) 

 

𝐹#$# = −XS⟨𝜙'(𝐫; 𝐑)𝜒'(𝐑)|[∇8) , Z𝐻8%& +	𝑇K! − 	𝐄	 ∙ �̂�[]|𝜙((𝐫; 𝐑)𝜒((𝐑)⟩
'(

\ (5.4𝑏) 

 
Since the nuclear kinetic energy operator of the nuclei is given by the Laplacian 𝑇K! 	= 	−∇8)

*/2 
and it commutes with the momentum, the kinetic energy term vanishes from the commutator 
relation in Equation 5.4b, leaving only two sources for the force, the one coming from the 
electronic  potentials and the one due to the interaction with the light pulse. 
 

𝐹#$# = −S⟨𝜙'(𝐫; 𝐑)𝜒'(𝐑)|[∇8𝐑, 𝐻8%&]|𝜙((𝐫; 𝐑)𝜒((𝐑)⟩
'(

	−	

𝐄	 ∙ XS⟨𝜙'(𝐫; 𝐑)𝜒'(𝐑)|[∇8𝐑, �̂�]|𝜙((𝐫; 𝐑)𝜒((𝐑)⟩
'(

\ (5.5)
 

 
 
We can expand the term due to T∇8𝐑, 𝐻8%&U = ∇8𝐑𝐻8%& − 𝐻8%&∇8𝐑	in Equation 5.5 as follows 
 
 

𝐹+$# =	−S〈𝜙'(𝐫; 𝐑)𝜒'(𝐑)H∇8)𝐻8%&H𝜙((𝐫; 𝐑)𝜒((𝐑)〉
'(

	+

S〈𝜙'(𝐫; 𝐑)𝜒'(𝐑)H𝐻8%&∇8)H𝜙((𝐫; 𝐑)𝜒((𝐑)〉
'(

(5.6)
 

 
Remembering that the electronic Hamiltonian in the adiabatic basis satisfies 𝐻8%&𝜙'(𝐫; 𝐑) 	=
	𝑉'(𝐑)𝜙'(𝐫; 𝐑), where 	𝑉'(𝐑) represents the potential energy, we get: 
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𝐹+$# =	−S〈𝜙'(𝐫; 𝐑)𝜒'(𝐑)H∇8) 	𝑉((𝐑)H𝜙((𝐫; 𝐑)𝜒((𝐑)〉
'(

	+

S〈𝜙'(𝐫; 𝐑)𝜒'(𝐑)H	𝑉'(𝐑)∇8)H𝜙((𝐫; 𝐑)𝜒((𝐑)〉
'(

(5.7)
 

 
Using the chain rule for the gradient operator since it acts on both the energy 	𝑉((𝐑) and the 
wavefunction: 
 

𝐹+$# =	−S〈𝜙'(𝐫; 𝐑)𝜒'(𝐑)H∇8) 	𝑉((𝐑)H𝜙((𝐫; 𝐑)𝜒((𝐑)〉
'(

−S〈𝜙'(𝐫; 𝐑)𝜒'(𝐑)H𝑉((𝐑)∇8)H𝜙((𝐫; 𝐑)𝜒((𝐑)〉
'(

+

S〈𝜙'(𝐫; 𝐑)𝜒'(𝐑)H	𝑉'(𝐑)∇8)H𝜙((𝐫; 𝐑)𝜒((𝐑)〉
'(

(5.8)

 

 
Which leads to 
 

𝐹+$# =	−S〈𝜙'(𝐫; 𝐑)𝜒'(𝐑)H∇8) 	𝑉((𝐑)H𝜙((𝐫; 𝐑)𝜒((𝐑)〉
'(

	+

S〈𝜙'(𝐫; 𝐑)𝜒'(𝐑)H	(𝑉'(𝐑) − 	𝑉((𝐑))∇8)H𝜙((𝐫; 𝐑)𝜒((𝐑)〉	
'(

(5.9)
 

 
The first term corresponds to the classical analog of a conservative force written as minus the 
gradient of the potential energy. We called this term  𝐹,, and can be written concisely as 
 

𝐹, =	− 〈e∇8)𝑉(𝐑)f〉 (5.10) 
 
The second term involves the energy difference between pairs of electronic states times the 
gradient of the electronic and nuclear wavefunctions. It can be expanded further: 
 
  

S	(𝑉'(𝐑) − 	𝑉((𝐑))	〈𝜙'(𝐫; 𝐑)𝜒'(𝐑)H∇8)H𝜙((𝐫; 𝐑)𝜒((𝐑)〉	
'(

= 

S	(𝑉'(𝐑) − 	𝑉((𝐑))	〈𝜙'(𝐫; 𝐑)𝜒'(𝐑)H∇8)𝜙((𝐫; 𝐑)H𝜒((𝐑)〉		
'(

+

S	(𝑉'(𝐑) − 	𝑉((𝐑))	〈𝜙'(𝐫; 𝐑)𝜒'(𝐑)H∇8)𝜒((𝐑)H𝜙((𝐫; 𝐑)〉		
'(

(5.11)
 

 
Integrating over electronic coordinates, the second term vanishes since ⟨𝜙'(𝐫; 𝐑)|𝜙((𝐫; 𝐑)⟩ =
𝛿'( due to the orthonormality condition of the adiabatic basis, and	𝑉'(𝐑) − 	𝑉((𝐑) 	= 	0 for 𝑛 =
𝑚. The first term, on the other hand, involves the gradient of the electronic wavefunction with 
respect to the nuclear coordinates, which is none other than the nonadiabatic coupling (NAC) term 
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discussed before; see Equation 2.52i in Chapter 2: 𝜏'((𝐑) = ,𝜙'(𝐫; 𝐑)H∇8)𝜙((𝐫; 𝐑)-. Notice that 
𝜏'( = 	0 for the case 𝑛	 = 	𝑚 and that 𝜏'((𝐑) = −𝜏('(𝐑) due to the antihermiticity of the 
gradient operator. This component of the force coming from the electronic Hamiltonian is designed 
as 𝐹[.,,] as it can be written more concisely leveraging the antihermitian character of the NAC. See 
the following equation: 
 

𝐹[.,,] = S 	〈𝜒'(𝐑)|	𝜏'((𝐑)(𝑉'(𝐑) − 	𝑉((𝐑))|𝜒((𝐑)〉 	= 〈T�̂�, 𝑉K(𝐑)U〉
'1(

(5.12) 

 
This way the force that drives the motion of the nuclei in the coupled potential energy surfaces 
𝐹+$# has two terms  
 

𝐹+$# = 𝐹, + 𝐹[.,,] = −〈e∇8)𝑉(𝐑)f〉 + 〈T�̂�, 𝑉K(𝐑)U〉 (5.13) 
 
These two terms were first derived by F. T. Smith in ref. (2). Similarly, as we have done with the 
commutator T∇8) , 𝐻8%&U in Equation 5.5, we can expand the term of the total force coming from 
T∇8) , �̂�U , which quantifies the force due to the interaction with the electric field of the pulse, and 
we also get two terms, 
 

𝐹23+ = 𝐹4 + 𝐹[.,4] = −𝐄 ∙ 〈e∇8)𝜇(𝐑)f〉 + 𝐄 ∙ 〈[�̂�, �̂�(𝐑)]〉 (5.14) 
 
These two terms were not derived before and show that one can shape the initial force on the nuclei  
with the parameters of the exciting optical pulse (1) 
In summary, the total force is a sum of four terms: 
 

𝐹#$# = − 〈e∇8)𝑉(𝐑)f〉 + 〈T�̂�, 𝑉K(𝐑)U〉 − 𝐄 ∙ 〈e∇8)𝜇(𝐑)f〉 + 𝐄 ∙ 〈[�̂�, �̂�(𝐑)]〉 (5.15) 
 
Provided the molecular wavefunction and the operators are expressed in an algebraic 
representation that allows the numerical propagation, our approach can be used to compute the 
vibronic force acting on the nuclei comprising both electronic (PES) and nuclear-electronic (NAC) 
effects for any number of dimensions. For a single dimension, as in the case of the linear LiH 
molecule, this is rather straightforward, and we utilized it to describe a proof-of-principle of our 
method, summarized in Section 5.2 and which was summarized in a publication (1). 
 
For multidimensional systems, the complexity increases, and it is often unfeasible to solve the 
TDSE to compute the wave function and obtain the mean values of the operators describing the 
force. Nevertheless, a reduced set of nuclear coordinates can be identified for the time scale and 
dynamical processes under consideration to reduce the dimensionality, thereby simplifying the 
representations of the wavefunction and operators and the numerical computations. As an example, 
for the study of the ultrafast Jahn-Teller reorganization of CH4+ cation following sudden ionization 
of the stable 𝑇2 neutral molecule, the dynamics taking place in the first ≈ 50 fs in all dimensions 
for the nuclear motion has been well approximated by a reduced two-dimensional grid composed 
of two relevant nuclear coordinates which are linear combinations of cartesian displacements in 
Goncalves et al., (3). We used the non-adiabatic couplings, potential energies, and wavefunctions 
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obtained in the work of Goncalves et al. and computed the forces developed during the motion of 
the wavepacket using our approach. Results and analysis are summarized in Chapter 7. They will 
be the object of a publication. 
 

5.2 Steering reactivity in LiH with an attopulse: role of the electronic 
coherences in the control of the force on the nuclei 
Using the Hamiltonian derived in Chapter 2 Section 2.2.4, we obtained the corresponding vibronic 
forces for LiH and LiT molecules, which characterize the time evolution of the wavepacket in the 
coupled electronic potential energy surfaces and its interaction with the electric field of the exciting 
essentially one cycle IR strong 2 fs pulse. The molecule of LiH is assumed to be oriented along 
the Z axis, with the Li atom pointing to Z+ and the H atom pointing to Z-. Experimentally, it is 
possible to orient molecules using various techniques (4-8) , and LiH can be oriented since it has 
a large permanent dipole moment in its ground electronic state. 
 
We integrated the TDSE to obtain the time-dependent wavefunctions including the interaction with 
the electric field of the pulse. Then, we computed the forces exerted on the nuclei by the vibronic 
wavepacket built by the pulse. The analysis of the different components of the force (Equation 
5.13) showed the interplay between intrinsic molecular effects, such as the electronic potentials 
and non-adiabatic couplings, and external effects coming from the interaction with the electric 
field, which ultimately determines the course of dynamics of the molecule, and its reactivity. This 
allowed us to identify optimal parameters of the optical pulses to photoexcite the ground state to a 
specific combination of electronic states, which renders different forces on the nuclei and can favor 
one pathway or another. For LiH, the electronic states have alternating polarity in the FC region, 
which means that when the molecules are oriented in the laboratory frame, and the pulse is 
polarized along the intermolecular axis,  the states can be populated or not based on the sign of the 
electric field at the maximum of the one cycle IR pulse, which can be controlled by controlling the 
CEP. For example, for  IR pulses with CEP=π, the electric field is negative at its maximum, 
targeting mainly the S1 excited state, which has positive polarity in the FC region. On the other 
hand, when tuning the CEP=0, the electric field is positive at its maximum and induces a totally 
different excitation because it allows mainly the excitation to the S4 state of negative polarity. 
Since the molecule on each electronic state follows a different asymptote in the dissociation limit, 
which is determined by the electronic state of the Li atom, the control of the composition of the 
wavepacket that can be induced with the pulse will influence the reactivity of the molecule, here 
the fragmentation products. The forces that arise from the vibronic wavepacket will drive the 
nuclei in a direction that the parameters of the exciting pulse could predetermine. By analyzing the 
forces, we can test on the computer if the pulses to be designed will have the intended effect, and 
we can “edit” the pulses by identifying which parameters could be tuned to improve the outcomes. 
 
From a theoretical perspective, in ref. (1), we showed that the nonclassical force 𝐹[.,,] alters the 
motion of the wavepacket like a friction force on the different potential surfaces and competes 
with the gradient term 𝐹,, slowing down or accelerating the wave packet motion depending on 
whether it is positive or negative. The sign of the 𝐹[.,,] is also found to determine the direction of 
the population transfer between the two states that are non-adiabatically coupled. Finally, we 
presented a method based on isotopic substitution and a gated Fourier transform and illustrated 
how to use it to differentiate between the vibrational and electronic effects of the forces. This 
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allows the identification of relevant coordinates that are activated during the dynamics, which can 
be used to inquire about possible relaxation pathways driven by the excitation and opens the way 
to the rational design of experiments that aim to control chemical reactivity using attosecond 
pulses. Overall, the analysis of the force can help us understand the patterns observed in the 
dynamics and discern between purely vibrational effects and electronic ones. We have published 
this work in ref (1), which is presented at the end of this chapter. 
 

5.3 Summary of contributions 
All the authors contributed to the organization of the manuscript, the analysis of the results, and 
the development and refinement of ideas, providing valuable advice and feedback on both the text 
and figures.  
 
Manuel Cardosa Gutierrez processed the LiH grid data (potential energy curves of electronic states, 
dipole and non adiabatic couplings) computed by Stephan van den Wildenberg (9), and constructed 
the Hamiltonian, including an exact representation of the nonadiabatic couplings and the 
interaction with the electric field of the pulse, within the dipole approximation. He expressed the 
Hamiltonian in sparse matrix form for efficient storage, facilitating the numerical solution of the 
TDSE. He diagonalized the Hamiltonian to obtain the initial state and implemented the 4th-order 
Runge Kutta algorithm to solve the TDSE, obtaining the wavefunctions as a function of time.  
 
All the authors derived the expression for the force exerted by the wavepacket on the nuclei from 
the Ehrenfest theorem of quantum mechanics, deriving two new terms, 𝐹4 and 𝐹[.5,4], arising from 
the interaction with the electric field, which had not been previously reported in the literature. 
Manuel Cardosa implemented the force equations in a Fortran program and applied this formalism 
to analyze the molecular response to the excitation with the attopulse.  
 
Manuel Cardosa Gutierrez and Francoise Remacle studied the literature and selected appropriate 
pulse parameters and observables for analyzing the dynamics, ensuring the research would be of 
interest to the experimental attochemistry community. Their work demonstrated the significance 
of the force formalism for studying photoexcited molecules with few-femtosecond and attosecond 
pulses.  
 
Raphael D. Levine contributed his vast expertise in quantum mechanics to the derivation of the 
analytical expression for the force. He proposed the term “friction” to describe the role of the NAC 
force, based on the behavior it exhibits. He also suggested investigating isotopic effects in the 
dynamics by comparing LiH and LiT isotopomers, which led to the development of a powerful 
analytical method that can be used to discern between vibrational and purely electronic 
contributions to the total force.  
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Abstract
Attopulses have an energy bandwidth broad enough to coherently excite several electronic states
of molecules. Towards the control of chemical reactivity by attopulses we derive the quantum
mechanical expression for the force exerted on the nuclei in such a vibronic wave packet both
during and after the exciting pulse. Tuning the pulse parameters allows accessing specific
electronic coherences that determine the force strength and direction during and after the pulse.
Following the pulse, the force due to the non adiabatic interactions accelerates or slows down
the motion of the vibronic wave packet on the excited electronic states and its sign controls the
direction of population transfer. Computational results for the LiH and LiT molecules and the
probing by the emission dipole are discussed.

Supplementary material for this article is available online

Keywords: attochemistry, ultrafast vibronic quantum dynamics, quantum mechanical force

1. Introduction

Electronic coherences arise in molecules when wave pack-
ets on two different electronic states overlap. Broad-in-energy
attosecond pulses [1–3] allow exciting coherently several elec-
tronic states in molecules, thereby creating electronic coher-
ences in the Franck–Condon region. These electronic coher-
ences drive the motion of the non-equilibrium electronic dens-
ity on a purely electronic time scale, before a significant onset
of the nuclear motion [4–7]. They induce ultrafast charge
migration between different parts of the molecule during

∗
Author to whom any correspondence should be addressed.

which one could implement charge directed reactivity [8–12].
In molecules excited by attopulses, the vibronic dynamics is
therefore in a post Born–Oppenheimer regime [13]. The elec-
tronic state is not in equilibrium with the instantaneous posi-
tion of the nuclei and so can be exploited to control chemical
reactivity. [4, 14–17] Tuning the parameters of the pulse, such
as its carrier frequency, envelope duration, polarization and
carrier envelope phase (CEP) provides control of the electronic
motion in the initially pumped state and of the entanglement
between the electronic and nuclear motions [18–20]. Towards
this goal, we discuss here the relative importance of the dif-
ferent terms of the exact quantum mechanical force exerted
by the vibronic wave packet on the nuclei during and after
the pulse. By ‘exact’ force, we mean that the force is defined
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by the equation of motion of the momentum operator given
by the Ehrenfest theorem and its mean value computed over
the total ‘exact’ vibronic wave function computed by solv-
ing the time-dependent Schrödinger equation numerically, see
section 2.1 below. As a practical example (section 3), we use
fully quantum dynamical simulations of the response of the
LiH molecule to ultra short IR and VIS pulses that allow con-
trolling the subsequent dynamics [14, 16, 17, 21, 22]. To fur-
ther examine the force, we compare the dynamics in the LiH
and its LiT isotopomer, T = 3H, and compute the emission
dipole, whose time dependence tracks the force. Concluding
remarks are given in section 4.

2. Quantum mechanical force exerted by a vibronic
wavepacket

2.1. The four terms of the quantum mechanical force

The force exerted by the vibronic wave packet on the nuclei is
defined as the time-derivative of the mean value of the nuclear
momentum, for a diatomic molecule, P̂N =−ih̄∇̂R, over the
vibronic wave function. The vibronic wave function is expan-
ded in a basis of separable terms, ϕ el

n (r;R)χ n (t,R),

|Ψ (t,r,R)⟩=
∑

n
ϕ el
n (r;R)χ n (t,R) (1)

where r stands for the electronic coordinates and R the inter-
nuclear distance. The electronic wave functions ϕ el

n (r;R)‘s are
the adiabatic electronic states, Ĥelϕ el

n (r;R) = Vn (R)ϕ el
n (r;R),

and χ n (t,R) is the time-dependent nuclear wave function.
Using the Ehrenfest theorem (atomic units (a.u.) are used
throughout), one gets for the force:

Ftot =
d⟨P̂N⟩
dt

= i
〈[
P̂N, Ĥ

]〉
=−

〈[
∇̂R, Ĥ

]〉
. (2)

The full Hamiltonian, Ĥ= T̂N+ Ĥel −E(t) .µ̂, includes the
interaction of the molecule with the electric field, E(t), of the
pulse in the dipole approximation, µ̂ is the molecular dipole.
Note that in general, the polarization direction of the electric
field can make an angle with respect to the molecular axis of
the diatomic molecule [14]. In the examples below, we con-
sider oriented LiH molecules for which the polarization direc-
tion is parallel to the internuclear axis. Computing the com-
mutators and integrating over electronic coordinates, the total
force is a sum of four terms:

Ftot =−
〈(

∇̂RV̂(R)
)〉

+
〈[

τ̂ , V̂(R)
]〉

+E(t)

·
〈(

∇̂Rµ̂(R)
)〉

−E(t) ·
〈[

τ̂ , µ̂(R)
]〉

(3)

where V̂(R) is the potential energy and τ̂ is the non
adiabatic coupling (NAC) between the electronic states,
τnm =

〈
ϕ el
n

∣∣∇̂R

∣∣ϕ el
m

〉
. The first two terms of equation (3)

were derived by Smith [23] thereby defining a generalized
momentum, P̂ = P̂N+ τ̂ , see also [24, 25]. The third and

fourth terms are due to the interaction with the light field. Their
introduction and their role in control are the central subjects of
this paper.

The force defined in equation (3) is an average over both
electronic and nuclear degrees of freedom both of which are
treated quantum mechanically. It is the instantaneous force
on the nuclei and, as such, it is different from the mean field
force for the motion of the classical nuclei derived in Ehrenfest
dynamics, which is obtained by averaging over the electronic
wave functions, ϕ el

n ‘s, only [26–28].

2.2. Explicit expressions for the quantum dynamics of a
diatomic molecule

The vibronic dynamics in LiH is computed for several coupled
electronic states using a grid description for the internuclear
distance, R, as in previous works [16, 29]. The vibronic wave
function is written as∣∣∣∣∣∣Ψ (t)

〉
=

Ng∑
g=1

Ne∑
i=1

cgi (t)

∣∣∣∣∣∣gi
〉

(4)

where |gi⟩is a basis function localized at grid point Rg on the
adiabatic electronic state i. In the results reported below, we
include Ng = 512 grid points and Ne = 7 electronic states. The
molecular Hamiltonian matrix, H, used to integrate the time-
dependent Schrödinger equation, dc/dt=−iHc, includes all
the NAC terms and the interaction with the pulse in the dipole
approximation. For a diatomic molecule, we get

H= P2 +V(R)−E(t) ·µ

=− 1
2µ

(
∇2
R+ 2τ (R) .∇R+(∇Rτ (R))+ τ (R) .τ (R)

)
+V(R)−E(t) .

(
µnuc (R)+µel (R)

)
(5)

where V(R) is the diagonal matrix of the potential energies of
the adiabatic electronic states, Vi (R). The matrix of the dipole
operator has a nuclear and electronic term:

µ= µnuc (R)+µele (R) . (6)

The electronic dipole matrix, µel (R), is diagonal in grid
points

µel (R) =
Ne∑

i,j=1

µel
ij (R) . (7)

The nuclear dipole matrix is given by

µnuc (R) =
Nnuc∑
α=1

eZαRα = f R, (8)

with

f = (mHZLi −mLiZH)/(mLi +mH) = 0.5
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in the molecular frame attached to the center mass, where
the Li has a positive z coordinate, see figure S1. The expli-
cit expression of the force (equation (3)) in terms of the vector
of the time-dependent amplitudes, c (equation (4)), takes the
form:

Ftot =−cT (∇RV)c− cT [τ ,V]c+E(t) ·
(
cT (∇Rµ

nuc)c

+cT
(
∇Rµ

el
)
c
)
+E(t) ·

(
cT
[
τ,µel

]
c
)
. (9)

In principle it is clear from equation (9) but in view of its
importance we point out explicitly that in addition to terms
diagonal in the electronic index of the states there is also sig-
nificant contributions from the coherences between different
elecronic states. The control of these coherences is an essen-
tial part of our ability to control the force.

In equation (9) the third and fourth terms gather all the con-
tributions to the force that result from the dipole interaction
and can be controlled by the pulse parameters:

Fdip =+E(t)
(
cT (∇Rµ

nuc)c+ cT
(
∇Rµ

el
)
c
)

+E(t)
(
cT
[
τ,µel

]
c
)
= Fµ +F[τ,µel] (10)

where

Fµ = E(t)
∑
gi

|cgi (t)|2
((
∇Rµ

nuc
g

)
+
(
∇Rµ

ele
gi,gi

))
+

∑
gi,gj,j ̸=i

cgi (t)c
∗
gj (t)

(
∇Rµ

ele
gi,gj

)
(11)

and depends on the electronic coherences through its second
term. µnucl (R) has a linear dependence with respect to R
(equation (8)), so that E(t)

∑
gi |cgi (t)|

2∇Rµ
nuc
g = 0.5 E(t)

and the nuclear dipole µnuc does not contribute to the com-
mutator [τ,µ]. The termF[τ,µele] also depends on the electronic
coherences

F[τ,µel] = E(t)
Ne∑
i,j,k

Ng∑
g

c∗gi (t)cgk (t)
(
τgi,gjµ

el
gj,gk−µel

gi,gjτgj,gk
)
.

(12)
The first two terms of equation (9) depend on the potentials

Vi (R) of the electronic states

Fpot =−cT (∇RV)c− cT [τ ,V]c= FV+F[τ,V] (13)

FV =
NeNg∑
gi

|cgi|2 (t)∇RVgi (14)

F[τ,V] =
Ne∑
i,k

Ng∑
g

c∗gi (t)cgk (t)τgi,gk
(
Vgk−Vgi

)
. (15)

In equations (10) and (13), the terms that depend on the
gradients, ∇Rµ

nuc and ∇RV, are an average over the popu-
lations in each electronic state, while the other terms oscil-
late with the periods of the electronic coherences, c∗gi (t)cgk (t).
From equation (10) one can anticipate that the force due to the
dipole interaction, Fdip, can be manipulated by tailoring the

magnitude, the time profile and the polarization of the electric
field of the pulse, to either counteract or enhance the effect of
the potential term, Fpot (equation (13)).

We illustrate the time-dependence of the force on the nuclei
exerted by a fully quantal vibronic wave function both during
and after the excitation of the LiH molecule by an attopulse.
We show that tuning the force due to the interaction with the
pulse electric field, Fdip (equation (10)), with the attopulse
parameters can be effectively applied to control the force on
the nuclei for realistic pulses. Two types of control are dis-
cussed: a control by one cycle strong NIR pulses that differ
by their CEP values and by a several cycle 4 fs VIS pulse.
Note that the time dependence of the total force can be com-
puted straighforwardly by taking the numerical derivative of
the mean value of the generalized momentum, d⟨P⟩/dt, with
P̂ =−i∇̂R+ τ̂ .

The quantum dynamics is computed using the potential
energy, dipole and NAC curves of [16]. For completeness, they
are plotted in figures S1–S3 of the SM. We take the pulse to
be oriented along the molecular axis (see figure S1 for the ori-
entation of LiH in the molecular frame) which is a reasonable
approach because of the large value of the permanent dipole
of the LiH molecule, (at equilibrium µel

eq = 2.1 a.u.) [30, 31].
By optical selection rules, such a pulse excites the manifold of
Σ states only. The time profile of the electric field of the pulse
is defined by E(t) =−dA(t)/dt and the vector potential A(t)
has a Gaussian envelope. The expression for E(t) is

E(t) = |E0| e⃗ · exp
(
−(t− tp)

2
/2σ2

p

)
[cos(ωp (t− tp)+ϕ)

−
(
t− tp
ωpσ2

p

)
sin(ωp (t− tp)+ϕ)

]
(16)

where |E0| is the peak intensity of the pulse and e⃗ its polar-
ization direction. ωp is the carrier frequency and ϕ the CEP.
The pulse is centered at the time tp and its full width at half
maximum (FWHM) equal to 2

√
2ln2 σp.

3. Results and discussion

We begin by a NIR essentially one cycle pulse, with a carrier
frequency of ωp = 0.0633 a.u. (720 nm), a FWHM = 0.8 fs,
centered at tp = 12.1 fs (500 a.u.) and a peak intensity, |E0|
of 0.04 a.u. Here the relevant control parameter is the value
of the CEP, ϕ , see equation (16). The LiH molecules are ori-
ented (which is justified by the large permanent dipole (2.24
a.u., see figure S2) of the ground state) and the direction of
polarization of the electric field ê is parallel to the molecular
axis. A CEP = 0 corresponds to the maximum of E(t) ori-
ented towards the Li atomwhile a CEP= π corresponds to the
maximum of E(t) oriented towards the H atom, see figure S1
of the SM. The populations in the electronic states of the LiH
molecule during this pulse are plotted in figures 1(a) and (b) for
the two CEP’s. As discussed previously [14, 16, 17], for ori-
ented LiHmolecules, the CEP of the one cycle IR pulse allows
selecting which electronic states are preferentially excited
because they have alternating sign of their polarity in the FC
region. For the pulse used here, a CEP= 0 favors the excitation
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Figure 1. Transient population dynamics during the exciting NIR one cycle pulse (a) CEP = 0, (b) CEP = π. (c) And (d) time profile of the
total force, Ftot (equation (9)) in atomic units (a.u.), in red, left ordinate, over the time interval during the pulse shown as a dashed curve in
a.u., right ordinate. (e) And (f) time profile of the four terms of the total force during the pulse (equations (10) to (15)). See figure S5 for the
different components of the force for the dynamics in LiT.

of the S4 state (figure 1(a)) with lower populations in S2 and
S3while for the CEP= π pulse, the largest population after the
pulse is in S1 (figure 1(b)) and the population in S2 is larger
than in S3 and S4. The CEP therefore allows controlling the
population in the excited states, whose asymptotic populations
determine the yields in fragments, each asymptote correlating
to a different excited state of the Li atom see figure S4 of the
SM. The total force (equation (9)) during the pulse is plotted
in figures 1(c) and (d). At its maximum, the force is positive
for a CEP = 0, while it is negative for the CEP = π pulse.
However, at the maximum of the pulse, the total force (posit-
ive) for CEP = 0 (figure 1(c)) is significantly smaller than the
force for the CEP = π pulse (figure 1(d)), which is large and
negative (−0.04 a.u., one a.u. of force = 82 nN).

This can be understood by analyzing the time dependence
and the phase of the different terms contributing to the force,
shown in figures 1(e) and (f). During the pulse, the term FV,
equation (14), due to the potential gradients, remains small
for both excitations and the force terms due to the interac-
tion with the pulse, Fdip (equation (10)) dominate. The force
due to the dipole gradient, Fµ, equation (11), (blue line in
figures 1(e) and (f)), is dominated by the nuclear dipole contri-
bution (equation (11)), the electronic contribution being smal-
ler and of opposite sign, and follows the sign of the electric
field. The terms that involve the NAC coupling and the elec-
tronic coherences, F[τ,µel] (equation (12), orange) and F[τ,V]

(equation (15), violet) play a key role, and either enhance or
counteract the effect of the Fµ term. Note that the F[τ,µel] term
is multiplied by the strength of the electric field. The F[τ,µel]

term is large and of opposite sign to Fµ for the CEP = 0

excitation while the term F[τ,V] (violet) remains small, which
leads to a small value of the total force during the pulse. The
situation is opposite for the CEP = π excitation, which pop-
ulates the S1. In that case, the F[τ,µel] is small and the F[τ,V]

term is large and of the same sign as Fµ which leads to a
large total force at the maximum of the pulse, aligned with
the direction of the electric field. The resulting total force at
the maximum of the electric field (−0.04 a.u., one a.u. of
force = 82 nN).

During the short pulse, there is no significant mass effect
and the patterns of the force terms for the LiT are very similar
to those of LiH, see figure S5.

The effect of the force on the nuclei can be probed by two
dynamical observables, the time-dependence of the emission
dipole, and the variation of the mean value of the internuclear
distance, <R(t)>, as a function of time. We begin by discuss-
ing the effect of the force on the mean internuclear distance,

⟨R(t)⟩=
∑Ng

g

∑Ne
i

∣∣cgi (t)∣∣2Rg. Since it does not depend on
the electronic index it can be written as an observable on the
nuclear density matrix, ρ̄gg ′ =

∑Ne
i=1 c

∗
gi (t)cg ′i (t). The ultra

short exciting pulse builds a superposition of several electronic
states, and the nuclear and electronic motions are correlated
throughout the dynamics. Insights on the role of the force on
the nuclei exerted by the vibronic wave packet are therefore
provided by the projection of <R(t)> on the different elec-
tronic states, i, ⟨Ri (t)⟩.

The time dependence of ⟨Ri (t)⟩ on a single bound
excited electronic state was reconstructed using pump-probe
spectroscopy in the diatomic molecules Na2 [32] and D2

+ [33]
monitoring the photoelectron kinetic energy and the kinetic
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Figure 2. Time evolution of <RGS(t)> and of the two components of the force that control it, FV (blue) and F[τ,V]GS−S1 (green) during and
right after the pulse for the CEP = 0 pulse (panel (a)) and the CEP = Π pulse (panel (b)). Panels (c) and (d): Long time evolution of the
force terms and <RGS(t)> (red) (c) and <RS1(t)> (red) (d) as well as the two components of the force, F[τ,V]GS−S1 and FV for CEP = 0.
Note that the axis direction of the right ordinate (force) has been reversed to emphasize the correlation between the change of sign in
<R(t)> and the sign of the force.

energy of the fragments respectively. ⟨Ri (t)⟩ is recovered from
a priori knowledge of the potential curves of the neutral excited
state and of the cation for Na2 and the bound excited state and
the dissociative one for D2

+. These measurements were later
related to the nuclear flux [34–36] and extended to the elec-
tronic flux [37, 38]. In the case of the excitation by a broad-
in energy-short-in-time pulse, several excited electronic are
coherently populated and they exchange population because
of the NAC, rendering the above flux procedures difficult to
implement.

The effect of the sign of the force, in particular of its non
classical term, F[τ,V], on the spreading of the wave packet
on the electronic states and on the associated ⟨Ri (t)⟩ values
is shown in figures 2 and 3. Figure 2 shows the force and
the mean value of R, <Ri(t)>, for the bound motion on the
GS. <RGS(t)> is plotted in figures 2(a) and (b) for the two
values of the CEP until the end of the exciting pulse. Also
shown in figure 2 are the time evolution of the only two com-
ponents of the force which affect <RGS(t)> after the pulse,
the term due the gradient, FVGS (equation (14)), and the term
due to the NAC coupling between the GS and S1, F[τ,V]GS−S1

(equation (15)). The internuclear distance, R, is defined as
R = zLi−zH with the origin of the molecular frame attached at

the center of mass and zLi > 0, see figure S1. A negative force
corresponds to an elongation of the bond, that is, an increase
of R, while a positive force corresponds to a compression of
the bond and a decrease of R.

Right after the pulse is over, after 13.5 fs, one can see
that the major component of the force is the non classical
F[τ,V]GS−S1 term, which is of opposite sign for the two CEP
values of the exciting pulse. There is an increase of<RGS(t)>
after the pulse for the CEP = 0 pulse and a decrease of
<RGS(t)> for the CEP = Π . The value of the CEP therefore
controls the phase of the vibrational motion on the GS.

At longer times, the electronic coherence GS-S1 vanishes
until its revival due to the recurrence of the wave packet on S1
at ≈84 fs. So the force for the GS is only due to the potential
term, FV, which leads to oscillations of the bond distance with
a period of ≈24 fs as shown in figure 2(c) for the CEP = 0
pulse. A similar behavior is obtained for the wave packet on
S1, shown in figure 2(b), which oscillates with an 84 fs period.

Heatmaps of the localization of the wave packet vs time
on the excited electronic states S2, S3 and S4 are plotted in
figure 3. These excited states are dissociative and therefore
the contribution of the potential gradient, FV (black dotted
line) to the force becomes negligible after the pulse. Then,
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Figure 3. Heatmaps of the time-dependence of localization of the wave packet on the excited electronic states S2, S3 and S4 vs time for the
exciting pulse with a CEP = 0 (panels (a)–(c)) and CEP = π (panels (e)–(g)). <Ri(t)> is plotted in red thick line (right ordinate). The total
force affecting the nuclei on electronic state is plotted in thick violet line (left ordinate). Its components are plotted in dotted lines, FV in
black and F[τ,V]GS - S1 for the two states involved in blue and in green.

Figure 4. Populations in the excited electronic states resulting from
the excitation by a 4 fs VIS ωp = 2.6 eV pulse (|E0| = 0.01 a.u.).
There is no effect of the CEP but tuning the wavelength and the
duration of the pulse allows controlling the populations in the
excited electronic states. Note how the population in S2 that was
essentially zero at the end of the pulse is rising due to the NAC
between S3 and S2.

the oscillating, non classical F[τ,V] S2–S3 and S3–S4 terms
(blue and green dotted lines) dominate the total force (violet).
Their effect is either to slow down or to increase the rate of
motion of the wave packet on each potential curve, depending
on their sign: a positive sign of the total resulting force deceler-
ates the motion of the wavepacket (and plays the role of a fric-
tion term on the considered electronic state) leading to a plat-
eau in <Ri (t)>, e.g. figure 3(a) around 20 fs. When negative,
this term leads to an acceleration of the wavepacket motion,
i.e. figure 3(g) around 25 fs. The sign of the F[τ,V] terms also
controls the direction of amplitude transfer, see figure 6 below
and figure S6.

The effect of the F[τ,V] terms on the motion of the wave
packet on the different electronic states is not limited to
one cycle strong NIR pulses of different CEP. It can also
be observed in the case of two photon excitation to the
S2, S3 and S4 states with a short but several cycle VIS
(ωp = 2.6 eV (476.9 nm) pulse (FWHM 4 fs, |E0| = 0.01
a.u.), see equation (16)) for which there is no CEP effects
and no control through the polarity of the excited electronic
states. Here the control is obtained through the carrier fre-
quency and pulse duration. As can be seen from figure 4, a
significant population transfer occurs through NAC between
the S4 state (which is optically bright) and the S3 state (which
is darker) during the second half of the pulse, which leads to
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Figure 5. Heatmaps of the localization of the wave packet on the
excited electronic states S2, S3 and S4 for the exciting pulse VIS
pulse of figure 4. <Ri(t)> is plotted in red thick line. The total force
affecting the nuclei in each electronic state is plotted in thick violet
line. Its components are plotted in dotted lines, FV in black and
F[τ,V] for the two states involved in blue and in green.

commensurate amounts of population in the S1, S3 and S4
states at the end of the pulse. The state S2 is then populated
through NAC with the S3 state.

Heatmaps of the localization of the wave packet vs time are
shown in figure 5 for the S2, S3 and S4 states. Here too, one
clearly sees that a positive total force (violet) decelerates the
motion of the wave packet (in the first 5 fs for all three states)
while the wave packet is accelerated by a negative value of the
total force. Note that for the excitation by the VIS pulse, the
total force in each potential curve are in phase.

The key conclusion from the analytical results and the
numerical examples discussed above is that the sign of the
force strongly correlates with the direction of population tran-
fer. This strengthens the point already made in [39]. Clear
additional evidence is provided in figure 6 that shows the cor-
relation between the population transfer in the excited states
and the time-dependence of the force for both the LiH and
LiT dynamics induced by the CEP = 0 the one cycle NIR
pulse in the 15–40 fs time interval. For the CEP= 0 pulse, the

population transfers essentially involve the S3 and S4 states,
with the population in S2 slowly increasing in the second half
of the time interval. The terms of the force for the S3–S4 inter-
action, F[τ,V] S3–S4 (red) and the two potential terms, FV S3
(blue) and FV S4 (violet), are plotted in figures 6(c) and (d).
As discussed for LiH in figure 3 above, in the regions where
the NAC terms are important, the F[τ,V] S3–S4 term is larger
than the FV terms and oscillates with the period of the S3–
S4 coherence, ≈25–20 fs. As indicated by the vertical dotted
lines in figure 6, when F[τ,V] is negative, that is, when the force
leads to an acceleration of the wave packet motion (figure 3),
the population is transferred from S4 to S3. This transfer can
be seen in figures 3(b) and (c) where one can observe a lar-
ger localization on S3 than on S4 in the heatmap, as well as in
figure 1(a) that shows the population dynamics. When F[τ,V] is
positive, the transfer occurs in the opposite direction. Themass
difference slows down the motion of the wave packet on the
PEC for LiT, leading to a small dephasing in the oscillations
of F[τ,V] (the extrema are delayed with respect to LiH) and a
less efficient population transfer in LiT than in LiH between
15 and 25 fs. As the wave packets leave the NAC region, the
energy difference between S3 and S4 increases which leads
to a shorter period of the electronic coherence. The popula-
tion transfer patterns for the CEP = π LiH and LiT dynamics
as well is the force profiles are more complex because three
states, S2, S3 and S4 are involved. They are plotted in figure
S6 of the SM.

As shown in the previous figures, the force terms have com-
plex time profiles and oscillate with both electronic and vibra-
tional periods. Their periods can be directly probed in time by
time resolved electric field spectroscopy, a novel kind of time-
resolved spectroscopy that provides probing in time of the
molecular emission dipole that has been recently developed,
[40, 41] or by pump-probe transient absorption spectroscopy
[42], see also [15, 17]. The emission dipole is given by the
mean value of the dipole, µ̂,

µ(t) = ⟨Ψ (t)| µ̂ |Ψ (t)⟩= f
NgNe∑
gi

|cgi (t)|2Rg

+

NgNe∑
gi,gj

c∗gi (t)cgj (t)µ
el
gigj. (17)

It depends on both the electronic and the vibrational coher-
ences as do the terms of the force. As is also the case for
the force, the electronic part (second term on the rhs of
equation (17)) reflects the electron-nuclei correlation. Note
that the nuclear part of the dipole (first term on the rhs) is
a direct probe of <R(t)> of a diatomic molecule, and that
unlike the probing methods discussed above for <R(t)>, the
time resolved emitted electric field due to the nuclear dipole is
directly proportional to <R(t)> without requiring an a priori
knowledge of the potential curves.

We report in figure 7(a) the total force and in figure 7(b) the
emission dipole for the CEP= 0 dynamics in LiH (green) and
LiT (red). In both panels and for both isotopomers, one dis-
tinguishes short periods of ≈1 fs and smaller, that correspond
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Figure 6. Correlation between the dynamics of population transfers between the S3 and the S4 states for the CEP = 0 LiH (panel (a)) and
LiT (panel (b)) dynamics with the time profile of the force terms (LiH, panel c and LiT, panel (d)). The vertical dotted lines are drawn at the
times when the S3–S4 F[τ,V] term is zero. When the F[τ,V] is negative, population is transferred from S4 to S3 and in the reverse direction
when it is positive.

to the electronic transition frequencies between the GS and
the excited states and between the S1 state and states S2, S3
and S4 and slower periods of ≈20–30 fs that correspond to
the transition frequencies between the states of the S2–S3–
S4 manifold. On can also distinguish in figures 7(a) and (b) a
much longer period of ≈84 fs for LiH and ≈124 fs for LiT,
which correspond to the vibrational period of the S1 state.
When the vibronic wave packet on S1 revisits the FC region
after a vibrational period (see figure 2(d)), there is revival of
the GS–S1 electronic coherence that modulates this recurrence
with a faster ≈1 fs period.

To disentangle the electronic and vibrational periods
present in the total force, we show in figure 7(c) the Fourier
Transform (FT) of the total force computed for the full range
of transition frequencies below the IP, from 0 to 8 eV. There
are three massifs of peaks in the force power spectrum, two
at high frequencies, at ≈3 eV and at ≈5–6 eV and one below
1 eV. The peaks at ≈3 eV correspond to the electronic trans-
itions GS-S1 and S1 to S2, S3, S4 and the massif at 5–6 eV to
the transitions between the GS and the S2–S3–S4 states. Each
massif is modulated by vibrational transitions in S1. Similar

patterns are obtained for the FT of the dipole moment, see
SM, figure S7. The low frequency range of the force spectrum,
below 1 eV, corresponds to the vibrational coherences and to
the electronic coherences between the states of the S2–S3–S4
manifold which are commensurate. The inset of figure 7(c)
zooms on the low frequency range <0.5 eV of two the non
zero terms of the force after the pulse, FV and F[τ,V], plotted
in full lines and in dashes respectively. The sharp lines in FV
shift upon isotopic substitution, which can therefore be used to
distinguish between electronic and vibrational periods. They
correspond to the vibrational frequencies of the GS (≈25.5 fs,
0.16 eV for LiH and ≈38 fs, 0.10 for LiT) and of S1 (≈84 fs,
0.050 eV for LiH and ≈124 fs, 0.033 eV for LiT) and their
harmonics since a non-stationary vibrational wave packet is
formed in these two bound states upon excitation. The fun-
damentals are the same as those computed by the FT of the
total dipole moment of the individual electronic states shown
in figure S8 of the SM and reported in table S1. The spectrum
of the F[τ,V] term is a broad peak in the range [0.1–0.3] eV
common to both isotopomers. It corresponds to the electronic
transition frequencies within the S2, S3 and S4 manifold with
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Figure 7. (a) The total force, Ftot (equation (9)), as function of time
for the CEP = 0 LiH (green) and LiT (red) dynamics. (b) The total
dipole moment (equation (17)) as a function of time.) (c) the
spectrum of the total force after the pulse as a function of frequency.
Inset: the short frequency range of the spectra of the FV and F[τ,V]
terms that contribute to the total force after the pulse.

a weak fine structure, more visible in the case of LiH. The ori-
gin of this fine structure can be resolved using gated FTs of
F[τ,V] term for specific pairs of states for a short range [15,50]
fs and for the full range [15, 200] fs of the dynamics after the
pulse, see figures S9 and S10. The fine structure only appears
in the long range spectra of the F[τ,V] terms that involve the
S2 state, which is coupled to S1 in the FC region. Figure S11
provides a detailed analysis of the spectra of the F[τ,V] and the
FV terms computed separately for the S1, S2, S3 and S4 states
for the CEP = 0 LiH and CEP = π LiT dynamics.

4. Concluding remarks

We proposed an approach that includes exactly the role of
electronically NACs and thereby allows for a detailed analysis
of the force exerted by a vibronic wave packet. We presen-
ted numerically converged results for the wave packet built by
multiphoton excitation of LiH and LiT with broad in energy-
CEP controlled NIR pulses and a VIS pulse. The total force,
equation (3), is the sum of four components, two resulting
from the dipole interaction that are proportional to the elec-
tric field profile, E(t), of the exciting pulse, Fµ and F[τ,µel] and
two components that depend on the potential, FV and F[τ,V].
The second term in either contribution is due to the NAC τ .
The terms that depend on the dipole interaction allow tuning
the force with the pulse parameters and control the subsequent
dynamics. After the pulse, the electronic coherences govern
the oscillations of the force term due to the non adiabatic inter-
action, F[τ,V]. This force term plays the role of a friction for the
motion of the wave packets on the different potential curves
and competes with the FV term, slowing down or accelerat-
ing the wave packet motion depending whether it is positive
or negative. The sign of the F[τ,V] is also found to determ-
ine the direction of the population transfer between the two
states that are non adiabatically coupled. A Fourier analysis
of the time dependence of the force allows an identification of
the electronic and vibrational components in the force spec-
trum, as well as the electronic and vibrational periods typical
of the passage of the vibronic wavepacket in the regions of
NAC. Shifts upon isotopic substitution can be used to identify
the vibrational periods in the force spectrum. The frequen-
cies of the force spectra are also found in the spectrum of
the time dependent dipole moment, which corresponds to the
emitted electric field. The emission dipole can be probed dir-
ectly as recently demonstrated by Krausz and coworkers using
field resolved spectroscopy [40, 41] that allows probing elec-
tric field oscillations in real time in the THz to PHz range or
by stimulated emission by a weak IR pulse as shown in [17]
for LiH and in [15] for a larger polyatomic molecule. New
light sources open the way to time resolved Xray diffraction
and electron diffraction which provide observables of the full
density matrix that could also be used as a probe of the force
exerted by the vibronic wave packet on the nuclei [43–47].
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Figure S1: Potential energy curves of the 7 lowest electronic states,  [1]. Left Orientation of LiH in 

the molecular frame. 

 
Figure S2: Selected electronic dipole curves a) diagonal dipoles of the electronic states b) transition 

dipoles,  [1]. 

 
Figure S3 : Selected NAC curves a) Ground state to excited states at short distance. b) Between 

excited states, ref.[1] 
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Figure S4. Long time dynamics in LiH (a) and b(b) and in LiT (c) and (d). The fragments 

corresponding to each electronic state differ by the excited state of the Li atom. The state S4 dissociate 

to the ion pair Li+(1S) + H-(1S). [1] 
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Figure S5 Time evolution of the populations of the electronic states and of components of the force 

(Eqs. (10) to (15))  for the LiT molecule. Left column: CEP=0, right column: CEP=π. a) and b) : 

transient dynamics during the pulse. c) and d) time profile of the total force, Ftot (Eq.(3), during the 

pulse. e) and f) time profile of the four terms of the total force during the pulse (Eqs. (5) to (9)). The 

pulse is plotted in dashed line and its magnitude can be read on the left y axis.  
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Figure S6: Correlation between the dynamics of population transfers between the two pairs of states 

S3-S4 and S2-S3 for the CEP=π LiH  (panel a) and LiT (panel b) dynamics with the time evolution 

of the force terms (LiH, panel c, and LiT panel d). The vertical red dotted lines are drawn at the times 

when the S3-S3  is zero and the vertical azure ones at the times when the S2-S3  is zero. 

When the  is positive, population is transferred from S3 to S4 (or S2 to S3)  and in the reverse 

direction when it is negative. The time range is different for LiT than for LiH because of the slowing 

down of the wavepacket motion due to the mass difference. Note that in the CEP=π LiH dynamics, 

the two force terms are not in phase while there are in phase for the LiT one. The difference between 

the CEP=0 (figure 6 of the main text) and the CEP=π dynamics is in the opposite phases of the 

oscillation of the S3-S4  term which is controlled by the phase electronic coherence. 
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Figure S7. Fourier transform of the total dipole moment (Eq. (17) of the main text). The insets show 

the low frequency range. One can distinguish the vibrational periods of S0, S1 and S2 in the range 

below 0.15 eV for LiH and 0.1 eV for LiT. 



 7 

 
Figure S8. Fourier transform of the diagonal dipole terms for each electronic state separately, 

. 

 

Table S1:  Vibrational frequencies of the two isotopomers 

Vibrational freq (eV) LiH  LiT 

GS 0.157  (26 fs) 0.103 (38 fs) 

S1 0.050 (83 fs) 0.033 (125 fs) 

S2  0.017 (243 fs) 0.012 (344 fs) 

S4 0.012 (344 fs) 0.007 (from full dip LiT 0) 

591 fs 
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Figure S9: Gated FT of the  term for the specific pairs of states S2-S3 (azure), S2-S4 (orange) 

and S3-S4 (red) for the CEP=0 LiH (a) and LiT (b) dynamics, computed for the full range of time 

[15,200] fs (full lines)  and up to 50 fs [15,50] fs (dashes, indicated by ‘sr’ in the inset legend), before 

the recurrence of the S1 wp in the FC region. Note how the overlap between the different terms in the 

range [0.15-0.3] eV is much better for LiH than for LiT, which explains the more efficient population 

transfer, as seen in Figure 6 of the main text and Figure S6. 
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Figure S10: Gated Fourier Transform of the  term for specific pairs of states as indicated for the 

full range of time [15,200] fs (full lines) and up to 50 fs [15,50] fs (dotted lines, indentified by ‘sr’ in 

the inset), before the recurrence of the S1 wp in the FC region.  
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Figure S11: Spectra of the force resolved per state for the dynamics LiH CEP=0 and LiT CEP=π. 

Note how the S2-S3  term overlap with the high end of the vibrational progression for S1. In 

addition to the progression of the vibrational states of S1, the vibrational periods of S2 ( ≈ 258 fs, 

0.016 eV for LiH and ≈ 344 fs, 0.012 eV for LiT ) and of the fundamental of S4  (344 fs, 0.012 eV 

for LiH and ≈ 517 fs , 0.008 eV) are also resolved. 
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6.1 Stereochemical effects in the photodynamics of an ensemble of LiH 
molecules 
In Chapter 5, we considered the interaction of a single LiH molecule with the electric field of an 
attopulse. The molecule was oriented in the laboratory frame following the direction of the Z axis. 
A more realistic simulation of the quantum dynamics of LiH molecules after excitation with a short 
1-2 fs optical pulse must consider an ensemble of initially randomly oriented molecules with 
respect to the direction of the polarization of the electric field. In such an ensemble, each molecule 
will interact differently with the electric field of the pulse as the dipole term used to describe the 
interaction with the electric field of the pulse in the Hamiltonian, Equation 2.35 in Chapter 2, 
depends on the dot-product 𝐄(𝑡) ∙ 	𝜇(𝑅) = *𝐸!𝜇! , 𝐸"𝜇" , 𝐸#𝜇#-. So, even for a pulse with a fixed 
polarization direction 𝜀, the random nature of the initial orientations in the ensemble will cause 
different interaction terms in the Hamiltonian of each molecule, which results in a different 
vibronic dynamic. Then, an accurate description of the quantum dynamics of molecules 
photoexcited by short atto and few femtosecond pulses requires averaging over the initial 
molecular orientations with respect to the polarization direction of the exciting optical pulse. 
For computational efficiency, instead of randomizing the molecule and considering a field with a 
fixed orientation in the laboratory frame, we analyzed the situation seen from the molecule’s frame, 
where it is the polarization of the field that is randomized. From this point of view, each molecule 
in the ensemble has been aligned and oriented along the Z+ axis (Figure 6.1), and then the 
polarization of the field is sampled on the unit sphere.  



 106 

 
Figure 6.1. Sampling of the polarization direction of the electric field of an attosecond deep UV 
pulse that is used to photoexcite the molecule of LiH fixed in a non-rotating frame aligned with the 
Li pointed towards Z+. you need to add the electric field strength somewhere 
  
Sampling a representative number of orientations on the sphere and integrating the TDSE for each 
is computationally rather costly in computer time and storage capacity. The wavefunction, even 
for a simple molecule like LiH, contains many coefficients: 7665 complex numbers for 15 states 
and 511 grid points, as considered here. And we still need to store the wavefunctions for the 800 
orientations that were sampled in the sphere and for each timestep so that we can process the 
information later and compute the observables of interest. This generates a huge amount of data: 
of the order of terabytes for LiH, which poses a tremendous challenge for storing and processing. 
For larger molecules, such operations become unfeasible. In addition, the quantum dynamical 
propagation is time-consuming because it must be repeated as many times as the number of 
molecular orientations in the ensemble and whenever the parameters of the dynamics or of the 
pulse are changed. We have proposed a numerical approach for computing the ensemble dynamics 
that considerably lowers the computation cost and dramatically reduces the need for storage. Our 
approach is based on the Singular Value Decomposition (SVD) of the matrix that contains the 
wavefunctions associated with each molecular orientation right after interacting with the pulse. It 
requires numerical integration across all the orientations for a short time only: from the beginning 
of the propagation until the electric field drops to zero. After that, we must only propagate a few 
orientations defined by the dominant singular vectors. All the orientations need to be propagated 
during the pulse because when the pulse is relatively strong, nonlinear effects entangle the 
polarization directions of the field with the internal degrees of freedom of the molecule during the 
pulse. When the pulse is weak enough to induce single-photon transition at the maximum of the 
electric field, the excitation can be described in the sudden excitation or ionization approximation. 
In this case, the dynamics does not need to be run during the pulse. One only need to compute the 
transition matrix elements in the Franck-Condon region from the ground state to the excited states 
at the maximum of the electric field. For a sudden excitation process, one can show analytically 
that there are only three principal orientations in the ensemble, which correspond to the three 
cartesian axis of the molecular frame (1). The sudden approximation was applied to the 
photoionization of the CD4 and enables the simplification of the modeling of the quantum 
dynamics of the cation CD4+; see Chapter 7 for more details. 
  

800 orientations

z 

x 

Z

Y
X

2 fs, 5.17 eV pulse

Non-rotating
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6.1.1 Introduction to the singular value decomposition (SVD) of a matrix 
The Singular Value Decomposition (SVD) (2) is a fundamental matrix factorization technique 
that plays a crucial role in many algorithms and data processing methods. It provides a 
numerically stable decomposition of a matrix, which not only ensures the existence of a solution 
but also allows for a wide range of applications across computational disciplines. As one of the 
most important matrix factorizations of the computational era, the SVD serves as the backbone 
for numerous data-driven techniques. Beyond its computational utility, the SVD also holds 
significant conceptual value, particularly in methods like Principal Component Analysis (PCA), 
where high-dimensional data is reduced into its most statistically meaningful components.(3, 4) 
 
The singular value decomposition of an 𝑚 × 𝑛 complex matrix 𝐀 is a factorization of the form 
represented in Equation 6.1. Without loss of generality, we can assume that 𝑚 ≥ 𝑛. 
 

𝐀 = 𝐔𝚺𝐕∗	 (6.1) 
 
In the compact or reduced SVD scheme, 𝐔 is an 𝑚 × 𝑛 matrix with orthonormal columns called 
"left singular vectors" of 𝐀. The matrix Σ is an 𝑛 × 𝑛 diagonal matrix, with non-negative real 
entries called "singular values". If 𝐀 has full-rank 𝑛, the diagonal entries of Σ would be strictly 
positive real numbers. The matrix 𝐕 is an 𝑛 × 𝑛 matrix whose columns are orthonormal and are 
called "right singular vectors" of 𝐀. Figure 6.2 illustrate the structure of the reduced SVD 
decomposition. 
 

 
Figure 6.2: Illustration of the reduced SVD scheme. Any complex  rectangular matrix can be 
factorized  as the product of semi-unitary matrices U and V*, and a diagonal matrix 𝜮. 
Although the reduced SVD scheme is the variant used in most applications, it is worth mentioning 
about the standard formulation called “full” SVD. In full SVD the 𝑚 × 𝑛 matrix U is converted into 

=

A U 𝚺 V*

Reduced SVD (𝑚 ≥ 𝑛)
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a (square) unitary matrix by adjoining an additional 𝑚 − 𝑛 orthonormal columns. This way the 
columns of U can form a basis for m-dimensional space ℂ". This, however, has as consequence that 
the matrix Σ will become rectangular, containing 𝑚 − 𝑛 extra rows consisting of zeros. The full SVD 
scheme is illustrated in Figure 6.3. 
 

 
Figure 6.3: Illustration of the Full SVD scheme. This approach allows to obtain a unitary matrix U 
that could serve as a basis for the row-space of A. However, it is more costly computationally than 
the reduced scheme, especially when 𝑚 ≫ 𝑛, because it produces larger the matrices U and Σ. The 
latter filled with unnecessary extra rows with zero entries. 
 
The Singular Value Decomposition (SVD) is a powerful tool once it can be computed, with 
applications across a wide range of problems. For example, the most effective way to determine the 
rank of a matrix is by counting the number of singular values greater than a carefully chosen tolerance. 
Additionally, the SVD provides the most accurate method for finding an orthonormal basis for the 
range or nullspace of a matrix. Beyond these specific applications, the SVD plays a crucial role in a 
variety of robust algorithms, such as those for least squares fitting, intersection of subspaces, 
regularization, and many other numerical problems. (4) 
 
Some of the most important properties of the SVD (4), many of which are utilized in our work, are 
summarized below: 

• The rank 𝑟 of the matrix A is equal to the number of nonzero singular values. 
• When computing the SVD, the singular values are arranged in descending order, with 𝜎# being 

the largest. This singular value determines the 2-norm (spectral norm) of the matrix A, i.e., 
‖𝐀‖$ = 𝜎# 

• The matrices A and 𝚺 share the same Fröbenius norm, i.e., 6|𝐀|6
%
= 6|𝚺|6

%
. This norm can be 

easily obtained as: 6|𝐀|6
%
= 8𝜎#$ + 𝜎$$ +⋯+ 𝜎&$ 

• The nonzero singular values of  A are the square roots of the nonzero eigenvalues of 𝐀∗𝐀 or 𝐀𝐀∗. 
These two matrices share the same set of nonzero eigenvalues. 

=

A U 𝚺 V*

Full SVD (𝑚 ≥ 𝑛)
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• If A is Hermitian (𝐀 = 𝐀∗), then the singular values of A are the absolute values of its 
eigenvalues. 

• For a square matrix 𝐴 ∈ ℂ"×", its determinant can be computed  as the product of its singular 
values: det(𝐀) = ∏ 𝜎("

()# . 
• The matrix A can be decomposed as the sum of 𝑟 rank-one matrices, each formed from the pair 

of left and right singular vectors associated with the same singular value. The expansion is 
given by: 𝐴 = ∑ 𝜎*𝑢*𝑣*∗+

,)#  
 

6.1.2 SVD of the density matrix in an ensemble of photoexcited randomly 
oriented molecules 

Let's define the rectangular matrix A, at a given time step, whose 𝑁$ columns correspond to the 
number of molecular orientations and 𝑁% rows, to the number vector of coefficients of the 
wavefunction associated to each orientation. 
 

 𝐀 = [𝐜& 𝐜' … 𝐜(!] (6.2) 
 
where 𝐜) represents the coefficients for the wavefunction associated to orientation i of the field and 
satisfy the condition ‖𝐜)‖' 	= 	1. Notice that due to the latter condition, the Fröbenius norm ‖𝐀‖𝑭 
is equal to the number of orientations  𝑁$ 
 

‖𝐀‖𝑭𝟐 ==>𝐀),>
'

),,

= 𝑁$ (6.3) 

 
Singular value decomposition of A allows the separation of the molecular degrees of freedom from 
the orientational ones. Through the SVD, A is factorized into the product of three matrices (see 
Equation 6.4): the matrix U is associated with the molecular degrees of freedom, while V is linked 
to the orientational ones. The matrix 𝚺 contains the singular values, which indicate the significance 
of each molecular and orientational singular vectors. Equivalently, 𝐀 can be expressed as a sum of 
outer products of the left and right singular vectors, weighted by the corresponding singular values. 
In our case, the number of coefficients in the wavefunction exceeds the number of electric field 
orientations sampled on the sphere, so rank(𝐀) ≤ 	𝑁$. 
 

𝐀(t) = 	𝐔𝚺𝐕. ≡ = 𝜎/(𝑡)𝐔/(𝑡)⨂𝐕/
. (𝑡)

(!

/0&

 (6.4) 

 
In Equation 6.4, the scalar 𝜎/(𝑡) represent the singular values and are ordered by decreasing 
values, 𝐔/(𝑡) the left (molecular) singular vectors and 𝐕/

. (𝑡) the right (orientational) singular 
vectors.  
 
From the rectangular matrix 𝐀 we can define two reduced density matrices: one with dimensions 
𝑁% × 𝑁%, representing the molecular degrees of freedom, 𝜌/$1(𝑡), and the other with dimensions 
𝑁$ × 𝑁$, representing the orientational degrees of freedom  𝜌$2)34(𝑡). 
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𝜌/$1(𝑡) = 	
1
𝑁$
𝐀𝐀. 

𝜌$2)34(𝑡) = 	
1
𝑁$
𝐀.𝐀 

(6.5) 

 
where 𝐀. is the Hermitian conjugate satisfying (𝐀.)), 	= 	𝐀∗),. The factor &

(!
 ensures that the trace 

of the density matrices is 1 as it should be. It arises from the fact  
 

Tr(𝑨𝑨.) = 	Tr(𝑨.𝑨) = 	 ‖𝑨‖𝑭𝟐 = 𝑁$ (6.6) 
 
Substituting the expression of 𝑨 onto Equation 6.5 we obtain the expansions of the reduced density 
matrices in terms of the left and right singular vectors. 
 
 

𝜌/$1(𝑡) = 	
1
𝑁$
𝐀𝐀. 

𝜌/$1(𝑡) = 	
1
𝑁$
(UΣV.)(UΣV.). 

𝜌/$1(𝑡) = 	
1
𝑁$
(UΣV.)((𝑉.).Σ.𝑈.) 

𝜌/$1(𝑡) = 	
1
𝑁$
(UΣV.)(𝑉Σ𝑈.) 

𝜌/$1(𝑡) = 	
1
𝑁$
(UΣ'U.) 

𝜌/$1(𝑡) =
1
𝑁$

= 𝜎/' (𝑡)(𝐔/⨂𝐔/
. )

(!

/0&

 

 

𝜌$2)34(𝑡) = 	
1
𝑁$
𝐀.𝐀 

𝜌$2)34(𝑡) = 	
1
𝑁$
(UΣV.).(UΣV.) 

𝜌$2)34(𝑡) = 	
1
𝑁$
((𝑉.).Σ.𝑈.)(UΣV.) 

𝜌$2)34(𝑡) = 	
1
𝑁$
(𝑉Σ𝑈.)(UΣV.) 

𝜌$2)34(𝑡) = 	
1
𝑁$
(VΣ'V.) 

𝜌$2)34(𝑡) =
1
𝑁$

= 𝜎/' (𝑡)(𝐕/⨂𝐕/
. )

(!

/0&

 

 

(6.7) 

 
The left singular vectors 𝐔/ are the eigenvectors of the molecular density matrix 𝜌/$1(𝑡), while 
the right singular vectors are the eigenvectors of the orientational density matrix 𝜌$2)34(𝑡). Both 
reduced density matrices have the same set of eigenvalues 𝜆/ which are the squares of the singular 
values of 𝐀  
 

Tr[𝜌/$1(𝑡)] 	= 	Tr[𝜌$2)34(𝑡)] = = 	𝜆/(𝑡) =
(!

/0&

S
1
𝑁$
T = 𝜎/' (𝑡) = 1

(!

/0&

 (6.8) 

Observables can be computed from the reduced molecular density matrix as shown in the 
following equation 
  

〈𝑂W〉 = TrY𝜌𝑂WZ (6.9) 
 
Where 𝑂W is an arbitrary operator and 𝜌 is the density matrix. 
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SVD can reduce considerably the number of orientations that need to be propagated in order to 
reproduce accurately the dynamics of the whole ensemble. We show in this thesis, that after 
performing SVD of the matrix A containing the wavefunctions for every orientation of the field, a 
few singular values carry the major contribution in the expansion of Equations 6.4 and 6.7, 
meaning that one can define an optimal number of singular components to be retained, 𝑁678 <
𝑁$, to reach a given accuracy threshold : 
 

𝐀(t) ≈ = 𝜎/(𝑡)𝐔/(𝑡)⨂𝐕/
. (𝑡)

("#$

/0&

, 𝑁/)4 < 	𝑁$ (6.10) 

 
 In the case of the simulation of LiH interacting with a randomly oriented electric field of the 
optical pulse, we show that 𝑁678 = 5 singular values are enough to reproduce the ensemble 
dynamics which is much smaller than the total number of orientations (800) sampled on the sphere. 
This allows for a massive data compaction and reduces the number of orientations that need to be 
propagated beyond the interaction with the pulse. The left and right singular vectors associated 
with the dominant singular values are representative of the whole ensemble and carry information 
about the molecular state and the orientations, respectively. We show that at the end of the pulse 
𝑡′, averaging over the set of dominant left singular vectors (𝑈/(𝑡9)) weighted by their 
corresponding singular values squared, yields a molecular density matrix (Equation 6.7) with a 
marginal error compared to the ‘exact’ evaluation by averaging over the whole set of orientations. 
Figure 5.2 outlines how the error introduced on the molecular density matrix can be decreased 
systematically  taking more singular components in the expansion Equation 5.22 above. The error 

is estimated using the Fröbenius norm ‖𝐹/‖ = c∑ >(𝜌/$1:; )), − (𝜌/$1/ )),>
'(%

),, , where 𝜌/$1:;  is the 

‘exact’ density matrix as given by the average over all the initial orientations and 𝜌/$1/  is the density 
matrix considering only a few singular values (Equation 5.19 above). As we can see in the two 
cases shown in Figure 5.2, just considering the five largest singular values introduces an error of 
~	10<= on the molecular density matrix and with 15, the error drops to ~	10<&', which is of the 
order of the error arising from the numerical integration. 
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Figure 5.2 : Fröbenius measure of the difference between the density matrix averaged across the 
800 initial orientations, and the density matrix recovered from the singular values after the exciting 
pulse is over. Two pulses with carrier frequencies of 4.35 and 5.17 eV , strength 
6.71	 ×	10&'W/cm2 , duration 0.8 fs and CEP = 0 are analyzed. 
 
The massive compaction of the density matrix after SVD  (Equation 6.7 above) enables an efficient 
propagation scheme that only requires solving the TDSE for the molecular states represented by 
the few, 𝑁678, dominant left singular vectors, after the pulse (Equation 6.11). This is possible 
because the Hamiltonian is stationary after the pulse, meaning the system remains in a stationary 
state, which can be characterized by the same set of singular values. 
 

i
𝑑𝐔/
𝑑𝑡 	= 	𝐇𝐔/		for	𝑡 > 𝑡9	and	with	𝑚 = 1⋯𝑁678 (6.11) 

 
Where 𝐇 is the same Hamiltonian used for the full-ensemble propagation, 𝐔/ is each of the 𝑁678 
largest left singular vectors that are considered for the propagation, and 𝑡′ represents the time at 
which the pulse ends (‖𝐄(𝑡9)‖ 	≈ 	10<&>	𝑎𝑢). 
 
These results have been reported in a publication that has been presented at the end of this chapter 
and in ref. (5). 
 

6.2 Summary of contributions 
All the authors contributed to writing the manuscript, analyzing the results, and developing and 
refining the ideas. 
 
Manuel Cardosa Gutierrez conducted the quantum-dynamics simulations of an ensemble of 
randomly oriented LiH molecules, using a Runge Kutta 4th order integrator for propagation. He 
sampled from the unit sphere, a set of random uniformly distributed electric field polarizations. 
Building on the previous work on the methane cation in the group (1) using the sudden ionization 
approximation, Manuel Cardosa performed the singular value decomposition on the rectangular 
matrix of the wavefunctions during the pulse and at the end of the pulse. He visualized and 
analyzed the singular vectors uncovering patterns in the dynamics of the ensemble, such as the 
robustness of the electronic coherences with respect to the averaging over the randomly orientated 
molecules. Additionally, he compared the dynamics of the full ensemble of randomly oriented 
molecules with those of a reduced set of singular vectors, demonstrating both the accuracy and 
efficiency of the method through appropriate metrics, including the Frobenius norm or the 
emission dipole profile. 
 
Francoise Remacle brought her extensive expertise to guide the research and extend the previously 
published scheme (1) to take into account the dynamics of the interaction with the exciting pulse. 
Raphael Levine brought his insights about the stereodynamical aspects of the analysis of the 
dynamics of the ensemble. 
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ABSTRACT: We report a methodology for averaging quantum photoexcitation
vibronic dynamics over the initial orientations of the molecules with respect to an
ultrashort light pulse. We use singular value decomposition of the ensemble density
matrix of the excited molecules, which allows the identification of the few dominant
principal molecular orientations with respect to the polarization direction of the electric
field. The principal orientations provide insights into the specific stereodynamics of the
corresponding principal molecular vibronic states. The massive compaction of the
vibronic density matrix of the ensemble of randomly oriented pumped molecules
enables a most efficient fully quantum mechanical time propagation scheme. Two
examples are discussed for the quantum dynamics of the LiH molecule in the manifolds of its electronically excited Σ and Π states.
Our results show that electronic and vibrational coherences between excited states of the same symmetry are resilient to averaging
over an ensemble of molecular orientations and can be selectively excited at the ensemble level by tuning the pulse parameters.

■ INTRODUCTION
Recent progress in attoscience1−3 opens the way to new
avenues for controlling chemical reactivity through the
selective excitation of a superposition of electronic states
with the short-in-time-broad-in-energy attopulse.4 As pointed
out very early,5 the orientation of the molecule with respect to
the polarization direction of the pulse electric field is a very
effective way to control the initial superposition built by the
pulse and therefore the subsequent dynamics. Molecules can
be aligned or oriented using a single or a sequence of laser
pulses, enabling them to carry out field-free photoexcitation or
photoionization experiments in the molecular frame.6−10

However, the achievable orientation is typically limited to
values of ⟨cos θ⟩ ≈ 0.7 and ⟨cos2θ⟩ ≈ 0.8. Moreover, the
proposed experimental approaches to align or orient molecules
are not applicable to all types of molecules.11−13 Therefore, it
is often the case that a realistic description of quantum
dynamics of molecules photoexcited by short atto and few
femtosecond pulses requires an averaging over the molecular
orientations with respect to the polarization direction of the
exciting optical pulse. However, averaging quantum dynamics
simulations over an ensemble of molecular orientations can be
computationally rather costly in computer time and storage
capacity since the quantum dynamical propagation needs to be
repeated as many times as the number of molecular
orientations in the ensemble. This is particularly so when the
pulse parameters other than the polarization direction need to
be tuned to control the vibronic dynamics, which requires

repeated ensemble averaging a large number of times. While
orientation averaging is manageable computationally for the
vibronic quantum dynamics of diatomic molecules in a
superposition of several electronic states, it becomes out of
reach for a quantum dynamical simulation involving several
nuclear degrees of freedom on coupled electronic states, as
typical when molecules and molecular cations are excited by
ultrashort, broad in energy atto pulses.2,14−18 Even for a
diatomic molecule, tuning the pulse parameters for an
ensemble of molecular orientations becomes computationally
very demanding, in terms of memory capacity and computer
time.
Here, we propose a numerical approach for computing the

ensemble dynamics of randomly oriented molecules interacting
with an ultrashort optical pulse that considerably lowers the
cost of computational resources and provides insights into the
orientation effects. Our approach is based on the Singular
Value Decomposition (SVD)19 of the matrix built from the
pure quantum states associated with each molecular
orientation of the ensemble. This matrix, A, is a rectangular
matrix with dimension, Nb, the number of vibronic basis
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functions used to expand the wave function, times the number
of molecular orientations, No. Typically, when the pulse is over,
only a few principal components suffice to obtain an accurate
description of matrix A. The SVD principal components
identify the most important orientations that contribute to the
ensemble dynamics (the singular orientation vectors) and the
corresponding oriented molecular pure quantum states (the
singular molecular states). Each of these molecular pure
quantum states evolves in time in a specific way that it is
dictated by the principal orientation to which it corresponds.
One therefore gets insights into the dynamics in specific
orientations whose relative weight in the ensemble can be
tuned by the pulse parameters other than its polarization
direction: the duration and the carrier frequency of the pulse.
Valuable stereo dynamics insights are therefore gained for an
ensemble of randomly oriented molecules.
In addition, we show that the SVD compaction significantly

reduces the cost of computing the quantum dynamics of the
ensemble since only a few singular (pure) oriented molecular
quantum states need to be stored and propagated after the
pulse to accurately describe the ensemble quantum dynamics.
An exact description is obtained by retaining as the number of
principal components the smallest dimension of A matrix,
which is typically the number of orientations, No. For an
approximate description, one can adjust the number of
retained principal components necessary to reach a specified
accuracy threshold. We find that only a few components are
required for a satisfactory semiquantitative description.

■ METHODS: SVD APPROACH TO COUPLED
ELECTRONS-NUCLEI QUANTUM DYNAMICS
AVERAGED OVER RANDOM MOLECULAR
ORIENTATIONS

At time t = 0, the molecules of the ensemble are in their
ground electronic state. The different molecules of the
ensemble are distributed over their particular orientation, o,
with respect to the polarization direction of the exciting pulse.
Each initial orientation, o, at the time before excitation defines
a pure state, |Ψo(t = 0)⟩. During and after the excitation by the
atto pulse each initial state evolves into |Ψo(t)⟩, a coherent
combination represented as a Born-Huang expansion, a sum of
Nb separable terms in the nuclear and electronic degrees of
freedom:

| = |
=

t c t b( ) ( )
b

N

b
o

o
1

b

(1)

where cbo(t) is the Born−Huang amplitude of the vibronic basis
function |b⟩ for the initial orientation, o. The index b stands for
a nuclear and an electronic index that, for a pulse broad in
energy, includes several coupled electronic states. In general,
we expect that the number of terms in eq 1 is such that Nb ≫
No, where No is the number of molecular orientations in the
ensemble. The amplitudes cbo(t) are computed by integrating
the Time-Dependent Schrödinger Equation (TDSE), for a
basis of Ng grid functions, |g⟩, for the nuclear coordinates and
Ne coupled adiabatic electronic states, |i⟩:|b⟩ = |g⟩|i⟩, which
leads to a total dimension Nb = Ng × Ne for the vector of the
amplitudes co:

=i
t

c
Hc

d
d

o
o (2)

The inequality Nb ≫ No is primarily because the number Ng
of grid points needs to be large. The molecular Hamiltonian,
H, includes the coupling to the electric field of the pulse, E(t),
in the dipole approximation and the nonadiabatic coupling
(NAC) between the electronic states driven by the nuclear
motion. For a nonrotating diatomic molecule,

= + + +

+
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In eq 3, the τ is the nonadiabatic coupling between
electronic states, τij(R) = ⟨ϕi

ele|∇R|ϕj
ele⟩ and V(R) the potential

term. The last term is the dipole coupling where μ is the total
dipole operator, μ = μnuc + μele. The electric field is given by
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In eq 4, |E0| is the strength of the pulse. The pulse is
confined in a Gaussian envelope centered at tp, with a carrier
frequency ωp and a full width at half maximum (fwhm) given
by 2 2ln 2 p. The orientation of the electric field vector, e,̂ is
defined in the molecular frame attached to the center of mass
of the molecule. This considerably simplifies the numerical
integration of the TDSE and is equivalent to defining the
orientation of the molecular frame with respect to the
orientation of the electric field in the laboratory frame. Note
that one needs to rotate back to the laboratory frame before
analyzing the angular distributions.
During the pulse, the Hamiltonian depends on time, and

each polarization direction of the pulse defines specific
dynamics. For an ensemble of molecular orientations, one
therefore needs to average the dynamics over the ensemble.
We do so by integrating the TDSE during the pulse for an
ensemble of No orientations of E(t), each computed separately,
obtaining No time-dependent pure states |Ψo(t)⟩. These states
are gathered into a rectangular, complex, Nb × No, matrix A
with typically No < Nb. Singular Value Decomposition (SVD)
provides an exact description of the matrix A as a sum of a
maximum of No separable terms, its principal components.

19

The SVD factorization of A is a sum of direct products of a left,
Um, and a right, Vm

† , singular complex eigenvector weighted by
the corresponding (real) singular value, σm,

=
=

†t t t tA U V( ) ( ) ( ) ( )
m

N

m m m
1

o

(5)

In each principal component, m, the right singular vector,
Vm(t), has No components, vom(t), and depends only on the
orientation index, o, and the left singular vector, Um(t), has Nb
components, ubm, and depends only on the basis set index b.
Throughout, we refer to Vm(t) as the orientation singular
vector and Um(t) as the molecular singular vector.
From the rectangular A matrix, one can construct two

reduced square density matrices. The Nb × Nb density matrix
of the ensemble of molecules, ρmol(t), is the trace over the
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orientations and depends on only the molecular degrees of
freedom only. It is the AA† quadratic form of the matrix
A(t):20
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The matrix elements of ρmol(t) are the average populations
and coherences between the basis set functions |b⟩ = |g⟩|i⟩.
ρmol(t) is a function of the molecular singular vectors only.
Inserting eq 5 into eq 6, one gets
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where the last line results from the orthogonality of the
orientation singular vectors: Vm

†Vm′ = δmm′. Each singular vector
leads to a principal molecular density matrix, ρmmol(t), which in
turn defines a reduced nuclear and a reduced electronic density
matrix, thereby providing insights into the vibrational and
electronic coherences of the principal orientations.
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(8)

whose off diagonal elements correspond to the coherences
between points of the nuclear grid and its diagonal elements to
the average localization of the vibronic wave packet on the
grid. Tracing ρmol(t) over grid points provides the reduced
electronic density matrix:
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Similarly, one can define the complementary No × No
reduced orientation density matrix, ρorien(t), by the quadratic
form A†A:

= †t N A A( ) (1/ )orien
0 (10)

with matrix elements given by

i
k
jjjjj

y
{
zzzzz

l
mooo
n
ooo= =

<=

*t
N

c t c t
N o o

N
( )

1
( ) ( )

(1/ ) if

(1/ ) otherwiseoo
o b

N

b
o

b
oorient

1

0

0

b

(11)

ρorien(t) depends on the orientation of singular vectors only.
Using eq 5
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Note that the two partial traces, ρmol(t) and ρorien(t), have
the same set of eigenvalues, which are the square of the
singular values, σm, of the matrix A:
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We define a set of 800 orientations on the unit sphere. Each
orientation is a three-dimensional vector in the molecular
frame: eô = xoex̂ + yoeŷ + zoeẑ. The orientation density matrix
before interacting with the molecule is defined by the scalar
products between all the vectors e0̂. Gathering the vectors e0̂ in
a No × 3 matrix e in which each row is given by the Cartesian
components (x0, y0, z0) of a vector e0̂, we can write ρorien(0) =
eeT. Initially, there are at most three principal orientation
vectors, one along x, one along y, and one along z. Note that
the No × No matrix ρorien(0) is off-diagonal. The off-diagonal
elements will be large when the two orientations oo′ are close
to one another.
In the sudden approximation for the photoexcitation, i.e., a

one photon transition at time tp when the pulse is maximum,
eq 4, and restricting the dynamics to the excited states, the
initial amplitudes at each point of the nuclear grid in each
excited electronic state can be factorized as the scalar product
of the orientation of the electric field, e0̂, and the transition
dipole moment from the ground electronic state

= ( , , )gi
gi
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gi

y
gi

z
T
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GS GS GS :

=c e .T
gi
0

0 gi (14)

We show in the SI that then ρmol(tp) is given by

=t( )mol
p

T
(15)

where is the ((Ne − 1) × Ng) × 3 matrix of the Cartesian
components of the transition dipole between the GS and the
excited states at each grid point. ρmol(tp) is independent of the
polarization direction of the electric field of the pulse for an
ensemble of randomly oriented molecules. It can only have 3
principal components oriented along the three Cartesian axes
of the molecular frame. We have previously used this result for
describing the ultrafast vibronic Jahn−Teller structural
rearrangement induced by the sudden photoionization of
methane21 using a 3 electronic state 2 nuclear degrees of
freedom model.
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Here. we go beyond the sudden approximation limit and
treat the case of stronger pulses that entangle the orientations
and the intramolecular nuclear and electronic degrees of
freedom and induce transient vibronic dynamics. The
nonlinear excitation process leads to a time dependence of
the singular values σm(t) and of the molecular and orientation
singular vectors in eq 5. When the pulse is over, the dipole
coupling terms vanish, and the Hamiltonian, eq 3, becomes
stationary. Then the singular values become stationary since
we consider a nonrotating molecule.
The SVD of the A matrix at the end of the pulse, at time ti,

therefore provides a set of orthogonal pure states, Um, that
each corresponds to a specific singular orientation of the
molecule as defined by the corresponding orientation singular
vector Vm. We show below that only a few singular values,
σm(ti), 3 < Nmin ≤ No, suffice to recover accurately the
molecular density matrix averaged over the molecular
orientations, ρmol(ti), at the end of the pulse, ti (eq 7). The
minimum number of principal components is larger than 3
because of the transient dynamics occurring during the pulse,
which entangles the nuclear and electronic molecular degrees
of freedom with the orientation of the pulse electric field and
the fact that the dynamics in the GS are included. One can set
the maximum number of singular values, σm(ti), needed to
describe the dynamics by putting a threshold on how well the
norm of ρmol(ti) is recovered:
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Since the singular values are stationary, one can set up a very
efficient propagation scheme for the density matrix of the
ensemble of molecules, ρmol(t), after the pulse, by propagating
with the molecular Hamiltonian (eq 3) only the few, Nmin, Um
vectors that correspond to the largest singular values:
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where the initial values, ubm(ti), are the coefficients of the Um
vectors at the time ti (the end of the pulse).
Providing that the TDSE is integrated accurately so that the

integration error is smaller than ΔNmin, the numerical error, eq
16, which is due to the fact that we use a restricted number of
principal components of the matrix A, does not increase with
time. Using eq 7, we get
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To summarize, our approach requires propagation of all of
the initial states defined by a sampling of the molecular
orientations until the pulse is over. Since we consider
excitation by short atto or few, 1−2, fs pulses, this propagation
time is short, on the order of 20 fs for a pulse with a fwhm of 2
fs. Then when the Hamiltonian is stationary, one performs an
SVD analysis of the matrix A (eq 5) and retains the Nmin

largest principal components necessary to reach a specified
accuracy threshold. Only these fewer components need to be
propagated after the pulse by using the TDSE as long as the
molecular Hamiltonian remains stationary. This approach
reduces the computer time needed to compute quantum
molecular dynamics averaged over molecular orientations by at
least 2 orders of magnitude for the dynamics of a diatomic
molecule taking place on several electronic states. The gain is
even larger when the molecule has several nuclear degrees of
freedom. It is also storage efficient because it allows
compacting the information on dynamics of the randomly
oriented initial states into a few singular components. Using
our approach, one does not need to store and analyze the
dynamics of all of the randomly orientated initial states. Each
of the principal molecular vectors provides the vibronic
stereodynamics corresponding to a specific principal molecular
orientation of the ensemble.

■ RESULTS AND DISCUSSION
SVD Approach to the Dynamics of Randomly

Oriented LiH Molecules. We apply our scheme to the
nonrotating LiH molecule excited by two deep UV few cycles
pulses of different carrier frequencies and with the same fwhm
of 2 fs (fwhm bandwidth in energy of 1.82 eV), eq 4. Such
pulses are ideally suited to excite neutral polyatomic molecules
by one-photon excitation and their generation has recently
been reported.22−24 LiH has a rotational period of 4.4 ps,
which justifies the fact that there is no coupling to rotations
during the pulse and for the next 200 fs of the dynamics. In the
Franck−Condon (FC) region, Req = 1.6Å (see Figure S2a), the
transition dipole moment from the GS to the lowest Σ state,
Σ1, along z is smaller than the transition dipole along x or y to
the lowest Π state, Π1, and to the higher Σ and Π states. We
report on the dynamics induced using pulses with two different
carrier frequencies, ωp, tuned to access different combinations
of the Σ and Π states. The first pulse has a carrier frequency of
4.35 eV so that both the lowest Σ1 and Π1 states fall within the
pulse energy bandwidth. However, because of the difference in
the transition dipole moments, for random orientations, it is
the Π1 state that is accessed, with only very low populations in
Π3, in Σ1, and in the entire Σ manifold. The second pulse has a
higher carrier frequency of 5.17 eV which allows accessing the
higher Σ and =ih Hc

t o
cd

d
o states with similar probabilities. The

strength of the electric field, |E0| is 0.01 au (3.51 1012 W/cm2)
for both pulses. A field strength of ≈1012 W/cm2 is at the
higher end of the range of currently available 1−2 fs DUV
pulses.22−24 It is also low enough to avoid photoionization by
two-photon absorption. As discussed below, this field strength
is large enough to induce nonlinear effects and transient
population dynamics during the excitation process and
entangle the orientations with the intramolecular degrees of
freedom.
The dynamics induced by the first pulse is used for

benchmarking the SVD approach for random initial molecular
orientations. Excitation by the 4.35 eV pulse yields very
different populations: the population of the Π1 state is 1−2
orders of magnitude larger than that of the Σ and Π3 states. To
benchmark our approach, we computed the time evolution by
solving the TDSE for 800 random initial orientations using eq
2 for 200 fs. The electronic structure parameters (potential
energy, transition dipole, and NAC curves) are those reported
in ref 25 and plotted in the SI (Figures S1, S2a−d, and S3a−c).
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The NAC terms couple electronic states of the same
symmetry, Σ or Π. Electric fields oriented along the molecular
axis (the z axis in the molecular frame (see inset of Figure S1)
can access only excited Σ states since the ground state is of Σ
symmetry. However, as soon as the electric field has
components along x or y in the molecular frame, a linear
combination of Σ and Π states is excited. Since the transition
dipole to the Π1 state is larger than that to the Σ states and to
the other Π states, the averaged populations in its two
components are much larger than that of the other states. The
populations in the electronic states averaged over 800 random
molecular orientations are plotted in Figure 1a for the Π1 state
and in Figure 1b for the Σ manifold and the Π3 state.

The electronic states within each manifold are coupled by
the NAC terms. As can be seen from Figure 1b, the population
transfers are far larger within the states of the Σ manifold than
those for the Π ones. This is mainly due to the fact that the
energy difference between the two lowest Π states is much
larger. For the same reason, the population transfers between
the Σ1 state and the higher Σ states are also small.
Our SVD approach to the ensemble dynamics begins by

building the matrix A (eq 5) from the 800 randomly oriented
co vectors and computes its principal components by SVD at
every time step during the excitation by the pulse. The singular
values are arranged in order of decreasing magnitude, with σ1
being the largest. The square of the 8 largest singular values, σm2
normalized by No, the number of initial random orientations,
are plotted in Figure 2a as a function of time on a log scale to
emphasize how fast they decrease in magnitude with increasing
order m. As discussed above, after the pulse, the Hamiltonian is
stationary, and the singular values are constant in time. The

normalized singular value σ1 is unity before excitation and
remains close to one after the pulse. It can be correlated with
the ground electronic state, as we discuss below (Figure 4). σ2
and σ3 are degenerate during and after the pulse, while σ6 and
σ7 that are degenerate during the pulse but after the pulse, it is
the pair σ7, σ8 that are equal. As shown in Figure 4 below, these
two pairs of singular values are localized on the two Π states
Π1 and Π3. One can also see in Figure 2a that a larger number
of singular values are important during the pulse than after the
pulse, which is due to the entanglement between the
orientations and the molecular degrees of freedom during
the pulse. The populations of the higher Σ states that are
involved in the transient dynamics during the pulse go back to
zero when the pulse is over. Figure 2b shows how much of the
trace of the density matrix, Tr[ρNminmol (t)] (eq 16) is recovered
for an increasing number of singular values, σm, m = 1 to 5.
Five singular values suffice to recover the trace of the density
matrix of the ensemble of 800 randomly oriented molecules
with a precision better than that of 10−3 during the pulse and
that of 10−5 after it is over; see Figure 3a. In Figure 3b, we plot
on a log scale the set of the 25 largest singular values at the
maximum of the pulse (12.3 fs) and after the pulse when the
Hamiltonian and therefore the singular values are stationary
(18 fs). One can see that indeed the entanglement between
orientation and intramolecular degrees of freedom is larger
during the transient dynamics induced by the pulse; a sixth
singular value would be needed to get an accuracy of 10−5

during the pulse. Figure 3b also shows that with 15
eigenvalues, the SVD fit reaches error values of ≈10−13

Figure 1. Populations averaged over 800 molecular orientations in the
Π1 state (a) and (b) in the Σ manifold (Σ2, Σ3 and Σ4) and the Π3
state computed for an excitation by the deep UV 2 fs pulse of 4.35 eV.
The reason why the two components of the Π1 state are not exactly
equal is because only 800 orientations are included in the averaging
procedure. After the pulse, the population of the Π1 state is essentially
stationary. The long time behavior is given in Figure S4.

Figure 2. (a) Time evolution of the 8 largest normalized singular
values, σm2 /N0, during and after the pulse. The singular values of that
correspond to molecular singular vectors Um localized on the two
components of Π states and are plotted with markers so as to better
identify them. The two pairs of degenerate singular values localize on
the Π states, σ2 and σ3 on Π1 (blue diamonds for Π1x and green ones
for Π1y) and σ6 (red triangles) and σ7 (orange-filled triangles) during
the pulse and σ7 and σ8(filled squares) after the pulse on Π3. (b) The
cumulative trace recovered with an increasing number of singular
values, from 1 to 5.
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(numerically zero), which corresponds to the accuracy of the
numerical integration of the TDSE.
In Figure 4, we show the localization of the molecular (left)

singular vectors, Um, on the electronic states and along the R

coordinate, at 18 fs, after the pulse is over. U1, which
corresponds to the largest singular value, is localized on the
ground electronic state and corresponds to the ground
vibrational state (the initial state). U2 and U3 are localized
on the Π1 state (on the y and x components respectively) with
essentially equal values of σ2 and σ3. U4 is localized on the
manifold of excited Σ states (Σ1, Σ2, Σ3, Σ4) with a σ4 value an
order of magnitude smaller than σ2 and σ3. U5 is localized on

the GS but corresponds to excited vibrational states, with an
even smaller value of σ5.
The corresponding singular orientation vectors are shown in

Figure 5a−d. V1 (panel a) is distributed uniformly on the
sphere, corresponding to the initial distribution of orientations,
in agreement with the localization of U1 on v = 0 of the ground
electronic state (see Figure 4). V2 (panel c) and V3 (panel d)
are localized along the y and the x-axis respectively since U2
and U3 are localized in the y and x components of the Π1 state.
V4 (panel b) is localized along the z axis since it corresponds to
excited Σ states. V5 (Figure S5) is a much smaller component
and corresponds to the excited vibrational state of the GS and
is localized on z. We therefore see that the localization of the
singular vectors is dictated by the symmetry of the electronic
states, which is conserved after the pulse since the NAC terms
can only couple states of the same symmetry. The carrier
frequency of the pulse induces one photon transition, which
means that during the pulse, the GS of Σ symmetry is coupled
to the Π states, which breaks the Σ−Π symmetry, and couples
in second order the Π states with the excited Σ states. This
explains the higher degree of entanglement between
orientations and the intramolecular degrees of freedom during
the pulse discussed above. The effect here remains limited
because the excited Σ and Π are populated by one photon
transitions and the pulse remains relatively weak.
Since the Hamiltonian is stationary after the pulse, the left

eigenvectors, Um, which are localized on the grid and on the
electronic states, can be used to compute the quantum
dynamics of the ensemble. We do so using eq 10 by
propagating numerically the 5 Um vectors that correspond to
the five largest singular values, σm, starting at the end of the
pulse, ti = 18 fs. Since the numerical precision of the
integration is on the order of 10−12 for the 200 fs of the
propagation time, the error that we make by retaining the 5
largest principal components (10−5 relative error on the trace
of the density matrix ρmol(t)) does not increase. In parallel, as a
benchmark, we propagated the 800 initial states separately for
200 fs using the TDSE and performed the averaging over these
800 |Ψo(t)⟩ .
The agreement between the “exact” and the ‘SVD’ ensemble

averaging computations is excellent for the populations of
electronic states, electronic coherences, and for observables
such as the time-dependent dipole moment, which depends on
both the populations and the coherences between electronic
states and grid points. This is true not only for the states with a
large population, like the two components of the Π1 state and
the GS plotted in Figure 1a, but also for the populations of the
Σ states (Figure 1b), which have populations of a few tenths of
percent only; see SI and Figures S6−S8 for details.
In Figure 6a, we show the full time-dependent emission

dipole, μ(t) which is an observable very sensitive to the
electronic and vibrational coherences.
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Using eq 18, μ(t) can be written in terms of Nmin the
principal components

Figure 3. (a) ΔNmin (eq 16) the absolute value on the error on the
trace computed by including 5 singular values in the trace of the
density matrix, Tr[ρN = 5mol (t)]. (b) 25 largest normalized singular values
computed at the maximum of the pulse (violet squares) and after the
pulse, when their values are constant (red dots) at 18 fs. The doublets
of degenerate singular values correlate with the two components of
the Π states.

Figure 4. Localization of the molecular singular vectors Um on the
grid for the 5 largest singular values. Computed for the excitation by
the 2 fs 4.35 eV pulse.
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From eq 20, one sees that beatings of the emission dipole
correspond to electronic coherences between Π states or
between excited Σ states since the molecular singular vectors

project electronic states of a given symmetry (see Figure 4
above). The fast ≈ 2 fs periods are the beatings between the Π1
and the Π3 states and those between Σ1 and Σ2. The longer
beatings with a ≈ 10 fs period correspond to the beatings of
the electronic coherences between the higher Σ excited states.
Note that the amplitudes of the beatings of μ(t) decrease in
time because while the GS and Σ1 are bound, all the other
excited states, including Π1, are dissociative and the electronic
coherences fade away. The revival of the fast period at ≈ 80 fs
corresponds to the revival of the Σ1−Σ2 coherence when the
wave packet on Σ1 recurs to the FC region where a small
fraction of the population is trapped in Σ2. The relative error in
the emission dipole computed for an increasing number of
principal components is plotted in Figure 6b. One can see that
5 principal components give a relative error of 10−5-10−4,
similar to that computed for the populations of the electronic
states while already for 10 components, an error of 10−8 is
reached. As for the populations, the largest error is made in the
first 50 fs when the NAC between the Σ states is strong. Figure
6a shows that the electronic and vibrational coherences are
robust with respect to averaging over random molecular
orientations, and we come back to this point in the following
section.
The results reported in Figures 6b, S6a,b, S7a,b, and S8 of

the SI show that one can accurately describe the dynamics of
the ensemble after the pulse is over by numerically solving the
TDSE for the 5 molecular singular vectors, Um, instead of the
800 needed for an averaging over the initial random
orientations. This represents a considerable saving of computer
time and storage. One only needs to propagate and store these
800 random oriented initial vectors during the pulse, for a
dozen of femtoseconds or so. The accuracy of the SVD
propagation can be set by fixing a threshold for the recovery.
For a threshold of the order of the accuracy of the numerical
integration of the TDSE, one gets essentially ‘exact’ results, as
seen already in Figure 6b. Setting a larger threshold inevitably

Figure 5. Orientation distribution on the unit sphere of the square modulus of the V vectors of the 4 largest principal components. V1 (a) is
uniformly distributed over all orientations. V2 (c) and V3 (d) are oriented along y and x respectively to account for the excitation of the Π states
while V4 (b) is oriented along z and accounts for the excitation of the Σ excited states. The color code on the rhs is common to V2, V3, and V4. The
V vectors are normalized to 1. V5, which is oriented along z as well, corresponds to a more minor principal component. It is shown in Figure S5.

Figure 6. (a) Absolute value of the emission dipole moment, |μ(t)|,
computed for the exact averaging over 800 random orientation for the
exciting 2 fs deep UV (4.35 eV) pulse. (b) Relative error on μ(t)
computed for an increasing number of principal components as
indicated.
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introduces small errors in the populations of the electronic
states. Another measure of the error is to use the Frobenius
distance between the ‘exact’ density matrix obtained from
averaging over 800 random initial orientations and the one
recovered by propagating a small number of Um vectors. The
Frobenius distance provides a measure of the error for the
entire density matrix, and not only for its diagonal matrix
elements as is provided by the difference in the trace, ΔNmin(eq
16). The Frobenius distance is plotted in Figure S9 on a log
scale at t = 18 fs for an increasing number of principal
components. Its distance is of the same order of magnitude as
ΔNmin(eq 16) (Figure 3a) and of the error of on time-
dependent dipole, μ(t), (Figure 6a) and decreases in a similar
way with increasing the number of principal components
included to recover the density matrix.
The expansion in terms of principal components, eq 18, is

exact when all of the No principal components are included.
Otherwise, the SVD theorem19 states that including more
singular values in the expansion will improve the fit or, at
worst, not change it. Therefore, in the absence of a benchmark
as in the example discussed above, one can readily determine
the desired accuracy threshold by increasing the number of
singular components used for propagating the TSDE after the
pulse, based on the analysis of the magnitude of the singular
values and the error on the trace of the ensemble (Figures 3b,
S8, and S9) at the end of the pulse, here at 18 fs.
To illustrate further the power of the method, we now

discuss the results for a second exciting pulse, with a slightly
higher carrier frequency (5.17 eV) so that the higher Σ and Π
states are accessed with similar weights. In this case, we only
ran the dynamics for the 800 initial random molecular
orientations until 18 fs, when the pulse is over. After the
pulse was over, the propagation was carried out by integrating
the TDSE using a few principal molecular singular vectors, Um,
eq 17.
We illustrate the convergence process of using an increasing

number of principal components for the propagation of the
pulse after 18 fs in Figure S10a,b (normalized σm2 singular
values and errors on the populations), and S9 (Frobenius
distance) of the SI. Similarly to the previous example, Nmin = 5
σm2 suffice to converge the SVD description of the ensemble
dynamics.
The localization of the Um vectors on the grid and on the

electronic states at 18 fs is shown in Figure S11. As in the
example for the pulse with a lower carrier frequency (Figure 4),
U1 is localized on the GS. For the higher carrier frequency, U2
is localized on the manifold of excited Σ states, Σ2, Σ3, Σ4, and
U3 and U4 on the x and y components of Π1 and Π3
respectively. Correspondingly, V1 is uniform, V2 is localized
along z, and V3 and V4 are localized along y and x, respectively;
see Figure S12a−d. Note how for this exciting pulse, σ2, σ3, and
σ4 are essentially equal. The small fifth singular component is
localized on the excited vibrational states of GS (U5) and
oriented along z (V5).
The dynamics of the population transfer as well as the total

emission dipole, μ(t), computed by propagating the Um
vectors, are plotted in Figure 7 for 5 σm values and compared
to the exact average over 800 orientations until 24 fs. We give
in Figure S13 the differences between the values of the dipole
computed for 5 σm, 10 σm, and 15 σm. One can see that the
value is essentially converged for the range of 5 σm. In Figure
7a, one sees a small population transfer between the Π2 and
the Π3 states, which are coupled by NAC at the exit of the FC

region, while there is extensive population transfer between the
states of the Σ manifold. Note how the time dependence of the
emission dipole (Figure 7b) is different from that shown in
Figure 6a for a 2 fs pulse with a different carrier frequency. The
fast oscillations with a period of ≈ 2 fs are those of the
electronic coherences between Π1 and the Π3 states (quasi-
degenerate with the Π2 in the FC region). However here, they
are modulated by the slower ones (≈ 10 fs) which correspond
to the electronic coherences between the excited Σ manifold.
Dynamics of the Vibrational and Electronic Coher-

ences of the Ensemble. Figures 6a and 7b show that the
total emission dipole μ(t) averaged over an ensemble of
molecular orientations oscillates with the periods of the
electronic and vibrational coherences. However, not all types
of electronic coherences survive the orientation averaging. Eqs
7 and 9 show that only the electronic coherences between
electronic states that contribute to the same molecular singular
vector, Um, survive the orientation averaging. This means that
there will not be electronic coherences between Σ and Π states
in an ensemble of randomly oriented molecules, unlike when a
superposition of Σ and Π states is built by exciting oriented
LiH molecules with a pulse that has a polarization direction in
the (x, z) and in the (x, y) plane of the molecular frame,5,26 see
Figure S14a−c. In the ensemble of randomly oriented
molecules, the Σ−Π coherences average out: only the Π−Π
and Σ−Σ electronic coherences are present. They are plotted
in Figure 8a,b respectively for the dynamics induced by the low
4.35 eV frequency 2 fs exciting pulse (see Figures 1, 4, 5, and 6

Figure 7. Populations (a) and emission dipole, |μ(t)|, eq 20, (b),
computed for the excitation by the 2 fs deep UV 5.17 eV pulse. In
panel (a), the exact averaging over 800 initial random orientations is
plotted in full lines up to 24 fs. For later times, the approximate values
computed by the propagation of 5 Um vectors using the TDSE (eq
17) are shown as dotted lines, starting at 18 fs. In panel b, the same is
done for the full time-dependent dipole, |μ(t)|.
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above) and in Figure 8c,d for the higher frequency one (see
Figures 7, S11, and S12 of the SI). There is a rich dynamics of
the Σ−Σ coherences that is modulated by the NAC coupling,
with electronic coherences between specific electronic states
dominating the dynamics over different time ranges. The Π−Π
coherences are much more regular since there is only a weak

NAC coupling between the Π3 and the Π2 states. The Π3−Π2
NAC leads to a small population transfer to Π2 in the 20−50 fs
time range and a Π2−Π1 electronic coherence that does not
vanish because the wave packets are moving on very similar
dissociative potentials. The Π3−Π1 vanishes at around 50 fs
because Π3 is bound (see Figure S1) but Π1 is dissociative. A
slow beating Π3−Π2 electronic coherence is clearly visible in
Figure 8c which also vanishes because Π1 is dissociative. The
Σ−Σ and Π−Π electronic coherences govern the emission
dipole (eq 20) which does not exhibit periods corresponding
to Σ−Π coherences after the pulse; see Figures 6a and 7b.
Vibrational coherences are also robust with respect to

molecular averaging as can be seen from Figure 9a−h, where
plots of heatmaps of the reduced nuclear density matrix,
ρnuc,mmol (t), eq 8, that correspond to the largest three principal
components, m = 1, 2, 3, are shown for the lower frequency,
4.35 eV, exciting pulse. Two times are shown, the time t = 18
fs, at which the SVD analysis is carried out after the pulse and t
= 50 fs at the end of the region of strong NAC interactions
between the Σ states (see Figure 1b for the population
dynamics and Figure 4 for the localization of the largest
principal components), which induces more complex patterns
in the heatmap (Figure 9f) of the third principal components
localized on Σ states than on the second principal component
localized on Π states, see Figure 4 above.
The same overall behavior is recovered for the higher

frequency exciting 2 fs pulse; see Figure S15a−j. The difference
is that one can identify the effect of the ∏3−∏2 NAC
coupling in the heatmap of the ρnuc, mmol (t) for the third principal
component.

Figure 8. Time-dependence of the electronic coherences for the
ensemble of randomly oriented molecules. (a, b) Dynamics induced
by the lower frequency 4.35 eV exciting pulse. (c, d) Dynamics
induced by the higher frequency 5.17 eV exciting pulse.

Figure 9. Heat maps of the real part of the reduced nuclear density, ρnuc,mmol (t) m = 1,2,3, eq 8, computed at 18 fs (left column) and 50 fs (right
column) for the lower carrier frequency (4.35 eV) exciting pulse. (a, b): Largest principal component, m = 1, that is localized on the GS. (c, d):
second largest, m = 2, localized on the Π1 state. (e, f) third largest, m = 3, localized on the Σ states (see Figure 4).
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■ CONCLUSIONS
Our SVD-based method allows for accurately describing the
dynamics of the coherent excitation of an ensemble of
randomly oriented molecules by a broad, energy ultrashort
pulse that encompasses several electronic states. It shows that
rather few singular vectors are sufficient to represent the
ensemble of orientations of attosecond excited molecules. For
excitations by the reasonably strong 2 fs pulses used in the
numerical examples (3.51 1012 W/cm2) the number of singular
orientations is nevertheless larger than the 3 Cartesian
orientations expected in the linear regime. Equally noteworthy
is that fewer than the expected singular vectors are sufficient to
represent the ensemble of excited electronic states. Even
beyond that, note the stereodynamics: there is a 1:1
correspondence between the two sets of singular vectors.
Each dominant orientation is thereby associated with its own
coherent set of excited electronic states. Our derivation and
numerical examples show that electronic coherences within the
coherent state associated with a specific molecular orientation
of the ensemble are robust with respect to orientation
averaging, while those between electronic states belonging to
coherent states that correspond to different principal
orientations are washed out by the orientation averaging.
From a numerical point of view, the SVD provides a storage
and computer time-efficient approach for studying the
dynamics of coherently excited randomly oriented molecules.
Future work will address multiphoton photoexcitation by
stronger (with peak intensity in the range 1013−1014 W/cm2)
few-cycle NIR pulses as well as the excitation of nonlinear
molecules for which it is expected that a few additional
principal orientations will be required for describing the
dynamics of an ensemble of initially randomly oriented
molecules.
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Section S1: Singular value decomposition of the density matrix in the sudden 
approximation 
 
In the sudden approximation for the photoexcitation, i.e. a one photon transition at  when the 

pulse is maximum, Eq. (4) of the main text, and restricting the dynamics to the excited states, 

the initial amplitudes at each point of the nuclear grid in each excited state can be factorized as 

the scalar product of the orientation of the electric field, , and the transition dipole moment 

from the ground electronic state  : 

  (S1) 

Then each element of  are given  

 

where  for an ensemble of random orientations. In that particular case, 

 is given by  

  (S2) 

where the ((Ne-1)xNg) x 3 matrix  is the matrix of the cartesian components of 

transition dipole between the GS and the excited states at each grid point.  is 

independent of the polarization direction of the electric field of the pulse for an ensemble of 

randomly oriented molecules. It can only have 3 principal components oriented along the three 

cartesian axis of the molecular frame.  

In the case of a sudden process, the matrix  also takes a factorizable simple 

form. A matrix element of  is given by 
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   (S3) 

each matrix element of  will be multiplied by the same number which is the total 

oscillator strength. Using the No x 3 matrix e of the Cartesian components of the orientations 

, defined above 

   (S4) 

  will therefore have 3 principal components oriented along the three cartesian axis. 

It is not diagonal because the scalar product  can be very close to 1. 

 
  

ρoo '
orien texc( ) =

gi=1

Ne−1Ng

∑ cgi
o( )* cgio ' =

gi=1

Ne−1Ng

∑ êo
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Figure S1: Potential energy curves of the 6 lowest Σ	and the 4 lowest Π electronic states, 

adapted from ref [1]. Right: Orientation of the LiH molecule in the Cartesian molecular frame. 
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Figure S2: Selected electronic dipole curves for the  manifold (along z) a) permanent b) 

transition, c) and d)  manifold  permanent (along z) and transition (along x) respectively, 

adapted from ref. [1]. The values for the y components of the  are identical. 
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Figure S3 : Selected NAC curves a) Ground state to  excited states at short distance. b) 

Between  excited states,  c) Between  excited states, adapted from ref.[1]. 
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Figure S4. Long time dynamics in LiH for the two components of the Π! state computed for 

the 4.35eV-2fs exciting pulse, average over 800 initial random orientations. See Figure 1b for 

the details of the population in the  excited states. 

 
Figure S5. Localization of the V5 orientation on the sphere. It is oriented along z and localized 

on excited state of the GS (see Figure 4). Computed at 18 fs for the 4.35 eV – 2fs exciting 

pulse. 
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The relative error for the population of the GS and of the  state computed as an exact average 

over the 800 orientations or by the SVD propagation of the 5 largest principal components is 

of the order 10-4 percent (Figure S6a), which can be understood from the fact that 4 among the 

5 principal values retained for the SVD propagation localize on these states. For the manifold 

of , ,  and (Figure S6b), the error is larger, of the order of a tenth of percent, which 

again can be understood from the fact that the population in those states is only ≈ 100 times 

larger than the threshold (10-5) fixed to recover the trace of the ensemble density matrix and 

that only one singular component, the fourth one, accounts for the dynamics of the populations 

in the excited Σ	manifold. The largest error is made when the non adiabatic coupling is strong 

between the excited Σ	states. For completeness, we show in Figure S7 that the populations 

computed by the two methods cannot be distinguished to reading accuracy. 

 
Figure S6. Relative errors on the populations of the GS and Π! states computed as an exact 

averaging over 800 initial orientations or by propagating the Um vectors of the 5 largest 

principal components. The plot of the populations is shown in Figure S6. Figure S7 of the SI 

shows the error on the populations at 18 fs computed for 5, 8 ,10, 12 and 15  respectively. 
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Figure S7. Comparison of the population in the electronic states for the excitation by the 4.35 

eV – 2fs pulse, obtained by averaging the 800 randomly oriented initial states (full lines-full  

circles) and those computed using the five largest principal components of the SVD analysis 

(dotted lines, crosses). a) population in the two components of the Π! state and the GS. b) 

population in the manifold of Σ excited states. 
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Figure S8: Error on the populations in the excited electronic states for excitation by the 4.35 

eV- 2fs pulse computed at 18fs for an increasing number of principal components as indicated.  

 
Figure S9 : Frobenius measure of the difference between the density matrix average of 800 

initial orientations and the density matrix recovered with in increasing number of singular 

values computed at 18 fs, after the exciting pulse is over, for the two 2fs pulse used here with 

carrier frequencies of 4.35 and 5. 17 eV respectively. The Frobenius distance drops faster for 

the 5.17 eV pulse, with a gap at  . This pulse excites more commensurate populations in the 

excited   and   manifolds. The Frobenius distance is computed as 
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Figure S10. a) The normalized singular values, 𝜎"# /𝑁$ , (right y axis) and  (right axis) at 

t =18 fs, computed for the excitation of LiH by a 2fs deep UV pulse with a carrier frequency 

of 5.17 eV. Note the two breaks in the magnitude of the singular values, one between m=4 and 

m=5 and one between m=8 and m=9. The same break is obtained for the Frobenius distance 

shown in Figure S9. b) Relative error on the populations computed for 5 .  
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Figure S11: Heat map of the localization of the square modulus of the Um vectors, m =1 to 4, 

for the dynamics induced by the 2fs deep UV (5.17 eV) pulse at t = 18fs, when the pulse is 

over.  
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Figure S12. Heat map of the square modulus of the Vm orientation singular vectors that 

correspond to the four largest singular values computed at 18fs for an excitation by the 5.17 

eV.  

 
Figure S13. Convergence of the value of the time-dependent dipole, 𝜇(𝑡), for increasing 

number of principal components included in the propagation as indicated. 
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Figure S14. The  electronic coherences that appear when the polarization direction of 

the pulse is in the (x,z) plane of the molecular frame for oriented molecules as shown in Figure 

S1. a) Electronic coherences between the GS of  symmetry and the excited  states. b) 

electronic coherences between the GS and the  states. c) Electronic coherences between 

excited  and  states. Not shown are the coherences within the manifold of excited  states 

and within the manifold of the excited  states. 
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Figure S15: Heatmaps of the reduced nuclear density matrix,  (Eq. (8) of the main 

text), for the 3 largest principal components of the ensemble dynamics induced by the higher 

frequency (5.17 eV) exciting pulse, computed at 18 fs (when the pulse is over), and 40 fs and 

50 fs where there is a strong NAC coupling between the  and the  states. Top row, m =1, 

localized on the GS, panels a),d),h). Medium row m=2, localized on excited  states, panels 

b), e), i). Bottom raw, m=3, localized in  states, panels c), f) and j). See figure S11 above. 

Note the effect of the NAC on the vibrational coherences of the third principal component, 

localized on  states, at 40 and 50 fs. 
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Chapter 7 Perspectives  
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7.1 Perspectives on the modeling of mechanochemistry 
At the time we leave the MECHANOCHEM project, there is still much to do, and that can be 
achieved. First, we expect to publish a joint experimental-modeling paper with the findings 
obtained by our partners from the NANOCHEM group with whom we worked closely. We have 
theoretically characterized the response of the furan/maleimide adducts to the external force and 
reported a switch of mechanism from the thermal concerted to a sequential one with a diradical 
intermediate (1). In the lab, they have also advanced greatly regarding the chemistry of the 
polymers used to embed the mechanophore and the chemistry of its anchoring to the tip and the 
surface. They have also obtained experimental results on the rupture under force.  
 
From the theoretical point of view, we complemented our published study with ab initio steered 
molecular dynamics (AISMD) simulations that allow us to assess the dynamics of the response of 
the polymer to a constant external force applied from fixed pulling points in the lab frame. As we 
explained in Chapter 3 Section 3.1, this approach of simulating the external force has the advantage 
that the force is not constrained to the pulling direction between the edges of the polymer. Instead, 
it can be defined from two arbitrary points in space, thereby reflecting more accurately the action 
of the tip of the AFM cantilever when it grabs the polymers attached to the surface, closer to  the 
experimental set-up. Moreover, this approach allows probing the effect of the force on the overall 
rotational motion of the system, to which a significant part of the energy coming from the force 
can be funneled. Such a dynamical approach turns out to be very promising to elucidate the change 
of mechanisms that can be induced by the force and nonstatistical effects. (2) 
However, methods to simulate the dynamics on realistic timescales comparable to the experiments 
need to be developed. I summarize below the findings obtained in both directions.  
 
Preliminary studies (Figure 7.1) suggest that the forces needed to observe the breaking of 
furan/maleimide adducts can be reduced by ~ 1 nN compared to what we report with the CoGEF 
and EFEI static methodologies. This is understandable since the latter considers the reaction path 
where the system is always at its equilibrium position, which means the kinetic energy is zero. In 
reality, the molecules vibrate around the equilibrium position, so rather than a single geometry and 
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a single reaction path, we should consider an ensemble of trajectories, each starting with different 
velocities and geometries to account for the statistical nature of a sample at room temperature. 
AISMD allows the simulation of the time evolution of the polymer in the presence of a constant 
external force applied between the cantilever and the surface, much like force-clamp experiments 
in SMFS. These simulations require careful selection of initial conditions to ensure they reflect the 
Boltzmann distribution of velocities at the given temperature of the system, see Chapter 2, Section 
2.2.2.   

 
Figure 7.1. Simulated dynamics of a proximal-endo polymer with 5 PMA units on each side, 
subjected to a 3.0 nN external force using AIMSD. The polymer, initially in its globular equilibrium 
conformation, was stretched in CoGEF until it unfolded with a distance between the methyl carbon 
atoms at the end of the chain equal to 13.2 Å. The lifetimes for both rupture events correspond to 
the time it takes for the molecule to dissociate when the bond distance exceeds 4.0 Å. Therefore, 
these lifetimes by no means reflect the lifetime expected for the molecule to dissociate in the 
experiments, which we give an estimate in our previous publication.(1) Panel a)  shows the time it 
takes to break the first scissile bond, and panel b) shows it for the second scissile bond. The two 
rupture events occur very close together, which challenges the experimental ability to resolve the 
sequential rupture events. 
 
In Figure 7.1, one sees that the rupture mechanism is also sequential in the dynamical simulation. 
The second bond rupture follows the first one very rapidly, making the two events very difficult to 
separate experimentally. Alternatively, an enhanced sampling approach (2) can be employed to 
observe rare events. This enables the identification and tracking of trajectories that are most likely 
to exhibit specific chemical outcomes, such as dissociation or conformational changes. Enhanced 
sampling is particularly useful for verifying experimentally observed phenomena that occur with 
very low probability, and which require sampling a great deal of initial conditions from the 
Boltzmann distribution to be captured in the simulation. By using enhanced sampling techniques 
to filter and select initial conditions that are more likely to evolve toward the desired event, for 
example, those with an activated local mode of interest, we can reduce the number of trajectories 
that need to be computed and analyzed, thus improving the efficiency of the simulation. Enhanced 
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sampling could turn out to be very valuable in providing an understanding of the latest 
experimental SMFS results obtained by our collaborators. 
 
In addition, we propose to scale the computations that we reported in our paper(1) to include an 
increasing number of units of PMA ligands. This will allow us to assess the effect of the chain on 
the reaction and to characterize the mechanism of force transduction (3) from the AFM cantilever 
to the ligand and from the ligand to the mechanophore. To successfully implement this step, it is, 
however, necessary to simplify the electronic structure computations: it is not feasible with the 
actual computational resources to treat accurately quantum mechanically large systems such as the 
polymers bearing the mechanophore in the center.  We have carried out preliminary studies to 
benchmark several computational methodologies that would allow us to scale the computations of 
the furan/maleimide system to include the PMA chains. From this work, we could reproduce the 
force response measure with CASSCF and UDFT levels using the semiempirical DFTB built-in 
Amber (4-6) and semiempirical xTB (7, 8) that is implemented in TeraChem (9). Both software 
are currently available in the group. However, at this level, there is still a limit to the polymer size 
that can be treated in the computer. To simulate very large systems that could be potentially closer 
to the reality of the SMFS experiments, one would need to employ a force field such as those that 
have been developed in molecular biology that allows the study of the dynamics of 
macromolecules like proteins, lipids, and complex membranes. The AMBER (10, 11), CHARM 
(12, 13), and GROMOS (14, 15) force fields are some of the most used, and applications are 
extensively reported in the literature. This MD approach was used in our group in the work of 
Barbara Fresh et al. (16), who studied the interaction between DNA fragments and small binders, 
highlighting the important influence of dynamical changes in the DNA double-helix on the 
thermodynamics of the molecular recognition process, already in collaboration with the 
NanoChem group. 
 
A force field description of the potential energy surface will significantly reduce the computational 
cost since it bypasses electronic computation at each time step and uses a parametrized potential 
energy surface. However, bond breaking cannot be described accurately with a force field 
potential, which limits the range of force values that can be applied. The MD approach using force 
fields presumably allows reaching the nanosecond time scale in the simulations, which is more 
realistic when compared to experimental results. In addition, we could also include explicitly 
solvation effects by creating a cubic or octahedral solvent box and equilibrating the polymers 
inside. Figure 7.2 shows a proximal-endo mechanophore with 5 units of PMA on each side that 
has been equilibrated in a box of N-dimethylformamide, the solvent used in the SMFS 
experiments. As we can see, the whole system is quite large (23123 atoms), and using Amber, we 
can run molecular dynamics simulations in a reasonable amount of time, especially since this 
software is heavily optimized to work on graphics processing units and many of its critical modules 
support MPI parallelization. 
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Figure 7.2: System of a 5-units PMA polymer with the proximal-endo mechanophore in the middle, 
equilibrated in a DMF solvent box using the Amber molecular dynamics package. Panel a) shows 
the whole system, highlighting the atomic composition. The polymer is located at the center of the 
box but is not clearly visualized. Panel b) displays each solvent molecule in green, helping to 
distinguish the polymer, which is shown in gray and highlighted within the black circle. 
 
The effect of the external force can be simulated in Amber using the Steered Molecular Dynamics 
(SMD) approach, where the external force is applied through a virtual damped harmonic spring to 
one terminus of the polymer while the opposing end is fixed in space. The force is time-dependent 
and can be correlated to conformational changes in the system. SMD can be used to simulate 
constant-velocity pulling of the polymer, which is commonly done in SMFS and will allow us to 
obtain force-extension profiles that are closer to the experimental measurements. The non-
equilibrium work performed on the system during the SMD simulation can be related to the 
potential of mean force (PMF), which describes how the free energy changes with respect to the 
pulling coordinate. The PMF is computed from the exponential-Boltzmann-weighted average (17, 
18) of the non-equilibrium work performed on the system when transitioning from state A to state 
B: 
 

𝑃𝑀𝐹 = 𝐺! − 𝐺" = −
1
𝛽 ln

+𝑒#$%!→#-
"

(7.1) 

 
In Equation 7.1, PMF is the potential of mean force. 𝐺! and 𝐺" are the free energies of the final 
state (B) and the initial state (A), respectively. The factor 𝛽 = 	1 𝑘!𝑇⁄ 	where 𝑘!is the Boltzmann 
constant, and 𝑇 the temperature. 𝑊"→! is the work performed from a given path 𝛾 from A to B.  
 
We have already benchmarked the SMD method by carrying out two simulations of pulling the 
Pendo polymer at different speeds of the cantilever (see Figure 7.3). In these simulations, we 
stretch the polymer but the forces that are developed cannot induce the bond rupture. The scissile 
bonds are stretched up to ~ 1.7 Å in both cases as can be seen from the histograms in Figure 7.4. 
However, we observe an effect of the rate of pulling on the response of the polymer. Namely, the 
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trend is that the slower the pulling rate is, the more time the system has to relax the energy 
transferred by the force, which leads to a more adiabatic process. In such circumstances, other 
effects might come into play; for example, interactions with solvent and other external molecules 
can affect the course of the furan/maleimide reaction. As we increase the pulling speed (100 
Ang/ns), there is less chance for the system to relax, and it will be kept out of equilibrium as the 
force is maintained continuously. This does not necessarily mean that the force will do a better job 
at targeting the scissile bonds. Figure 7.3b shows that the potential of mean force (PMF) is 
relatively high at a pulling rate of 100 Ang/ns compared to the slower speed. This suggests that the 
system has to overcome a significant energy barrier to change the configuration, which can be 
thought of as a sign of stiffness or resistance to deformation. This behavior can be understood since 
the higher rate means the system has less time to explore all possible, stable configurations during 
the relaxation phase. Figure 7.4 shows the histograms of the bond lengths for the two pulling rates. 
One sees that they are very similar, which can be explained by the fact that, in the simulations, the 
forces are insufficient to excite or activate the bonds significantly. Instead, the polymer undergoes 
unfolding while the bonds in the carbon skeleton oscillate around their equilibrium distances, as 
governed by the equilibrium distribution of bond lengths. 
 

 
Figure 7.3: Constant velocity pulling simulations done with Amber using the SMD protocol. We 
observe an effect of the pulling rate in the force and free energy profile profiles, which can impact 
the chemistry developed during the stretching of the polymer. The slower the rate, the more 
adiabatic the pulling becomes, and the system has a longer time to relax and respond to the 
external force. 
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Figure 7.4: Distribution of the bond lengths of the scissile bonds for the 10 Å/ns simulation and 
for the 100 Å/ns simulation. Panels a) and b) correspond to the first and second scissile bonds for 
the slow simulation at 10 Å/ns. Panels c) and d) show the distributions for the faster simulation at 
100 Å/ns. The 10 Å/ns simulation has a higher sampling because it has a larger number of time 
steps compared to the faster 100 Å/ns simulation; this explains the difference in the counts. 
 
Relying exclusively on force fields for the theoretical treatment of the molecule has the great 
disadvantage that the bond breaking cannot be modeled. This problem can be solved using a 
combined QM/MM methodology (4), which treats the mechanophore quantum mechanically while 
the rest of the polymer and the solvent (if present) are treated classically. This, however, is 
challenging as we need to define carefully the interface between the quantum and classical regions. 
As evidence of the usefulness of this approach, we show in Figure 7.5 a simulation of two 
proximal-endo polymers at a given pulling rate. One of the polymers has the mechanophore 
symmetrically located in the middle of the chain, while the other has more PMA units on one side 
of the mechanophore than on the other, and thus, it is referred to as asymmetric. 
 
The forces that we observe near the rupture (jump in the curve) are consistent with the values we 
obtain in CoGEF and AISMD. In addition, we observe a difference in the rupture forces for the 
asymmetric and symmetric polymers, which suggests a potential effect of the position of the 
mechanophore within the chain on the mechanical properties of the polymer. 
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Figure 7.5: Force extension profiles extracted from SMD simulations using Amber with a QM/MM 
approach. The mechanophore is treated at the DFTB level, while the rest of the polymer is modeled 
with the Amber GAFF force field. This allows us to observe the bond breaking, and it is a powerful 
method that can be used in future studies. All atoms of the proximal-endo furan/maleimide 
mechanophore and the methyl group connecting the mechanophore to the PMA chains are included 
in the QM part. 
 

7.2 Perspectives on modeling attochemistry 
Electronic coherences are now reliably observed experimentally using pump-probe techniques, 
which track ultrafast dynamics and resolve the time evolution of electronic states in molecular 
systems. Common techniques include Transient Absorption Spectroscopy and Time-Resolved 
Photoelectron Spectroscopy. For that reason, we are working to extend the methodology of the 
vibronic force discussed in Chapter 5 to the analysis of molecular systems with large number of 
dimensions. In this section, we present our most recent findings, where we applied this formalism 
to study an ensemble of randomly oriented LiH molecules, increasing the number of molecular 
orientations taken into account and the CD4+ cation, increasing the number of nuclear degrees of 
freedom. The latter is a polyatomic molecule with several nuclear degrees of freedom, whose 
quantum dynamics was modeled in a 2D grid.  
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7.2.1 Forces arising in an ensemble of initially randomly oriented photoexcited 
molecules. 

In the work discussed in Chapter 5, we have delved into the nature of the intramolecular forces 
that control the motion of the wavepacket in a manifold of coupled potential energy surfaces 
considering an oriented molecule with a fixed direction of the electric field: LiH in Section 5.1.1. 
But we can extend our approach to analyze an ensemble of initially randomly oriented LiH 
molecules. The dynamics can be efficiently simulated with the SVD methodology that we reported 
in Chapter 6. From there, one can obtain the molecular density matrix of the ensemble, Equation 
6.5, by averaging over  the few dominant principal orientations at every time step with negligible 
errors. The forces can then be evaluated afterward using the methodology presented in Chapter 5. 
Figure 7.6 shows the populations and the forces computed for each of the contributing principal 
orientations derived from the SVD analysis of the ensemble of initially randomly oriented LiH 
molecules discussed in our paper (19); see Chapter 6. 
 

Figure 7.6: Analysis of the forces in an ensemble of randomly oriented LiH molecules, studied 
using our SVD scheme. The applied pulse had a carrier frequency of 4.35 eV, strength of 
6.71	 ×	10'(W/cm2, duration of  0.8 fs, and CEP = 0. The top row (panels a, b, c, d) depicts the 
localization of dominant orientations on the unit sphere, corresponding to the four largest 
principal orientations (𝐕𝐢). The 𝜎 values are the singular values squared and normalized by the 
number of orientations, and they represent the contribution of each principal component to the 
ensemble average. The middle row (panels e, f, g, h)  displays the time-dependent populations 
computed after propagating the dominant molecular singular vectors (𝐔𝐢). These must be scaled 
by their respective 𝜎 values to compute the ensemble average. The bottom row (panels i, j, k, l)  
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shows the total force and its components (𝐹* and 𝐹[,,*]) along the 𝐔𝐢(𝒕) vectors. Panels a, e and I 
correspond to the first principal orientation; b, f, and j  to the second;  c, g, and k  to the third; 
and d, h, and l to the fourth. 
 
To carry out the SVD, a rectangular matrix 𝐀 = [𝐜' 𝐜( … 𝐜/00] is built. It is composed of the 
coefficients of the wavefunctions at the end of the pulse, corresponding to each orientation sampled 
on the unit sphere; see Equation 5.14 above. The SVD leads to four principal directions of the 
field, which are linear combinations of the whole set of orientations and carry ~ 99.9 % of the 
information on the state of the ensemble. The first principal component is uniformly distributed 
over all orientations on the sphere resulting in a zero net electric field on average and thus 
corresponds to almost no excitation of the molecules. The only state that is populated is the GS, 
although there is very little population (~	10#1) in the other ∑ states because the number of points 
sampled on the sphere is finite. Thus, the first principal orientation essentially captures the motion 
of the wavepacket on the ground state. It can be seen from the forces that the major contribution 
comes from the force term 𝐹*, which oscillates with a period of ~ 25 fs caused by the beatings of 
the wavepacket in the well of the GS (see Figure 5.4). The force term 𝐹[,,*] is due to coherences 
between the wave packets on the excited states, particularly ∑1, and the GS. It revives every 80 
fs, which is the fingerprint of the period of the beatings of the WP on the well of ∑1. 

 
Figure 7.7: a) Electronic potential energy surfaces for the LiH molecule reported in (20). The ∑ 
states are shown with continuous lines, while the ∏ states are shown with discontinuous lines. b) 
LiH in a system of coordinates with the origin at the center of mass. The molecule is oriented along 
the Z axis, with the Li atom pointing towards Z+. 
 
The second and third principal orientations in Figure 7.6 have very low and degenerate singular 
values. This is because, for these pulse parameters, the excitation to the excited states is very weak, 
which results in a low population. The 2nd and the 3rd principal orientations correspond to 
orientations along the Y and X axes, which favor transitions to the excited states that localize the 
electron density in the excited ∏ electronic states in regions that do not include the internuclear 
axis in LiH. The ∏ states are doubly degenerate and have two components: the ∏y states are 
selectively excited with pulses oriented along Y that are accounted by the second principal 
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component. In contrast, the ∏x states are accessed with pulses polarized along the X axis, as 
indicated by the third principal component. The lowest state ∏1 carries ~ 99 % of the excited 
population in the π manifold. ∏2 and ∏3 have little population and interact by NAC in the FC 
region. The ∏ states are not bound; when they are populated, the wavepacket tends to spread and 
evolve towards larger internuclear distances. Consequently, the force term 𝐹* decays as soon as 
the wavepacket departs from the FC region because the potential energy surface becomes 
essentially flat (no gradient) in the case of states ∏1 and ∏2. In the case of state ∏3, it can be seen 
from Figure 5.4 that it has a more pronounced well, but this state is coupled by NAC to ∏2, so the 
population will be transferred to ∏2, favoring the dissociation mechanism.  The term 𝐹[,,*] is 
nonzero only at the beginning of the dynamics and due to the non-adiabatic interactions and 
coherences between ∏2 and ∏3 states. Finally, the fourth principal direction corresponds to an 
electric field oriented along the Z axis of the molecule, which coincides with the internuclear 
distance axis. Therefore, it describes the excitation to the excited states of ∑ symmetry. This 
principal component also has a very low contribution to the whole dynamics of the ensemble, as 
signaled by the small weight. The populations show the rich nonadiabatic dynamics among this 
manifold of excited states. The most populated states are ∑2, ∑1, ∑4, and ∑3, in that order. The 
states ∑2, ∑3, and ∑4 are coupled by NAC in the FC region; this can be observed in the dynamics 
as they exchange population in the  40 fs that follow the end of the pulse. There are strong 𝐹[,,*] 
forces when these nonadiabatic interactions take place, and the 𝐹* force shows the beatings of the 
wavepacket on the wells of ∑1 and ∑2. 
 
The electronic states are grouped per symmetry in the SVD representation, with the manifold of ∑ 
states associated with an orientation of the field parallel to the Z axis and orientations along X and 
Y that correspond to the excitation to ∏x and ∏y states, respectively. Consequently, the electronic 
coherences among states of different symmetry (∏ vs ∑) are washed out after the averaging over 
the principal orientations and only those that arise between electronic states that contribute to a 
given principal orientation are robust. Figure 7.8 shows the electronic coherences among ∏-∏ and 
∑-∑ states as a function of time. 
 

 
Figure 7.8: Electronic coherences that are robust to the orientational averaging are those 
established among the electronic states that contribute to a given dominant principal component 
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of the orientations. A) Electronic coherences among the ∏ manifold and B) among the ∑ excited 
states. 
 
Figure 7.8a shows there is a significant electronic coherence among ∏1 and ∏3 states at the 
beginning but they vanish rather quickly as the wavepacket moves away from the FC region after 
the interaction with the pulse. The coherences between ∏1 and ∏2 states follow a different trend, 
being very small at the beginning but rising at around 20 fs and remaining constant afterward, 
reflecting the role of the NAC coupling that leads to a transfer from ∏3 to ∏2. The coherences 
between the ∑ excited states similarly reflect the role of the NAC between excited ∑ states and 
exhibit a more complex behavior in time, as shown in Figure 7.8b. They have a larger magnitude 
during the first 40 fs, particularly the coherence ∑1∑2 (blue curve), which also shows the 80-fs 
period due to the revival of the population in the well of ∑1. 
 
The next section discusses how this approach can be extended to a more complex multidimensional 
molecule, such as the methane cation. 

7.2.2 Forces mediating the ultrafast stereo dynamics in the Jahn-Teller 
rearrangement of CD4+ 

The neutral methane molecule has a Td equilibrium geometry. Sudden ionization of the neutral 
methane molecule produces a cation in the Td geometry, but the latter is unstable for the cation 
and gets distorted quickly, within 5 fs, due to the Jahn-Teller effect. This ultrafast rearrangement 
of the cation is modulated by strong nonadiabatic couplings in the FC region of the Td geometry, 
where the three lowest electronic states of the cation are degenerate. 
 
Broad-in-energy attosecond XUV pulses can photoionize the neutral molecule CD4+ from its 
ground electronic state to a coherent superposition of the three lowest electronic states of the 
cation. The non-equilibrium electronic density resulting from the photoionization is the driving 
force behind the Jahn-Teller rearrangement of the molecule. 
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Figure 7.9: Adapted from (21). 2-dimensional potential energy surfaces in the FC region of the 
neutral Td molecule. The cation undergoes Jahn-Teller distortion to lift the triple degeneracy of 
its three lowest electronic states, thereby stabilizing the molecule. With a broad XUV pulse, a 
coherent superposition wave packet of the cation is obtained. 
 
At the Td geometry, the three electronic states D0, D1, and D2 of the cation are degenerate. The 
potential energy surfaces around the Td singularity are plotted in Figure 7.9 for the two nuclear 
coordinates defined to describe the first 50 fs dynamics.(21) In D0 the cation is stable either in a 
C2v or D2d configurations, which are the minima that define the wells in the green surface of Figure 
7.9, with C2v being the equilibrium geometry. The two relaxation pathways compete. In addition, 
a seam of C3v conical intersection D0/D1 is localized in the vicinity of the Td configuration. In D1, 
there are three minima localized close to the D0/D1 seams. In D2, the potential has a parabolic 
shape and a minimum around the Td geometry; this state transfers its population to the lowest states 
due to strong non-adiabatic couplings. These features of the potentials explain the rich vibronic 
wave packet dynamics once it is created in the unstable Td configuration of the cation by 
photoionization from the neutral GS. 
 
We investigated the ultrafast, non-adiabatic dynamics of the coherent wavepacket of the deuterated 
CD4+ cation formed after sudden photoionization of the neutral molecule to a superposition of the 
three lowest states of the cation. The attopulses used in the experiments correspond to the 13th 
harmonic (~ 800 nm) of the IR laser pulse used to produce the high harmonics. 
 
To simulate the quantum dynamics, we use a grid-based discrete variable representation of the 
wavefunction as in the case of LiH. But, because methane is a polyatomic molecule with six 
nuclear degrees of freedom, it is necessary to reduce the number of nuclear dimensions to a more 
manageable 2D case. This was done in the work of Goncalves et al (21) where the potential energy 
surfaces, dipoles, and non-adiabatic couplings were precomputed in a grid of two nuclear 

D0 
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coordinates 𝑞' and 𝑞( which are linear combinations of cartesian displacements. −𝑞' + 𝑞( points 
to the C2v minimum of the GS cation while 𝑞' − 𝑞( points to the D2d minimum. 
 
The expression of the Hamiltonian for the CD4+ cation is given below  
 

𝐇23,43$ =	−
1
2𝜇 𝐓23,43

$𝛿24 + 𝐕23,43$𝛿24𝛿33$ + M
1
𝑖 𝛕23,43

$𝛿33$P ⋅ 𝐩433$ (7.2) 

 
In Equation 7.2, the indices 𝑖, 𝑗 run over the three lowest electronic adiabatic states, D0, D1, and 
D2, while the indices 𝑔, 𝑔′ span the nuclear coordinates. 𝐓23,43$ and 𝐕23,43$ are the matrix elements 
of the nuclear kinetic energy and the electronic potential, respectively. 𝜇 is the reduced mass of 
the system. 𝛿24 is the Kronecker delta function, which helps to capture the correct form of the 
matrices. The kinetic energy is represented using finite differences, which leads to a band matrix, 
diagonal in electronic states (𝛿24). The potential energy is diagonal in both electronic (𝛿24) and 
nuclear coordinates (𝛿33$). The third term accounts for the entanglement between electrons and 
nuclei due to nuclear motion: 𝛕23,43$ represents the matrix elements of the non-adiabatic coupling 
matrix, which is diagonal on nuclear coordinates and off-diagonal in electronic coordinates. 
𝐩433$ =	−𝑖∇433$ is the momentum operator expressed in matrix form using finite differences. 
 
The Hamiltonian (Equation 7.2) describes the dynamics after a sudden photoionization process. 
This approximation is justified by the short duration of the XUV pulse and the fact that it is weak, 
allowing the absorption of a single photon only. It assumes that the photoionization is 
instantaneous and occurs at the maximum of the electric field of the XUV pulse. In these 
conditions, the amplitudes of the initial wave packet on each state, D0, D1, and D2,  of the cation 
are given by the computed photoionization matrix elements from the ground vibrational state of 
the neutral, which defines the Franck-Condon region to the excited states, see ref. (21) and Chapter 
2, Section 2.2.3.3 for the Franck-Condon approximation. Our approach, which is different from 
using a Wigner distribution (Chapter 2, Section 2.3.2), provides the amplitudes of the initial wave 
packet on each excited electronic state of the cation. It allows us to build a coherent superposition 
of electronic states, thereby accounting for the electron-nuclei entanglement in the initial state of 
the cation. 
 
In addition, the random orientations in the ensemble of molecules were captured by SVD analysis 
in a similar way as outlined in Chapter 6 for LiH. To account for this effect, the quantum dynamics 
is averaged over an ensemble of random orientations of the electric field. 
 
As opposed to the ethylene cation simulation (Chapter 4), in CD4+, the initial state is not 
represented by a Wigner distribution. Instead, it is directly determined by the photoionization 
amplitudes. To define the initial quantum state, the theoretical photoionization amplitudes for the 
range of molecules falling on the FC region on the 2D grid were computed. Then, the amplitudes 
of the initial state of the cation are obtained by weighting the amplitudes of the neutral GS 
wavefunction with the photoionization cross sections and renormalizing. The photoionization 
amplitudes are defined for each point of the 2D grid, 𝑔, in the electronic state 𝑖, and for each 
orientation of the field 𝑚 as follows  
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𝑐235 = 𝑐67,389:;Z𝜌(𝜖)�̂�5 ⋅ 𝐝2,3< (7.3) 
 
Where 𝑐67,389:; are the amplitudes of the neutral vibrational ground state, 𝜌(𝜖) represents the density 
of photoelectron states for a given kinetic energy of the photoelectron computed at grid point 𝑖𝑔, 
and  �̂�5 = 𝐄5/|𝐄5| is the polarization of the electric field of the ionizing pulse. Finally, 𝐝2,3<  is 
the computed transition dipole from the GS of the neutral to the continuum of the 𝑖;=	electronic 
state at grid point 𝑔 integrated over the solid angle Ωe . It is expressed more clearly in Equation 7.4. 
 

𝐝2,3< = √2g𝑑Ωe g𝑑𝐫𝜙67#23
>?@A8(𝐫)𝐫𝜙<,BC

D=A;A9E(𝐫) (7.4) 

 
In Equation 7.4, 𝜙67#23

>?@A8 is the effective one-particle Dyson orbital describing the ionization 
transition from the neutral N electrons wavefunction to the cation with N-1 electrons. The norm of 
the Dyson orbitalis a qualitative measure of the ionization probability to a given channel. 𝐫 is the 
electronic coordinate and 𝜙<,BC

D=A;A9E is a plane wave representing the state of the photoelectron. 
 
In the study of the methane cation non-adiabatic dynamics, a mixture of 8000 initial states was 
generated, each corresponding to the ionization of the neutral molecule with the electric field of 
the pulse polarized along a different orientation �̂�5. The 8000 orientations are sampled randomly 
and uniformly on the unit sphere, as we explained in Chapter 6. The same SVD methodology that 
we used before to study the ensemble of randomly oriented LiH molecules can be applied to 
determining the principal orientations of the electric field of the ionizing pulse in the methane case. 
The rectangular matrix 𝐀 contains the initial states 𝐜5 computed for each orientation 𝑚 according 
to Equation 6.2. However, when performing SVD, only three principal orientations are found. This 
result can be proved analytically and is a consequence of the sudden approximation made for the 
interaction of the molecule with the pulse, which prevents any coupling between the molecular 
and orientational degrees of freedom during the pulse as we saw in the case of LiH where the full 
interaction term was included explicitly in the Hamiltonian. 
 
The three vectors 𝑈', 𝑈(, and 𝑈F that correspond to the three orientations are propagated using the 
TDSE and allow for computing accurately the density matrix of the ensemble, avoiding the 
propagation of the TDSE for all the 8000 orientations, which would have been very time-
consuming. Figure 7.10a shows the composition of the singular vectors in the ensemble of initial 
states of the CD4+ cation created with the H13 XUV pulse. The last row shows the composition of 
the wavepacket after averaging each singular vector with the corresponding weights wG, which are 
the singular values squared and divided by the number of orientations. The temporal dynamics of 
the populations in each electronic state are shown in Figure 7.10b. The wavepacket at time 0 fs is 
in the Td region, where it experiences strong forces due to the Jahn-Teller effect. This drives it 
away from the Td geometry, favoring relaxations to C2v and D2d in D0. But in D2, due to the steep 
parabolic shape of the well of the potential energy surface around the Td form, the wavepacket 
essentially relaxes to the lower states thanks to strong nonadiabatic coupling effects. This explains 
the rapid and continuous decay of the population on D2, which was the largest population among 
all the states at the beginning of the dynamics, right after ionization. Figure 7.10c shows that the 
strongest electronic coherences appear during the first 5 fs of the dynamics when the wavepacket 
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is localized in the Td form; later they decrease due to dephasing once the WP moves differently on 
each potential energy surface.  
 

 
Figure 7.10 a) Composition of the three singular vectors in terms of the electronic states of the 
cation. b) Populations per electronic state. The rapid decay from D2 is due to the fact that the steep 
parabolic potential traps the wavepacket in the Td region where the NAC is the strongest.  c) 
Coherences among the pair of electronic states. They are particularly large at the beginning of 
the dynamics because the wavepacket is localized in the FC region of the unstable Td geometry 
and overlaps. 
 
There is a rich interplay between the electronic potential and non-adiabatic couplings in 
determining the wavepacket's motion in the methane cation. This can be summarized as a 
competition between the populations dependent force 𝐹* and the coherence-dependent force 𝐹[,,*]. 
Because the coherence amplitudes, see Figure 7.10c, are much smaller than the populations and 
dephase as the dynamics proceeds, the dominant term of the force is 𝐹* and defined by the 
gradients of each potential. The force 𝐹* is responsible for trapping the WP in the Td well in D2 
and in the C2v and D2d wells for the lower D0. As the WP is driven away rather quickly from the 
FC of the Td form, the nonadiabatic forces 𝐹[,,*] are less pronounced, yet they play a crucial role 
in the decay of the D2 state.  
 
The force in CD4+, contrary to LiH, will have two components, one in the direction of 𝑞' and the 
other along 𝑞(. Because, during the dynamics, there is no electric field, the force has only terms 
determined by the electronic potentials. In Figure 7.11 the forces and populations are shown. The 
population trapped on the well of D2 around Td, is transferred quickly to the states D1 and D0 due 
to the strong non-adiabatic couplings (Figure 7.11a). The wavepacket relaxing on D0 follows on 
the grid two main pathways: one that leads to the C2v minimum in the direction −𝐪' + 𝐪(, and the 
other to the D2d minimum, in the direction 𝐪' − 𝐪(. Therefore, when the first component of force 
𝐅q' is negative while the second component 𝐅q( is positive, the wavepacket will be driven to the 
C2v region. When 𝐅q' is positive and 𝐅q( is negative, the wavepacket will be steered onto the D2d 
region. Figures 7.11d and 7.11e show the force term 𝐹* projected on the states D0 and D1, 
respectively, and both components are plotted. Initially, both components of the force are positive, 
which suggests that the wavepacket is being sent in the direction 𝐪' + 𝐪(, but around 5 fs we 
observe that one component becomes negative: 𝐅𝐪( in the case of D0 and 𝐅𝐪' in the case of D1.  
 

a) b) c)

w1

w2

w3
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Figure 7.11: Forces controlling the stereodynamics in the ensemble of initial random orientations. 
Panel a) shows the populations per electronic state. b) shows the regions on the grid of 
approximate C2v  symmetry in green, Td in violet, D2d in red. The yellow spots correspond to 
localizations of the C3v conical intersections. Panel c) shows the population of the C2v and D2d 
during the dynamics. The panels d)-f) are showing the forces involving the electronic states D0 
and D1. 
 
Consequently, the force in D0 points in the D2d direction, while in D1 it points in opposite direction. 
This correlates with what is observed from the motion of the wavepacket in these two states (Figure 
7.12). The force determined by the NAC between D0/D1 states is much smaller than the 𝐹* terms 
because the WP tends to move quickly out of the Franck Condon region, and the coherences 
become weaker. 
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Figure 7.12: Localization of the CD4+ wavepacket on each electronic state as a function of time. 
Selected time steps are shown: a) at the beginning of the dynamics (0 fs), b) at ~ 12 fs, and c) at ~ 
22 fs. As predicted from the analysis of the force direction, the wavepacket in state D0 is steered 
more toward the D2d region (see D0 in panel c). In contrast, in state D1, it moves toward the C2v 
region (see D1 in panel c), which is unstable in the D1 state and located close to the D1/D0 conical 
intersection seams. In D2, the wavepacket remains localized on the Td region and the population 
tends to decrease due to NAC coupling to D0 and D1. 
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Chapter 8 Conclusions 
 
In this thesis, we investigated how mechanical forces and electric fields from ultrafast light pulses 
influence chemical reactions. The mechanical forces applied in Single-Molecule Force 
Spectroscopy (SMFS) experiments act directly on the nuclei of a single molecule in its ground 
electronic state. On the other hand, attosecond pulses, which have extremely short durations and 
correspondingly broad energy bandwidths, can excite a single molecule to a superposition of 
multiple electronic states, creating a quantum state where both nuclear and electronic motions are 
entangled and out of equilibrium. Due to this entanglement, the nuclei experience complex forces 
arising from the vibronic wavepacket, and the molecule’s reactivity is no longer confined to the 
pathways within the ground electronic state but extends across the manifold of states populated by 
the pulse. 
 
In Chapter 3, we reported a shift from the thermal, concerted mechanism to a sequential reaction 
pathway in the [4+2] retro-Diels-Alder reaction of furan/maleimide adducts when subjected to 
mechanical stress.(1) Furan/maleimide adducts are commonly used as mechanophores embedded 
in polymers because of their weak covalent bonds, which preferentially break when a bulk polymer 
sample is sonicated or when a single polymer chain is stretched, as in SMFS experiments. 
 
In both cases, the polymer is subjected to an external mechanical force, and the direction of this 
force determines the degree to which the target bonds in the molecule are activated. When the 
force is aligned with the scissile bonds of the adduct, bond rupture is enhanced compared to normal 
thermal conditions. Conversely, if the force does not project well in the bond direction, it has no 
action and instead distorts the potential, increasing the energy barrier for the rupture, which, in 
turn, makes the polymer more resistant to mechanical stress. Furthermore, if the force direction 
has a larger overlap with one of the two scissile bonds than the other, as we demonstrated in our 
study (1), the reaction shifts from a concerted mechanism to a sequential rupture, leading to 
diradical intermediates and transition states. These diradical species, which we identified and 
characterized, are reported for the first time in the dissociation of furan/maleimide adducts under 
force. Our study suggests that when attempting to steer the rupture of a bond in a molecule using 
a mechanical force, it is not the nominal value of the force itself that matters but rather how much 
energy the force transfers to the molecule, particularly to the target bonds. Since the timescale on 
which the force acts is much longer than the vibrational relaxation time, which occurs on a 
picosecond time scale, the efficiency of the force is largely determined by the molecule’s response 
to the excitation and how the energy is redistributed. This redistribution can either effectively 
activate the target bonds or fail to do so. Moreover, since the force is transmitted through the 
polymer to the mechanophore, it is crucial to consider the couplings among internal coordinates 
as they articulate the molecular response and can help direct the excitation into neighboring modes 
or dissipate the energy. 
 
In addition, we have characterized the diradical species formed during the intermediate state of the 
sequential pathway and shown that the lowest triplet state becomes degenerate with the singlet 
ground state, which could lead to strong spin-orbit coupling, especially if heavy atom substituents 
are present. This finding raises awareness within the polymer chemistry community about the 
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complex electronic structure of the species, which can be formed during the relaxation of the 
polymer under stress. Diradicals are highly correlated species, and their electronic structure can 
only be fully understood theoretically using multireference quantum chemistry methods. This 
presents a challenge, as many modern tools used to model large polymers, such as classical 
mechanics, semiempirical methods, and restricted DFT, are not suitable for accurately assessing 
the chemistry of diradicaloid species. We explained how diradicals and other strongly correlated 
systems can be studied using the CASSCF and UDFT methods, and we identified key properties 
that can be used to probe and characterize these species. For example, properties like the permanent 
dipole moment, atomic charges, CASSCF configurations, and spin-orbit couplings are valuable 
indicators. 
 
Furthermore, we have revealed stereochemical effects between endo/exo configurations in the 
furan/maleimide reaction under force, which supports experimental findings (2). Our computations 
allowed us to estimate the free energies of activation for the reaction at various force values, from 
which we derived the lifetimes of the scissile bonds. This proved to be a useful tool for interpreting 
experimental data, as it provides a way to estimate observables, such as bond lifetimes, that can be 
measured in the lab. We described the full procedure we followed to obtain these lifetimes from 
theoretical calculations using state-of-the-art software. 
 
The ideas developed in this thesis pave the way for the rational design of mechanophores with 
mechanoresponsive properties, with applications in materials science, including the development 
of self-healing materials and smart devices powered by external forces. By controlling the 
direction of the applied external force, it is possible to guide chemical reactions along different 
pathways, leading to distinct mechanisms and novel products. Our results also suggest that the 
magnitude of the force can influence the rDA reaction of furan/maleimide, either enhancing or 
inhibiting it. This could enable the use of the molecule as a logical switch.  
 
Chapters 4, 5, and 6 were devoted to photoactivation. We studied the control of chemical reactivity 
in reactions driven by ultrafast laser pulses in the context of the emerging field of attochemistry. 
In Chapter 4, using a semiclassical surface hopping method, we analyzed observations from pump-
probe experiments studying the relaxation of the ethylene cation formed after sudden ionization of 
the neutral molecule by an ultrashort pulse. This work has been recently submitted to the J. Phys. 
Chem. Lett. journal.  We highlighted the critical role of the network of conical intersections (CIs) 
in funneling the relaxation pathways of the cation. Our results confirm that isotopic substitution 
can enhance the dissociation via H2/D2 loss or H/D loss by slowing down the motion of the 
wavepacket in the heavier isotopomer. This affects the filtering process at the CIs, which are 
pivotal for the relaxation pathways. We demonstrate how Fourier transforms can be employed to 
identify important vibrational modes, their couplings, and reactive coordinates by analyzing the 
relevant frequencies in the time-dependent signals generated by the simulations.  
 
Towards the control of chemical reactivity with attopulses, we introduced a theoretical method (3) 
(see Chapter 5) that calculates the forces exerted on the nuclei by the vibronic wavepacket in a 
superposition of many electronic states. This allows us to explore the interplay between vibrational 
effects coming from motion on each potential energy surface and electronic effects arising from 
non-diabatic couplings. We extended an approach originally developed by Felix T. Smith (4) to 
describe the forces arising from the interaction between the electric field of the attopulse and the 
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molecular dipole. The method relies on solving the time-dependent Schrödinger equation (TDSE) 
for the nuclei, with a Hamiltonian that includes the potential, kinetic, and coupling terms. The 
representation of the wavefunction and the Hamiltonian, and the quantum-dynamical propagation 
is the main computational bottleneck. Once the time-dependent wavefunctions are obtained, the 
forces on the nuclei can be calculated and analyzed. For example, we determined the forces for the 
LiH molecule, which has a single nuclear degree of freedom, represented in a grid-based discrete 
variable representation. By tuning the pulse parameters, we show how these forces can be 
controlled and, in turn, alter nuclear motion, ultimately leading to different reaction pathways. 
Particularly, we report a significant effect on the populations of the excited states with a carrier-
envelope phase of the pulse of π compared to 0 for an essentially one-cycle ultrashort IR pulse.(3) 
The CEP  controls which half-cycle of the electric field of the pulse, negative or positive, interacts 
with the dipole of the molecule and whether the electrons are pumped toward the Li or H atom, 
generating distinct forces on the nuclei. The CEP is a useful experimental parameter to control the 
composition of the initial superposition wavepacket created by the attopulse, indirectly 
determining the forces that will drive the nuclei during the relaxation phase. We also applied this 
force formalism to analyze more complex scenarios (see Chapter 7), such as the dynamics of an 
ensemble of randomly oriented LiH molecules and the Jahn-Teller rearrangement of CD4+ cation 
upon sudden ionization of the neutral Td molecule. The latter system was modeled in a two-
dimensional grid, demonstrating that the method can be extended to larger dimensions when a 
well-defined Hamiltonian and propagation scheme are available. 
 
Additionally, to study the ensemble of randomly oriented LiH molecules, we developed a 
computational scheme (5) based on the singular value decomposition (SVD) of the matrix of 
wavefunctions for each electric field orientation sampled on the unit sphere. From the SVD, we 
obtained a minimal set of four or five principal polarizations of the field instead of the original 
several hundreds of orientations necessary to uniformly sample the unit sphere, allowing for 
significant computational savings in time and memory while still accurately simulating the 
dynamics of the entire ensemble. This method replaces traditional averaging over all orientations 
during the timespan of the TDSE propagation by focusing on the principal orientations determined 
by the SVD after the pulse is over. Each of the principal orientations is a linear combination of all 
the initial set of polarizations of the fields and thus encapsulates all the critical information 
concerning the dynamics of the ensemble. Using this compact representation of the ensemble of 
randomly oriented LiH molecules, we uncovered correlations among the excited states in the 
superposition wavepacket. For example, after the pulse, we observe a clear separation between the 
ground state and the manifolds of ∑ and ∏ excited states, which have different stereodynamical 
properties. Each group of states was associated with a singular vector, with the ∏ states appearing 
at two degenerate singular vectors corresponding to orientations along X and Y and the ∑ states 
appearing at another singular vector corresponding to orientations along the Z axis. While 
electronic coherences between ∑ and ∏ electronic states were washed out by averaging over 
random orientations, coherences within the ∑ or ∏ manifolds were robust and persisted throughout 
the ensemble. 
 
In summary, this thesis discussed the potential for steering chemical reactions using either an 
external mechanical force and the electric force of ultrashort attosecond or femtosecond optical 
pulses. While controlling the forces in the nuclei remains challenging in both cases, experimental 
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conditions could be fine-tuned to guide nuclear relaxation along desired pathways, facilitating the 
selective outcome of chemical reactions. 
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