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A B S T R A C T 

Photometric time series gathered by space telescopes such as CoRoT and Kepler allow to detect solar-like oscillations in red 

giant stars and to measure their global seismic constraints, which can be used to infer global stellar properties (e.g. masses, 
radii, and evolutionary states). Combining such precise constraints with photospheric abundances provides a means of testing 

mixing processes that occur inside red-giant stars. In this work, we conduct a detailed spectroscopic and seismic analysis of 
nine nearby (d < 200 pc) red giant stars observed by Kepler . Both seismic constraints and grid-based modelling approaches are 
used to determine precise fundamental parameters for those evolved stars. We compare distances and radii derived from Gaia 

Data Release 3 parallaxes with those inferred by a combination of seismic, spectroscopic, and photometric constraints. We find 

no deviations within errors bars, ho we ver the small sample size and the associated uncertainties are a limiting factor for such 

comparison. We use the period spacing of mixed modes to distinguish between ascending red-giants and red clump stars. Based 

on the evolutionary status, we apply corrections to the values of �ν for some stars, resulting in a slight impro v ement to the 
agreement between seismic and photometric distances. Finally, we couple constraints on detailed chemical abundances with the 
inferred masses, radii, and e volutionary states. Our results corroborate pre vious studies that sho w that observed abundances of 
lithium and carbon isotopic ratio are in contrast with predictions from standard models, giving robust evidence for the occurrence 
of additional mixing during the red-giant phase. 

Key words: asteroseismology – stars: abundances – stars: fundamental parameters. 
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 I N T RO D U C T I O N  

steroseismology of red giant stars has pro v en to be a very successful
ool to place tight constraints on fundamental stellar properties, 
ncluding radius, mass, evolutionary state, internal rotation, and age 
see e.g. Chaplin & Miglio 2013 ; Hekker & Christensen-Dalsgaard 
017 , and references therein). While ideally one would conduct an 
nalysis of individual frequencies on a star-by-star basis, the very 
arge number of stars observed by the Convection, Rotation and 
lanetary Transits ( CoRoT, Baglin et al. 2006 ), Kepler (Borucki et al.
010 ), and the Transiting Exoplanet Survey Satellite (TESS, Ricker 
t al. 2015 ) makes this impractical with current analysis procedures. 
ost studies have so far relied on using the so-called global seismic

arameters: the frequency of maximum oscillation power νmax and 
he average large separation 〈 �ν〉 . Such parameters are related to
lobal stellar properties and can be combined with estimations of 
urface temperature in the so-called scaling relations to infer masses 
nd radii for a large sample of field stars (see, e.g. Miglio et al. 2009 ;
allinger et al. 2010 ; Silva Aguirre et al. 2011 ). Scaling relations can
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e combined with apparent magnitudes and ef fecti ve temperature to
erive seismic estimations for distances (e.g. see Silva Aguirre et al.
012 ; Miglio et al. 2012a , 2013a ; Rodrigues et al. 2014 ; Mathur
t al. 2016 ). This is particularly useful for targets for which one
annot rely on high-precision (better than a few per cent) parallaxes.
dditionally, Huber et al. ( 2017 ) have shown that seismic distances
ill be more precise than end-of-mission Gaia parallax es be yond
3 kpc. It has thus become increasingly important to test the scaling

elations and the seismically inferred distances by using bright giants 
ith accurate parallaxes and robust spectroscopic estimations of 

urface temperature. 
The evolution of the surface chemical abundances in low-mass 

ed giant stars is not entirely understood. Spectroscopic studies 
ave shown a large number of cases where the observed surface
bundances do not match the predictions made by stellar evolu- 
ionary models. Various extra-mixing mechanisms were proposed to 
xplain this unexpected chemical pattern (e.g see Busso et al. 2007 ;
harbonel & Zahn 2007 ; Charbonel & Lagarde 2010 ; Denissenkov
 Merryfield 2011; Lagarde et al. 2012 ). One of the most important
ixing episodes, that causes a noticeable change of the surface 

omposition of low-mass stars, takes place at the so-called bump in
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he luminosity function on the red giant branch (RGB), which occurs
hen the hydrogen-burning shell encounters the sharp discontinuity

n molecular weight left by the receding conv ectiv e env elope. The
et result is a decrease of the surface abundances of certain elements
uch as lithium and carbon, with an increase of nitrogen (e.g. see
agarde et al. 2019 ; Takeda 2019 ; Charbonnel et al. 2020 ; Magrini
t al. 2021; Aguilera-Gomez et al. 2022 ). 

Thermohaline mixing has been proposed to play an important role
o explain the observed chemical surface pattern of low-mass RGB
tars (e.g. Charbonel & Lagarde 2010 ; Denissenkov 2010 ; Stancliffe
010 ). Such instability is the direct effect of the inversion of mean
olecular weight caused by the 3 He ( 3 He , 2p) 4 He reaction that occurs

n the layers between the hydrogen-burning shell and the conv ectiv e
nvelope. This mixing process is rele v ant both on the ascending
GB and during helium-burning phase. Moreo v er, mixing induced
y rotation has an effect on the internal chemical structure during the
ain-sequence phase, revealed later during the ascending RGB phase

fter the first dredge-up, and it provides an explanation for certain
bundance patterns observed at the surface of RGB stars. Ho we ver,
otational-induced mixing alone does not account for enough mixing
f chemicals to explain the abundance pattern of low-mass RGB
tars observed around the luminosity bump (e.g. Palacios et al. 2006 ;
harbonel & Lagarde 2010 ; Charbonnel et al. 2020 ). 
The combination of seismic and spectroscopic constraints can

e used to quantify the efficiency of the extra-mixing processes
hat occur inside red giant stars. Spectroscopy provides information
bout surface chemical properties and temperatures, while astero-
eismology can give us information on stellar interiors and precise
stimations of stellar mass, radius, and evolutionary state. A study
f this kind was conducted by Lagarde et al. ( 2015 ) for CoRoT
tars using stellar models that incorporate the effects of rotation and
hermohaline mixing. Despite the small size of the sample, different

ethods used to obtain estimations of stellar mass and radius show
 good agreement, within standard errors. Ho we ver, in most stars in
he CoRoT sample, seismic constraints were not stringent enough to,
.g. constrain the evolutionary state. Kepler ’s longer duration, higher
ignal-to-noise (S/N) observations have the potential to allow for a
ore ef fecti ve combination of spectroscopy and asteroseismology. 
In this work, we combined asteroseismology and spectroscopy

o present a study of nine nearby red giant stars observed by the
epler space telescope in its long-cadence mode (Jenkins et al. 2010 ).
e use this sample to test estimations of global stellar parameters

btained through the use of global seismic parameters coupled
ith robust spectroscopic estimations of surface temperature. The
eriod spacing of mixed modes is extracted to better constrain the
volutionary stage of our stars. Grid based modelling is employed
o obtain another set of global stellar parameters to be compared
ith the ones inferred from scaling relations. We test estimations of

tellar distances obtained with seismic parameters by comparing
hem with accurate values of parallaxes obtained by Gaia Data
elease 3 (DR3). Finally, the high-quality spectroscopic data offer

he opportunity to test non-canonical mixing processes inside evolved
tars by taking the observed chemical abundances of surface elements
nd comparing them to theoretical predictions from models that
ccount for such mixing events. 

This paper is organized as follows: In Section 2 , we discuss the
ethodology used in obtaining the spectroscopic parameters. In
ection 3 , we discuss the seismic analysis, beginning with light-
urve preparation and estimation of global seismic parameters,
ollowed by the use of seismic scaling relations to infer global stellar
roperties. In Section 4 , we use grid-based pipelines to infer global
tellar properties and compare them to independent determinations
NRAS 527, 8535–8550 (2024) 
f radii/distances based on astrometric constraints from Gaia . In
ection 5 , we combine the spectroscopic and seismic data to test
urrent models of internal mixing in the red giant phase. 

 SPECTROSCOPIC  ANALYSI S  

igh S/N ratio (S/N ≥ 200) optical spectra were necessary for our
roject. A Directory Discretionary Time proposal was submitted
o obtain such spectra with the Narval spectrograph (R ∼ 75000;
uri ̀ere 2003 ) mounted at the Telescope Bernard Lyot (Pic du Midi,
rance). Our sample is made up of nine bright red giant targets in

he Kepler field with high quality photometric data. The availability
f accurate parallax es, interstellar e xtinction, and magnitudes for
ll targets would be crucial to obtain accurate stellar luminosities.
dditionally, the sample is in the mass range where it is claimed that

hermohaline instability coupled with the effects of rotation is the
ost efficient transport processes for chemical elements. Nearly two

ours of telescope time were used to collect the requested spectra in
ctober 2014. Data reduction was performed with the LIBRE-ESPRIT

ackage (Donati 1997 ). Initial sets of ef fecti ve temperatures ( T eff ),
etallicities ([Fe/H]), and surface gravities (log g ) were obtained

ndependently by three different teams. This initial, unconstrained
nalysis does not assume the seismic log g as a prior. 

(i) Spectral synthesis software SME (Spectroscopy Made Easy;
alenti & Piskunov 1996 ): Using the wavelength ranges of 5160–
190, 6000–6030, 6050–6070, 6100–6118, 6121–6140, 6142–6159,
nd 6160–6180 Å (Valenti & Fischer 2005 ). The spectral regions
sed were normalized to the continuum and the software was run
everal times with different starting values in order to be sure of the
tability of the results. Different stellar models ( A TLAS9 , A TLAS12 ,
nd MARCS ) were used with SME : all the values found are usually
n good agreement with each other. We eventually used the ATLAS9
odel atmospheres. 
(ii) We also employed a spectroscopic analysis based on the

qui v alent width method and excitation-ionization balance of iron
ines assuming one-dimensional (1D) geometry under local thermo-
ynamic equilibrium (LTE). This method is based on the strength
f a large number of selected Fe I and Fe II lines. To measure the
qui v alent widths, we used the automated code ARES (Sousa et al.
007 ). The abundance of each iron line is determined using a line
ist retrieved from the VALD data base (Kupka et al. 2000 ) and
 model atmosphere. For the calculation of iron abundances, we
sed KURUCZ atmospheric models (Castelli & Kurucz 2004 ) with
qui v alent widths measurements of Fe I and Fe II lines combined
ith the spectrum synthesis code MOOG (Sneden 1973 ). A set of

tellar parameters ( T eff , [Fe/H], log g , and micro turbulence) are used
s an initial guess to determine the iron abundance for each line.
or first guesses, we used atmospheric parameters from the red giant
tar Arcturus and the Sun. This initial guess of stellar parameters are
hen iterated until excitation-ionization balance of iron is reached
imultaneously. 

(iii) MOOG was also used with the KURUCZ plane-parallel atmo-
pheric models computed using ATLAS9 code ported into Linux. The
ethodology is identical to that carried out for CoRoT red giants by
orel et al. ( 2014 ) with a number of minor impro v ements included

n the analysis, as presented in Campante et al. ( 2017 ), to which the
eader is referred for more details. 

We chose to use the temperature and metallicity values obtained
hrough the third method because they provided surface gravities
hat closely matched the seismic estimations. The seismic surface
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ravities were obtained by combining νmax and T eff in the scaling 
elations (see Section 3 below). 

To investigate possible systematic uncertainties on T eff , we de- 
ided to compare the surface temperatures from the unconstrained 
pectroscopic analysis with photometric temperatures estimated 
ith MARCS models following Casagrande & VandenBerg ( 2014 ). 
e used seismic surface gravities, metallicities, E(B – V) and 

bserved B – V colours to obtain the desired value of photometric 
emperature through iteration of the parameters. Results showed 
hat the spectroscopic temperatures for the three hottest stars in 
ur sample are higher by roughly ∼80 K when compared to the
hotometric temperatures calculated using E(B – V) derived with 
ust maps from Green et al. ( 2018 ). The use of other dust maps
Drimmel, Cabrera-Lavers & Lopes-Corredoira 2003 ) yields similar 
esults. The placement of these stars in the Hertzsprung–Russell 
HR) diagram (at solar metallicity) and their evolutionary state as 
nferred from seismic constraints (see Section 4 ) suggest that the 
pectroscopic temperatures are slightly o v erestimated also when 
ompared to the predictions from stellar models (see Fig. 1 ), although
e do not consider this as a strong argument, given the uncertainties

n predicting temperatures from stellar models (e.g. see Cassisi 2014 ). 
In order to correct those effects, we conducted a new constrained 

etermination of the spectroscopic parameters by using seismic 
ravity as prior. Once the surface gravity is fixed to its seismic value, it
s possible to estimate ef fecti ve temperatures using iron lines through
wo distinct methods: excitation and ionization balance. 

Excitation balance consists of nulling the slope between the Fe I 
bundances and the line lower excitation potentials. This method 
as been used to obtain ef fecti ve temperatures for red giant stars
bserved by CoRoT (Morel et al. 2014 ) and Kepler (Thygesen et al.
012 ). When this is enforced for one cool star (KIC 11918397) and
ne warm star (KIC 9411865) with the largest discrepancy between 
he spectroscopic and seismic log g ( ∼0.2 dex), we obtain a value of
 eff higher by ∼35 K when compared to the unconstrained values. 
ince this increases the temperatures even further, we decided not to 
dopt this approach. 

The alternative method, iron ionization balance, requires the mean 
e I and Fe II abundances to be identical. As a consequence, excitation 
quilibrium of the Fe I lines is no longer formally fulfilled (but note
hat it may be within the uncertainties). 

When this is done for KIC 11918397, we obtain the following 
esults: � T eff = 60 K lower (new T eff = 4705 K instead of 4765 K)
nd � [ Fe / H ] = 0.04 dex lower. When the same is done for KIC
411865, we obtain: � T eff = 100 K lower (new T eff = 5050 K
nstead of 5150 K) and � [ Fe / H ] = 0.07 dex lower. 

The temperature scale becomes cooler (which is in better agree- 
ent with the photometric T eff ) and the metallicities are slightly

o wer. Ho we v er, those e xamples are for the two stars with the largest
iscrepancy in log g , so for the other stars the corrections will
e smaller. We decided to adopt the results from iron ionization 
quilibrium coupled with seismic surface gravities to obtain the 
f fecti ve temperatures and metallicities that will be used in grid-
ased modelling. A summary of the seismic and spectroscopic 
roperties of the target stars are presented in Tables 1 and 2 . 
The full set of chemical abundances can be found in Table 3 .

ig. 2 shows that the behaviour of the abundance ratios as a function
f [Fe/H] is consistent with that found for CoRoT red giants (Morel
t al. 2014 ) and, in general, with that commonly observed for thin disc
warfs (e.g. Bensby, Feltzing & Oey 2014 ). It is worth to mention
hat a robust value of Li abundance is only detected in two stars.
or all other stars, the analysis provides an upper limit to the Li
bundance only. 
 ASTERO SEISMIC  DATA  ANALYSI S  

lobal stellar properties can be derived by using two key global seis-
ic parameters: νmax and �ν. The frequency of maximum oscillation 

ower νmax is commonly assumed to scale with the atmospheric 
ut-of f frequency, νac (Bro wn et al. 1991 ; Belkacem et al. 2011 ),
hich implies that, after adopting the appropriate approximations, 

ac ∝ gT 
−1 / 2 

eff (Brown et al. 1991 ; Kjeldsen & Bedding 1995 ). The
arge separation 〈 �ν〉 is defined as the average of the observed
requency spacings between consecutive overtones n with same 
ngular degree, l . The average large separation scales to a very good
pproximation as 〈 ρ1/2 〉 , where ρ is the mean density of the star
see, e.g. Tassoul 1980 ; Ulrich 1986 ; Christensen-Dalsgaard 1993 ).
iven the high quality of the photometric data, we can expect to have
ood estimations of νmax and �ν, as well as the asymptotic period
pacing of gravity modes (internal gravity waves, or g modes, where
uoyancy effects act as the restoring force). 

.1 Light-cur v e preparation 

ight curves were constructed from pixel data (Jenkins et al. 2010 )
ownloaded from the KASOC data base 1 using the procedure devel- 
ped by S. Bloemen (pri v ate communication) to automatically define
ixel masks for aperture photometry. The extracted light curves were 
hen corrected using the KASOC filter (see Handberg & Lund 2014 ).
he light curves are first corrected for jumps upon which they are
oncatenated. Each light curve is then median filtered using two 
lters of different widths, with the final filter being a weighted sum
f the two filters based on the variability in the light curve. The
ower density spectra (PDS) used in the following seismic analysis 
re made from a weighted least-squares sine-wave fitting, single- 
ided calibrated, normalized to Parse v al’s theorem, and converted to
ower density by dividing by the integral of the spectral window
Kjeldsen 1992 ; Kjeldsen & Frandsen 1992 ). 

In order to make a better version of the light curve than those
rovided by the Pre-search Data Conditioning (PDC) pipeline, we 
ecreated the mask and filtered the data in another way that is
ore optimized for asteroseismology. The custom masks are created 

ased on an estimate of the pixel response function for the star
Bryson et al. 2010 ), in such manner that brighter targets will have
ppropriately larger masks, yielding light curves that are more suited 
or asteroseismic analysis (Handberg & Lund 2014 ). 

.2 Extraction of global seismic parameters 

hree different methods have been used to detect oscillations and 
xtract global seismic parameters �ν, νmax , and the period spacing 
� from the power spectra. We refer to these methods as B.M.,
.H., and S.H. from hereafter. 

(i) The methods used by B.M. are described in e xtensiv e detail
n Mosser & Appourchaux ( 2009 ) for the global analysis, Mosser
t al. ( 2011 ) for the precise �ν measurement from the universal
ed giant oscillation pattern, Mosser et al. ( 2012 ) for extraction of
eriod spacing, and Mosser, Benomar & Belkacem ( 2014 ) for the
etermination of evolutionary status. 
(ii) D.H. used the methodology described in Huber et al. ( 2009 )

o extract �ν and νmax , ho we ver it should be noted that D.H. used
is own detrending for the light curves, rather than the data available
MNRAS 527, 8535–8550 (2024) 
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M

Figure 1. HR diagram comparing the photometric temperatures (black) and 
the spectroscopic temperatures from the unconstrained analysis (red). Three 
stars in the ascending RGB phase are shown as circles, while triangles shown 
core helium-burning clump stars. The luminosities are calculated using Gaia 
DR3 parallaxes. One of the stars has a very high error on the B – V colour 
used to compute the photometric temperature. The tracks showed here are 
taken from the grid presented in Rodrigues et al. ( 2017 ). The range in mass 
co v ered by the tracks goes from 1.1 to 2.9 M �, in steps of 0 . 2 M �. 
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(iii) S.H. was able to provide estimations of �ν and νmax for
ll stars, by using the octave pipeline (OCT) and the methodology
escribed in Hekker et al. ( 2010 ). 

The median scatter between the seismic pipelines is 0 . 1 per cent
n �ν and 0 . 7 per cent in νmax (see Fig. 3 ). The small differences
etween the global oscillation parameters obtained from the differ-
nt asteroseismic pipelines do not have significant impact on the
onclusions presented in this work. In the discussion that follows,
e adopted the values provided by S.H. (see Table 1 ), since they are

losest to the median between the pipelines. 

.3 Asymptotic period spacing 

y assuming the asymptotic approximation of high-order and low-
egree modes for a non-rotating star, the period spacing of consec-
tive gravity modes with the same value of angular degree l can
e expressed as (e.g. see Tassoul 1980 ; Christensen-Dalsgaard &
NRAS 527, 8535–8550 (2024) 

able 1. Seismic properties for the stars in our sample. 

IC νmax �ν

μHz μHz 

720554 55.73 ± 0.48 5.81 ± 0.07 
049174 41.51 ± 0.29 4.48 ± 0.05 
752618 38.78 ± 0.25 4.43 ± 0.06 
411865 77.83 ± 0.41 6.45 ± 0.05 
0323222 46.28 ± 0.35 4.85 ± 0.06 
0425397 32.13 ± 0.26 3.92 ± 0.05 
1408263 44.23 ± 0.37 4.58 ± 0.05 
1808639 97.99 ± 0.56 7.93 ± 0.07 
1918397 32.13 ± 0.31 3.51 ± 0.04 

otes. a ‘2nd clump’ indicate stars in the secondary clump. 
 Assumed to be RGB (see discussion in Section 3.3 for more details). 
hompson 2011 ): 

� l = 

2 π2 

√ 

l( l + 1) 

( ∫ 

g 

N 

d r 

r 

)−1 

, (1) 

here N is the Bruntt–V ̈ais ̈al ̈a frequency and the integration is done
n the g mode cavity. 
Gravity modes are known to have high mode inertias and, conse-

uently, have a very low photometric amplitudes near the surface.
o we ver, as the star evolves into a red giant and the core contracts,

he frequencies of gravity modes increase and eventually g modes
nteract with p modes (acoustic waves where gradients of pressure
ct as the restoring force) of the same angular degree. Such mixed
odes behave as pressure modes near the surface and gravity modes

ear the core. 
Measuring g -mode period spacings of dipole modes allows us to

learly discriminate between red giants with similar luminosities but
if ferent e volutionary states (Bedding et al. 2011 ). Ascending red
iants, characterized by a hydrogen-burning shell around an inert
e-core, show typically low values of �� ( � 60 s) when compared

o core helium-burning clump stars ( �� ∼ 300 s) (e.g. Mosser,
enomar & Belkacem 2014 ). 
Asymptotic period spacings have been inferred from the precise

t of the mixed mode patterns with an asymptotic expansion (Mosser
t al. 2012 ; Vrard, Mosser & Samadi 2016 ). Six stars are confirmed
s clump stars and one star is ascending the red giant branch. The
eriod spacings of our stars are presented in Fig. 4 . The observed
alues and inferred evolutionary status are reported in Table 1 . For
wo stars, namelly KIC 10323222 and KIC 11918397, the period
pacings are too low to be measured properly. This indicates that
hese stars are non-RC stars and hence, given their νmax , most likely
GB stars. We expect that, if these two stars were clump stars, a
lear mixed mode pattern would be detectable (e.g. see Grosjean
t al. 2014 ; Vrard, Mosser & Samadi 2016 ). 

 I NFERENCE  O N  STELLAR  PROPERTIES  

.1 Stellar properties using seismic scaling relations 

o obtain photometric luminosities, we used the Two Micron All Sky
urv e y (2MASS) K s-band magnitude with bolometric corrections
alculated by using T eff , log g and [Fe/H] as input to the code
resented in Casagrande & VandenBerg ( 2014 ). We accounted for
he effects of interstellar extinction and reddening by using the 3D
ust maps presented in Green et al. ( 2018 ). More detail about the
ffects of interstellar extinction and the choice made for the dust
ap and photometric band used in this work can be found in the
�� Status 
s 

66 ± 4 RGB 

319.7 ± 1 clump 
298.9 ± 1 clump 
268.6 ± 2 2nd clump a 

undetected RGB 

b 

324.5 ± 1 clump 
289.4 ± 1 clump 
226.6 ± 2 2nd clump a 

undetected RGB 

b 

ATIO
N

 user on 22 January 2025



Bright Kepler giants 8539 

Table 2. Spectroscopic and astrometric data for the stars in our sample. Stellar masses and log g are obtained through the use of scaling relations. 

KIC M/M � T eff [Fe/H] log g � ( Gaia ) 
K dex cgs; dex mas 

1720554 1.21 ± 0.07 4575 ± 70 −0.08 ± 0.11 2.64 ± 0.01 9.506 ± 0.067 
4049174 1.46 ± 0.09 4670 ± 70 + 0.10 ± 0.11 2.54 ± 0.01 6.904 ± 0.067 
8752618 1.27 ± 0.07 4750 ± 60 −0.08 ± 0.11 2.49 ± 0.01 6.258 ± 0.086 
9411865 2.51 ± 0.10 5050 ± 55 + 0.01 ± 0.11 2.79 ± 0.01 6.946 ± 0.069 
10323222 1.42 ± 0.08 4560 ± 70 + 0.02 ± 0.12 2.57 ± 0.01 7.373 ± 0.066 
10425397 1.17 ± 0.07 4705 ± 60 −0.12 ± 0.10 2.41 ± 0.01 6.481 ± 0.064 
11408263 1.69 ± 0.09 4815 ± 55 −0.12 ± 0.10 2.56 ± 0.01 6.899 ± 0.091 
11808639 2.19 ± 0.09 5050 ± 60 + 0.01 ± 0.10 2.91 ± 0.01 8.108 ± 0.067 
11918397 1.82 ± 0.11 4705 ± 60 −0.21 ± 0.10 2.41 ± 0.01 6.177 ± 0.068 

A
p  

t  

p
2
b

t
p
s

3

e  

T  

y  

R  

w  

G  

2
 

p  

2  

e  

�  

s  

T
b
t
s
v
f  

d  

e  

c  

T  

s  

F  

b  

s  

t  

o  

n  

n
a  

M  

a  

∼  

l
h  

R
 

u
t  

d  

c
a
w  

w  

p  

w  

s
i
t  

s
z  

c
w  

w  

o
s  

b  

K
 

t
t  

c
a

 

n
t
u
u
d  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/527/3/8535/7458653 by U
N

IV LEIG
E FAC

 PSYC
H

 SC
IEN

C
ES L'ED

U
C

ATIO
N

 user on 22 January 2025
ppendix A . The bolometric corrections are used together with 
arallaxes from Gaia DR3 (Babusiaux et al. 2023 ; Gaia et al. 2023 )
o derive luminosities (Fig. 5 ). In our analysis, we applied the zero-
oint correction and systematic effects in parallaxes (Lindegren et al. 
020 ). The set of spectroscopic and other non-seismic properties can 
e found in Table 2 , while Table 4 contains photometric data. 
To estimate stellar luminosities based on seismology, we first need 

o derive global stellar properties using seismic constraints. It is 
ossible to combine the information carried by �ν and νmax to obtain 
eismic estimates of mass and radius: 

M 

M �
	 

(
νmax 

νmax , �

)3 (
�ν

�ν�

)−4 (
T eff 

T eff, �

)3 / 2 

, (2) 

R 

R �
	 

(
νmax 

νmax , �

)(
�ν

�ν�

)−2 (
T eff 

T eff, �

)1 / 2 

. (3) 

In this work, we adopted solar values of �ν� = 135.1, νmax � = 

090 μHz, and T eff, � = 5777 K (e.g. see Chaplin et al. 2014 ). 
This set of equations has been widely used to obtain ‘direct’ 

stimations of mass and radius for a given set of surface temperatures
 eff . The limitations of the scaling relations are not fully understood
et (Hekker 2020 ), but tests have shown that, for solar type and
GB stars, stellar radii can be as accurate as 1 per cent to 2 per cent ,
hile estimations of mass can be as good as 5 per cent (e.g. see
uggenberger et al. 2016 ; Rodrigues et al. 2017 ; Li et al. 2021 ,
022 ; Wang et al. 2023 ). 
Corrections to a simple scaling of �ν∝ ( ρ/ ρ�) 1/2 have now been

roposed in the literature (see White et al. 2011 ; Miglio et al. 2012b ,
013b , 2016 ; Brogaard et al. 2016 ; Sharma et al. 2016 ; Guggenberger
t al. 2017 ; Themeßl et al. 2018 ). In Fig. 6 , we show the ratio
ν/ �ν� to ( ρ/ ρ�) 1/2 as a function of νmax for models with nearly

olar metallicity and a range of masses that goes from 1.1 to 2.5 M �.
he average large separation was computed from model frequencies 
y using radial modes around νmax , while the model frequencies 
ake into account corrections to mitigate the impact of the so-called 
urface effects, since they have a significant effect on the average 
alue of the large-frequency separation (see Rodrigues et al. 2017 
or a detailed description). As can be seen on the plot, the ratio
eviates from unity (see e.g. Belkacem et al. 2013 and Rodrigues
t al. 2017 for a detailed discussion). Based on this plot, we inferred
orrections to our values of �ν by first using period spacing ( �� , see
able 1 ) as an indicator of evolutionary stage. For solar metalicity,
tars in the clump region (located around the grey dashed elipse in
ig. 6 ) will not show large discrepancies, while stars around the RGB
ump (roughly located around the grey dotted elipse in Fig. 6 ) will
ho w larger de viations. In our sample, corrections were applied to
hree RGB stars, while the other six clump stars have a combination
f mass and evolutionary stage that makes a correction of �ν to be
egligible. We note that the values of �ν presented in Table 1 do
ot take any correction into account. The adopted corrections of �ν

re: an increase of 3 . 5 per cent for KIC 1720554 ( T eff = 4575 K,
 ∼ 1.2 M �) and KIC 10323222 ( T eff = 4560 K, M ∼ 1.4 M �),

nd an increase of 2 per cent for KIC 11918397 ( T eff = 4705 K, M
1.8 M �). At least one of the grid-based modelling codes used

ater will do this step self-consistently, and the corrections presented 
ere can be considered as a first iteration (Bayesian code PARAM ; see
odrigues et al. 2017 , for more details). 
For the nine stars in our sample, we compared the radii calculated

sing magnitudes and Gaia DR3 parallaxes with radii derived from 

he asteroseismic scaling relations (see equation 3 ), and the residual
ifference between the two quantities is displayed in Fig. 7 . We
omputed the weighted average of the relative differences, and the 
ssociated statistical uncertainty, by using a Student t -distribution 
ith a level of confidence of 68 per cent and N -1 degrees of freedom,
here N is number of points. This approach is similar to the one
resented in Miglio et al. ( 2012b ) and Chaplin et al. ( 1998 ). This
as done to take into account the small number of points in the

ample. The weighted average difference is −0.0087 ± 0.0149, 
ncreasing to 0.0109 ± 0.0097 when the �ν correction is applied 
o three RGB stars. We note that, given the small sample and the
ize of uncertainties, those results are statistically consistent with 
ero. A larger sample of stars would be ideal to conduct more robust
omparison. The radii estimated by parallaxes agree reasonably well 
ith radii derived from scaling relations for six stars in our sample,
hile two other stars (KIC 4049174 and KIC 8752618) have radii
btained through parallaxes which are ∼1 − 2 σ higher than the 
eismic ones. Also, note that KIC 10425397 has a much larger error
ar in its estimation of radii due to the large uncertainty in its 2MASS
s magnitude. 
We can combine magnitudes with parallaxes from Gaia DR3 to es-

imate luminosities that, in turn, can be combined with spectroscopic 
emperatures in order to obtain stellar radii. If the radius is known, we
an obtain two additional estimations of mass by combining seismic 
nd non-seismic constraints: 

M 

M �
	 

(
�ν

�ν�

)2 (
R 

R �

)3 

, (4) 

M 

M �
	 

(
νmax 

νmax , �

)(
R 

R �

)2 (
T eff 

T eff, �

)1 / 2 

. (5) 

In Fig. 8 , we compare masses obtained using different combi-
ations of seismic and non-seismic constraints. The typical uncer- 
ainties on mass determinations are the following: � 8 per cent when 
sing νmax , �ν and spectroscopic T eff (blue dots), � 23 per cent when 
sing �ν and the radius obtained from Gaia DR3 parallaxes (green 
ots) and, finally, � 14 per cent when using the combination of νmax ,
MNRAS 527, 8535–8550 (2024) 
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pectroscopic T eff and the radii derived from Gaia DR3 parallaxes
red dots). 

We then calculated a set of distances using asteroseismic param-
ters and compared them with distances estimated using parallaxes
rom Gaia DR3. The seismic scaling relations can be combined
ith the Stefan–Boltzmann law, L = 4 πR 

2 σT 4 eff (where σ is the
tefan–Boltzmann constant), to obtain seismic distances (Miglio
t al. 2013a ) 

log d 	 1 + 2 . 5 log 
T eff 

T eff , �
+ log 

νmax 

νmax , �
− 2 log 

�ν

�ν�
+ 0 . 2( m bol − M bol , �) , (6) 

here d is expressed in parsecs, m bol is the dereddened apparent
olometric magnitude, and M bol, � is the absolute solar bolometric
agnitude. Our results are shown in Fig. 9 . 
We note, ho we ver, that distances deri ved from equation 6 are

ependent on the estimation of extinction corrections obtained
rom reddening map, which may contain systematic uncertainties.

odel atmospheres used to estimate bolometric corrections may
lso introduce systematic errors in the final computation of seismic
istances. Finally, the choice of a particular T eff scale may induce
ystematic offsets, since seismic distances scale as T 2 . 5 eff . Therefore,
ur estimation of seismic distances is not completely stringent. 
We have found that, for the red giant stars in our sample, the

istances obtained using scaling relations are o v erestimated, on
verage, by a small amount when compared to distances derived
rom Gaia DR3 parallaxes. This result is very similar to the analysis
f radii mentioned abo v e (see Fig. 7 ). It is important to point
gain that the limited amount of stars in our analysis and the size
f the uncertainties are such that the difference between the two
istances is statistically consistent with zero within error bars. The
elati ve dif ference between Gaia DR3 and seismic estimations of
istances are shown in Fig. 10 . The weighted average has a value
f −0.0134 ± 0.0150, and if the correction to �ν is applied, the
eighted average becomes 0.0061 ± 0.0099. Repeating the analysis
sing paralaxes from Hipparcos (van Leeuwen 2009 ) wields similar
rends, but with larger error bars. 

A study presented in Huber et al. ( 2017 ) shows that parallaxes
erived from seismology are underestimated when compared to
arallaxes from Gaia DR1 for subgiants. Huber et al. ( 2017 ) used
 larger sample of ≈1800 red giants to calculate the residual offset
etween radii from Gaia DR1 with asteroseismic radii. Ho we ver,
uber et al. ( 2017 ) found no significant offset for more evolved

tars when using a large sub-sample of RGB and red clump giants.
dditionally, Zinn et al. ( 2019 ) have found a zero-point offset in Gaia
R2 parallaxes using asteroseismic data of red giants in the Kepler
eld. They used red giant branch stars from the APOKASC -2 catalogue

o identify a colour (and magnitude) dependent zero-point offset of
50 μas . Also, Khan et al. ( 2019 ) found a similar zero-point offset in
aia DR2 parallaxes when using both Kepler and K2 data combined
ith a grid-based method. More recently, Stassun & Torres ( 2021 )
sed a sample of 158 eclipsing binaries with precise estimations of
adii and ef fecti ve temperature, which in turn allo ws precise v alues
or bolometric luminosities via the Stefan–Boltzmann relation. They
sed their independently inferred parallaxes to compare with the
arallaxes reported in Gaia DR3, and have found a mean offset of
37 ± 20 μas , decreasing to −15 ± 18 μas ( Gaia -EB) after applying

orrections recommended by the Gaia team. In this work, we only
dded offsets obtained following the work reported in Lindegren
t al. ( 2020 ), where they presented an offset that is a function of
agnitude G, ecliptic latitude, and the ef fecti v e wav enumber used



Bright Kepler giants 8541 

Figure 2. Abundance ratios with respect to iron, as a function of [Fe/H]. The CoRoT red giants analysed by Morel et al. ( 2014 ) are shown in black, while the 
stars in our sample are o v erplotted in red. In both cases, the results have been obtained by fixing the surface gravity to the seismic value in the spectroscopic 
analysis. Note, ho we v er, that e xcitation balance of the Fe I lines was assumed in Morel et al. ( 2014 ). The mean abundance ratio of the α-synthetized elements is 
defined as the unweighted mean of the Mg, Si, Ca, and Ti abundances. For the mean abundance of the iron-peak elements, we considered Cr and Ni. 

Figure 3. Left panel : Comparison between estimations of �ν obtained by three different pipelines. Right panel : Same as left panel, now for νmax . 
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IC Kepler magnitude 
mag 

720554 6.525 
049174 6.279 
752618 6.441 
411865 6.114 
0323222 6.725 
0425397 6.449 
1408263 6.307 
1808639 6.229 
1918397 6.235 
MNRAS 527, 8535–8550 (2024) 

2MASS Ks magnitude d (DR3) 
mag pc 

4.154 ± 0.018 105.19 ± 0.74 
4.081 ± 0.036 144.84 ± 1.41 
4.299 ± 0.015 159.80 ± 2.21 
4.135 ± 0.017 143.96 ± 1.43 
4.318 ± 0.017 135.63 ± 1.22 
4.507 ± 0.362 154.28 ± 1.52 
4.091 ± 0.018 144.95 ± 1.92 
4.234 ± 0.036 123.33 ± 1.02 
3.963 ± 0.016 161.88 ± 1.78 

O
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M

Figure 4. Period spacing ( �� ) versus large separation �ν. The coloured 
lines indicate evolutionary tracks computed by the Modules for Experiments 
in Stellar Astrophysics ( MESA ) code (Paxton et al. 2011 ) with the conv ectiv e 
o v ershooting mixing scheme described in Bossini et al. ( 2015 ). The solid lines 
correspond to models in the ascending RGB phase, while dashed lines show 

models in the core helium-burning phase. The models have solar composition 
and three different masses (1.30, 2.30, and 2.50 M �). The colour code of the 
dots are related to the stellar masses through the colour bar on the right of the 
plot. Error bars in �� and �ν are smaller than the size of the points. 

Figure 5. HR diagram for the stars in our sample. Luminosities are calculated 
with 2MASS K -band magnitude and parallaxes from Gaia DR3. Ef fecti ve 
temperatures are retrieved from the constrained spectroscopic analysis. The 
tracks showed here are taken from the grid presented in Rodrigues et al. 
( 2017 ). The range in mass co v ered by the tracks goes from 1.1 to 2.9 M �, in 
steps of 0.2 M �. 
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Figure 6. Ratio �ν/ �ν� to ( ρ/ ρ�) 1/2 as a function of νmax for models 
computed using MESA with nearly solar metallicity ( Z = 0.01756, Y = 

0.26556). �ν was calculated using model frequencies around νmax (see 
Rodrigues et al. 2017 ). The effects in low-mass clump stars (grey dashed 
elipse) are less than � 1 per cent , but effects on stars around the RGB bump 
(grey dotted elipse) are � 3 per cent . 

Figure 7. Relati ve dif ferences between radii deri ved from Gaia DR3 
parallaxes and radii derived from scaling relations (equation 3 ) for the 
stars in our sample. Blue dots show the three RGB stars with corrections 
applied to �ν, also indicated by asterisks in the KIC numbers. The black 
dashed line is the weighted average difference (without corrections in �ν) of 
−0.0087 ± 0.0149. 
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n the astrometric solution. For our nine stars, this offset in DR3
arallaxes is on average −20 μas . 
Moreo v er, one of the stars in our sample (KIC 10323222) has a
easurement of its limb-darkened interferometric angular diameter

Karo vico va et al. 2022 ). A direct interferometric measure of stellar
adii is of particular importance for establishing the accuracy of the
nferred stellar parameters. For KIC 10323222, the stellar radius
btained by using the measured angular diameter is 9.796 ± 0.137
 �, and the stellar mass and surface temperature are 1.23 ± 0.12
 � and 4568 ± 42 K, respectively (see Karovicova et al. 2022 ). The

orresponding stellar radius obtained in this work is ∼ 5 per cent
igher on average (10.34 ± 0.27 R �), and was calculated using
he scaling relations, where global seismic parameters are combined
ith spectroscopic estimations of temperatures (see equation 3 ). In
NRAS 527, 8535–8550 (2024) 
nother studies, Gaulme et al. ( 2016 ) and Benbakoura et al. ( 2021 )
lso used independent methods to obtain stellar radii in a group of red
iants in eclipsing binaries. Their work indicates that seismic radii
re ∼ 5 per cent too high for red giants. Additionally, Brogaard et al.
 2018 ) have partially revisited the sample of eclipsing binaries from
aulme et al. ( 2016 ) while considering corrections to �ν scaling.
hey found a complex situation where some stars show agreement
etween the dynamical and corrected asteroseismic measures while
thers suggest significant o v erestimates of the asteroseismic mea-
ures. They could not pinpoint a simple explanation for this, but
ound indications of several potential problems, some theoretical,
thers observational (see Brogaard et al. 2018 , for more information).
allinger et al. ( 2018 ) has also conducted an analysis of the six

eismic binaries from Gaulme et al. ( 2016 ) and applied probabilistic
ethods to re-examine the global oscillation parameters of the giants

n the binary systems. They have found a good agreement between
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Figure 8. Left panel : Masses computed using different combinations of seismic and classical parameters. The blue dots indicate calculations made using νmax , 
�ν and the spectroscopic temperatures ( T eff , see equation 2 ). Green dots are calculated using �ν and the radius obtained from Gaia DR3 parallaxes (equation 4 ). 
Red dots are calculations made using νmax , spectroscopic temperatures and radius derived from Gaia DR3 parallaxes (equation 5 ). Right panel : Same as the left 
panel, now without corrections to �ν applied to three RGB stars, indicated by asterisks in the KIC numbers. 

Figure 9. Comparison between the distances determined from parallaxes 
and distances calculated using asteroseismology. The small red dots are Gaia 
DR3 distances, and light blue circles are distances determined by combining 
asteroseismic constraints ( �ν, νmax ) with spectroscopic T eff . The dark blue 
circles are the three RGB stars with applied corrections on �ν, also indicated 
by asterisks in the KIC numbers. 

s
r

4

I  

f

 

2  

D
w  

R
p

n  

S  

S  

S  

Figure 10. Relative differences between Gaia DR3 and seismic distances 
(black dots) estimated using equation 6 . Blue dots show the three RGB 

stars with corrections applied to �ν, also indicated by asterisks in the KIC 

numbers. The black dashed line is the weighted average difference (without 
corrections in �ν) of −0.0134 ± 0.0150. 

s  

C
 

u  

o
e  

t
e  

s

s
h  

l
f  

e
 

fi  

a  

T  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/527/3/8535/7458653 by U
N

IV LEIG
E FAC

 PSYC
H

 SC
IEN

C
ES L'ED

U
C

ATIO
N

 user on 22 January 2025
eismic and dynamic parameters when using a new non-linear scaling 
elations for �ν and νmax . 

.2 Results from grid-based pipelines 

n this Section, we infer stellar properties by making use of the
ollowing grid-based pipelines: 

(i) The Pisa group adopted the SCEPTER pipeline (Valle et al. 2014 ,
015 ) coupled with a grid of stellar models computed as described in
ell’Omodarme et. al. ( 2012 ). The grid contains models computed 
ithout core o v ershooting and does not account for mass loss on the
GB. Scaling relations were used to obtain the average asteroseismic 
arameters. 
(ii) Non-canonical BASTI (Pietrinferni et al. 2004 ) isochrones with 

o mass loss and including effects of o v ershooting (described in
ilva Aguirre et al. 2013 ). The pipeline applied is the BAyesian
Tellar Algorithm ( BASTA ), described in Silva Aguirre et al. ( 2015 ),
ilva Aguirre et al. ( 2018 ). Results have been computed using the
olar values from OCT (Hekker et al. 2010 ) in the scaling relations.
orrections to the theoretical values of �ν were also included. 
(iii) PARAM pipeline (da Silva et al. 2006 ; Miglio et al. 2013a )

sing Bayesian statistics to obtain global stellar properties from a grid
f models. Evolutionary tracks were computed with MESA (Paxton 
t al. 2011 ), and each of them has a precomputed set of frequencies
hat PARAM uses to calculate the large separation directly (Rodrigues 
t al. 2017 ), a v oiding the use of the �ν scaling relation and the
ystematic effects associated with it (see, e.g. White et al. 2013 ). 

(iv) BESPP is a Bayesian tool to infer stellar properties from 

pectrophotometric and asteroseismic data. The grid of stellar models 
as been constructed using GARSTEC (Weiss & Schlattl 2008 ). The
arge frequency separation has been determined for each stellar model 
rom the slope of the radial � = 0 orders around νmax , as in White
t al. ( 2011 ), i.e. no �ν scaling relation is used. 

(v) The AMS code makes use of two grids of stellar models. The
rst one is the Canonical BASTI grid (Pietrinferni et al. 2004 ), with
 range of masses going from 0.5 to 3.5 M � in steps of 0.05 M �.
he second grid was constructed using MESA and co v ered the same
MNRAS 527, 8535–8550 (2024) 
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M

Figure 11. Left panel : Comparison between the radii obtained by grid-based modelling ( GBM ) pipeline and the radii obtained by using seismic data and the 
scaling relations ( SCL ). Black dashed line represents the identity line. Right panel : Same as the left panel, now using stellar masses instead. 
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Figure 12. Comparison between stellar radii obtained by grid based mod- 
elling ( GBM ) pipeline and the radii obtained by using Gaia DR3 parallaxes. 
Black dashed line represents the identity line. 
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election of initial metallicities and helium abundances as the BASTI

rid but with a different mass range, from 0.8 to 1.8 M � in steps of
.01 M �. AMS uses two methods to fit stellar models to the observed
arameters. They are independent implementations of the likelihood
istribution method described by Basu, Chaplin & Elsworth ( 2010 )
nd the SEEK method described in Quirion, Podmore & Dupuis
 2010 ). More details about AMS can be found in Hekker & Ball
 2014 ). 

The main procedure is to run the pipelines using the following
arameters as input constraints: νmax , �ν, T eff , and [Fe/H]. In
eturn, the codes obtain a comprehensive list of stellar attributes,
ncluding but not limited to: masses, radii, surface gravities, ages,
nd densities (and their associated uncertainties). In some occasions,
he asymptotic period spacing, when it could be measured (see
able 1 ), was used to give some insights on the evolutionary status.
he pipelines that calculate �ν directly from model frequencies are
alibrated to mitigate the impact caused by surface effects. 

We compared stellar properties obtained by the models with their
especti ve v alues obtained using scaling relations. We decided to
elect one pipeline to ensure homogeneous input physics. In order to
o so, we took results from all pipelines and computed the median
alue for each global stellar properties. Our results show that the
MS pipeline has results closest to the median, so we choose to use
MS values as the reference global stellar properties from grid-based
odelling (GBM). Errors were calculated from the quadratic sum of

ncertainties of different results. 
The left panel of Fig. 11 shows a comparison between the stellar

adii from GBM and radii estimated using scaling relations (SCL).
he weighted average of the residual difference is 0.009 with a
tatistical error of 0.013. In Fig. 12 , we show the a similar comparison
etween radii obtained from GBM and radii obtained from Gaia
R3 parallaxes. The weighted average of the residuals is 0.004 with
 statistical error of 0.009. As for the stellar masses, the right panel
f Fig. 11 shows the comparison between stellar masses from GBM
nd masses derived from scaling relations. The weighted average of
he residuals is −0.012 with a statistical error of 0.026. It is also
mportant to note that the grid results for the three ascending red
iant stars have systematically lo wer v alues of mass when compared
ith the SCL values. This can be partially explained by the biases in

he �ν scaling (see Fig. 6 ). 
The PARAM pipeline can estimate distances and extinctions by

ombining photometric data in several observed bands. Ho we ver,
NRAS 527, 8535–8550 (2024) 
ost stars in our sample have either large uncertainties in observed
agnitudes or contain flags of poor photometric quality, mostly

ue to saturation. Therefore, magnitudes are, in most cases, not
ccurate enough to be able to estimate extinctions using PARAM . To
onduct a better comparison in terms of distances, we combined
adii obtained from PARAM with spectroscopic temperatures and
agnitudes (with extinctions from dustmaps) in K s band to estimate
 set of distances reffered to as d PARAM 

. Fig. 13 shows a comparison
etween d PARAM 

and distances derived from Gaia DR3 parallaxes.
esidual differences show a good agreement, with a weighted
verage of −0.016 and a statistical uncertainty of 0.017. To check the
ffects of using a different photometric band, we switched K s band
or V band in the calculations of d PARAM 

, and compared it to Gaia
R3 parallaxes once again. By doing this, the residual differences

ncrease slightly to 0.025 ± 0.020. 

 DI SCUSSI ON  O F  K E Y  C H E M I C A L  

LEMENTS  

.1 Surface lithium and carbon isotopic ratio 

n order to compare the observed abundances with our theoretical
redictions, we obtained stellar evolution models computed with
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Figure 13. Residual difference between distances inferred from PARAM and 
distances obtained from Gaia DR3 parallaxes. Distances from PARAM are 
estimated using radii obtained by grid-modelling (see Section 4 for more 
details), spectroscopic T eff and Ks magnitudes. The weighted average of the 
residuals is −0.016 (black dashed line) with a statistical error of 0.017 (shaded 
area). 
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he STAREVOL code (Lagarde et al. 2012 ; Amard et al. 2019 ),
ncluding the effects of rotation-induced mixing and thermohaline 
nstability all along the stellar evolution (Lagarde et al. 2012 ). These
odels reproduced spectroscopic data in open clusters and field 

tars (e.g. Charbonel & Lagarde 2010 ; Charbonnel et al. 2020 ;
agrini et al. 2021 ). Although its efficiency is still discussed in

he literature, thermohaline mixing seems to be the main physical 
rocess go v erning the surface abundances of C, N, and Li for stars
ore evolved than the bump luminosity on the red giant branch. 
harbonel & Lagarde ( 2010 ) showed that its efficiency is decreasing
ith increasing initial stellar mass. On the other hand, rotation- 

nduced mixing modifies the internal chemical profiles during the 
ain sequence (e.g. Palacios et al. 2003 , 2006 ). Its effects on the

urface abundances are revealed only after the first dredge-up at the 
ase of the RGB. Including the effects of these extra-mixing events in
heoretical models is a crucial step to provide a more comprehensive 
nderstanding of the surface chemical patterns observed in low-mass 
ed giant stars, as each mechanism alone cannot fully explain the 
bserved abundance variations. 
According to previous studies, we distinguish three regimes 

elated to initial stellar mass: low-mass stars (M ≤ 1.8 M �), where
hermohaline mixing is the main process that changes the surface 
bundances compared to rotation-induced mixing, since the latter 
s weaker in lower-mass stars due to their slower rotation rates. 
or intermediate-mass stars (1.8 ≤ M ≤ 2.2 M �) both mechanisms 
lay an equi v alent role to change surface abundances. And finally,
or more massive stars (M > 2.2 M �) thermohaline mixing plays no
ole because these stars ignite central helium-burning before reaching 
he RGB bump. As a result, thermohaline mixing does not occur in
hese stars, only rotation is expected to have an impact on surface
bundances. 

In addition to carbon isotopic ratio, we also obtained estimations 
or the abundance of surface lithium, where we addopted non-LTE 

alues for the latter. 2 Fig. 14 shows the theoretical evolution of carbon 
sotopic ratio for three models at 1.0, 1.5, and 3.0 M �, all at solar
 Lithium abundance is defined here as A ( Li) = log 
(

X( Li) 
X( H ) 

A H 
A Li 

)
+ 12, where 

( Li ) is the lithium mass fraction. 

K  

s
=  

e
r

etallicity, while Fig. 15 shows the theoretical evolution of lithium 

or the same stellar evolution models. They show the evolution from
he zero-age main sequence to the early AGB phase. Non-standard 

odels have an initial rotation velocity ( V ZAMS ) of 110 km s −1 . We
ake use of these figures to compare theoretical predictions with our

bservations. 

.2 Low-mass stars ( M < 1.8 M �) 

(i) KIC1720554 ( M = 1.21 ± 0.07 M �) is a low-mass RGB star
ccording to the period spacing ( �� = 66 s). This is corroborated
y the measured value of 12 C/ 13 C (38 ± 15) and the position of
his star in the HR diagram. Those properties are a strong evidence
hat this is a RGB star, not evolved enough to undergo thermohaline

ixing. The surface lithium abundance in KIC 1720554 is estimated 
o be lower than −1.68, and such low values of A(Li) suggests the
ccurence of extra mixing events. It is known that initial rotation rates
an have a strong impact on the depletion of lithium during the main
equence. Therefore, rotation-induced mixing could be responsible 
or the current low amount of lithium. Investigating the specific 
ixing mechanisms and their impact on the evolution of this star
ould require further study. 
(ii) KIC10323222 ( M = 1.42 ± 0.08 M �) does not have a mea-

ured value for the period spacing. However, results from seismology 
how that this is a low-mass star, while spectroscopy wields a high
2 C/ 13 C (27 ± 6) at the surface. Combining this information with its
osition in the HR diagram, there is a strong argument that this is a star
n the RGB, which supports our early assumption (see Section 3.3 ).
he lithium abundance in KIC10323222 is estimated to be lower 

han −1.86. This is similar to the situation of KIC1720554, where
uch low amount of surface lithium is evidence of extra mixing,
ith rotation based mixing being a strong cadidate. A more detailed

nalysis would be required to better understand the mechanisms 
nvolved. 

(iii) KIC4049174, KIC8752618, KIC10425397, and 
IC11408263 are a group of low-mass stars (between ∼1.17 

nd 1.69 M �) that share similar characteristics in regards to
hemical profile. The period spacing of mixed modes ( �� ∼ 300 s)
ndicates status of clump stars while the low-surface carbon isotopic 
atio (lower than 14) and lithium abundances (upper limit of −1.13)
onfirms this evolutionary state by comparison with stellar evolution 
odels including thermohaline mixing (see Figs 14 and 15 ). The

ight panel of Fig 14 shows that standard models are not able to
eproduce such low values of 12 C/ 13 C and lithium. 

.3 Intermediate-mass stars [1.8 < M (M �) < 2.2] 

(i) KIC 11918397 ( M = 1 . 82 ± 0 . 11 M �) is an intermediate-
ass star with low metallicity ([Fe/H] = −0.21 ± 0.10). Although 

he period spacing could not be measured for this star, its chemical
roperties ( 12 C/ 13 C = 19 ± 8 and A(Li) = −0.41 ± 0.12) seem to
orroborate the assumption that this star is still in the RGB. 

(ii) According to the asymptotic period spacing ( �� = 226.9 s),
IC11808639 ( M = 2.19 ± 0.09 M �) is a red giant in the

econdary clump. The measured surface chemical properties [A(Li) 
 −0.16 ± 12 and 12 C/ 13 C = 19 ± 7] are consistent with this

volutionary state, and are explained with stellar models including 
otation and thermohaline mixing (Figs 14 and 15 ). 
MNRAS 527, 8535–8550 (2024) 
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M

Figure 14. The theoretical evolution of carbon isotopic ratio 12 C/ 13 C at the stellar surface for models with M = 1.0, 1.5, and 3.0 M �, including the effects of 
thermohaline instability and rotation-induced mixing (left panel) and following the standard prescriptions (right panel). All stellar tracks have solar metallicity. 
Circles represent our Kepler red giant stars. 

Figure 15. Synthetic evolution of lithium abundances A(Li) at the stellar surface as a function of T eff . We show models with M = 1.0, 1.5, and 3.0 M �, 
including the effects of thermohaline instability and rotation-induced mixing (left panel) and following the standard prescriptions (right panel). All stellar tracks 
have solar metallicity. Circles represent our Kepler red giant stars, while downward arrows represent stars that only have an upper limit in A(Li). 
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.4 More massi v e stars ( M > 2.2 M �) 

n more massive stars, theoretical models do not predict changes
n the surface chemical properties during the red giant branch.
ccording to stellar evolution models, RGB and clump stars show

he same surface 12 C/ 13 C and lithium abundances. For this mass
ange, rotation-induced mixing plays a dominant role and changes
he surface properties of early RGB stars. 

(i) KIC9411865 ( M = 2.51 ± 0.10 M �) is classified as being in
he secondary clump, according to the period spacing. Although the
pper limit of lithium (A(Li) < −0.77) abundance does not give
dditional constraints, this evolutionary state is consistent with its
easured carbon isotopic rate 12 C/ 13 C = 21 ± 7. 

 C O N C L U S I O N S  

e report results for various seismic tests and analysis using a
roup of nine nearby red giants observed by Kepler . The stars in our
ample have accurate values of parallaxes obtained by Gaia DR3.
e combined seismic data and detailed spectroscopic parameters to

nfer global stellar properties. Results from both direct application
f seismic scaling relations and predictions from grid-based models
NRAS 527, 8535–8550 (2024) 
ndicate that our sample is in the mass range where two non-canonical
ixing processes have been suggested to play a significant part in
 xplaining observ ed values of surface chemical abundances. The
esults we obtained in this work are summarized as follows: 

(i) In the context of constrained spectroscopic analysis using
eismic log g , we have ascertained that using excitation balance
ields slightly larger values of ef fecti ve temperature for hotter ( T eff 

5000 K) stars. Our results using iron ionization balance and
eismic log g yield values of T eff which are in good agreement with
stimations of photometric T eff . 

(ii) We compared differences between distances derived from
aia DR3 parallaxes with distances inferred by using seismic
arameters and scaling relations at face value, obtaining a weighted
verage of the residual differences equal to −0.0134 ± 0.0150.
lthough this suggests a small difference between Gaia and seismic
istances, we emphasize that the size of uncertainties are such that
his result is statistically consistent with zero. We also applied a
imple correction to the values of �ν of 3 RGB stars based on
 grid of models (Fig. 6 ) in order to test how it would affect the
omparison with seismic distances. The effects of this correction in
ν is an increase in the previous offset in distances by ∼ 2 per cent .
inally, it is important to stress that reddening is a fundamental source
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f uncertainty, since it has a significant effect on the calculations 
f seismic distances. Adopting 2MASS Ks magnitudes appears to 
ignificantly mitigate the effects of reddening (see Appendix A ). 
t is also important to note that deri v ations of seismic distances
equation 6 ) are affected by the chosen scale of ef fecti ve temperature,
urning T eff into a source of systematic error. 

(iii) We used radii inferred by grid-models from PARAM , along 
ith spectroscopic T eff and magnitudes, to compute a set of distances 

o be compared with distances derived from Gaia DR3 parallaxes. 
esults show an excellent agreement, however the small amount of 

tars in our sample and the size of uncertainties are such that a larger
umber of stars would be necessary to produce a more stringent
esult. 

(iv) We calculated residual differences in stellar radii obtained 
y combining parallaxes from Gaia DR3 with radii inferred di- 
ectly from scaling relations. The weighted average indicates that 
adii derived from Gaia are lower than the asteroseismic radii by 

1 per cent . We note again that, given the size of uncertainties, 
hose results are statistically consistent with zero. Huber et al. ( 2017 )
sed a larger sample of ≈1800 red giants to calculate the residual
ffset between radii from Gaia DR1 with asteroseismic radii, and 
ave found no significant offset for low-luminosity red giants. When 
BM is applied to our stars, there is a small offset between the radii
erived from measured parallaxes and the grid-based radii. Radii 
erived from GBM are ∼ 0 . 4 per cent higher than radii derived from
aia DR3 parallaxes. It is important to note that Gaulme et al.

 2016 ) and Benbakoura et al. ( 2021 ) used a sample of red giant stars
n eclipsing binaries, taking advantage of independent methods to 
btain masses and radii. They concluded that seismic radii based 
n seismic relations at face value are ∼ 5 per cent too high for red
iants. Additionally, Brogaard et al. ( 2018 ) added corrections to �ν

caling while studying the sample of Gaulme et al. ( 2016 ). They
ound that some stars show agreement between the dynamical and 
orrected asteroseismic measures, while others suggest significant 
 v erestimates of the asteroseismic measures. They could not find a
imple explanations for such complex situation, but found indications 
f several potential problems (see Brogaard et al. 2018 , for more
nformation). Finally, Zinn et al. ( 2019 ) and Khan et al. ( 2019 ) used
steroseismic data of red giants in the Kepler field to find a zero-
oint offset in Gaia DR2 parallaxes of a few tens of μas . If a similar
ffset is applied to the stars of our sample, the effects in the residual
ifferences of distances would be of the order of 0.5 per cent or less.
(v) For stellar masses, we compared values obtained using dif- 

erent combinations of seismic and non-seismic constraints. We 
btained a typical mass uncertainty of 8 per cent when combining 
max , �ν and spectroscopic T eff , � 23 per cent when using �ν and the 
adius obtained from Gaia DR3 parallaxes and, finally, � 14 per cent
hen using the combination of νmax , spectroscopic T eff , and radii 
erived from Gaia DR3 parallaxes. These results suggest that the size 
f the uncertainties in stellar masses obtained with the combination 
f radii derived from Gaia DR3 parallaxes with at least one global
eismic parameter (either �ν or νmax + T eff , see equations 4 and 5 ),
ill be similar to the size of uncertainties in stellar masses derived
y combining νmax , �ν, and spectroscopic T eff (equation 2 ). 
(vi) Our precise estimations of stellar masses (with uncertainties 

maller than 10 per cent ) with a solid proxy for evolutionary stage 
n the form of �� (distinguishing RGB from core He-burning) 
ake it clear that the stars in our sample fall in the mass range
here it is claimed that thermohaline instability coupled with the 

ffects of rotation is the most efficient transport processes for 
hemical elements. Therefore, we compared the observed surface 
bundances of lithium and carbon with predictions made by models 
ith and without extra-mixing processes. Models that do not include 
he effects of extra-mixing processes fail to explain the observed 
urface abundances of lithium and carbon isotopic ratio. Our results 
einforce the idea that the effects of both rotation-induced mixing 
nd thermohaline instability explain the spectroscopic observations 
f the aforementioned elements in low- and intermediate-mass 
ed giants stars. It is important to point out, ho we ver, the rather
oose constraints that the abundances of these key elements impose 
n models that account for rotational mixing. The initial rotation 
elocity in particular, despite its importance for the models, is an
rbitrary parameter that can be adjusted, to some extent, in order
o obtain a better agreement with the observed data (for a detailed
iscussion see Lagarde et al. 2015 , fig. 6). 

We expect to better quantify the trends presented here by using
ndividual mode frequency modelling combined with Gaia DR3 
arallaxes. We also seek to increase the number of stars in the sample
n order to conduct more precise scaling relation tests. 
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Figure A1. Left panel : Relati ve dif ferences between distances derived from Gaia DR3 and seismic distances (black dots) estimated using equation ( 6 ). Effects 
of the applied correction to �ν in the seismic distances are shown as blue dots. Seismic distances were calculated by using 2MASS J magnitudes, while the 
reddening effects were derived using dust maps from Green et al. ( 2018 ). The effects of extinction are accounted for in the calculations of seismic distances. The 
black dashed line is the weighted average difference of −0.0700 ± 0.0253. Right panel : Same as left panel, but using dust maps from Drimmel, Cabrera-Lavers 
& Lopes-Corredoira ( 2003 ) instead. The black dashed line is the weighted average difference of −0.0673 ± 0.0256. 

Figure A2. Same as Fig. A1 , but using magnitudes from 2MASS H band to calculate seismic distances. Left panel : Residual differences using dust maps from 

Green et al. ( 2018 ). The black dashed line is the weighted average difference of −0.0592 ± 0.0211. Right panel : Residual differences using dust maps from 

Drimmel, Cabrera-Lavers & Lopes-Corredoira ( 2003 ). The black dashed line is the weighted average difference of −0.0582 ± 0.0211. 

Figure A3. Same as Fig. A1 , but using magnitudes from 2MASS K s band to calculate seismic distances. Left panel : Residual differences using dust maps from 

Green et al. ( 2018 ). The black dashed line is the weighted average difference of −0.0134 ± 0.0150. Right panel : Residual differences using dust maps from 

Drimmel, Cabrera-Lavers & Lopes-Corredoira ( 2003 ). The black dashed line is the weighted average difference of −0.0131 ± 0.0150. 
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M

Figure A4. Same as Fig. A1 , but using V -band magnitudes to calculate seismic distances. Left panel : Residual differences using dust maps from Green et al. 
( 2018 ). The black dashed line is the weighted average difference of 0.0354 ± 0.0202. Right panel : Residual differences using dust maps from Drimmel, 
Cabrera-Lavers & Lopes-Corredoira ( 2003 ). The black dashed line is the weighted average difference of 0.0828 ± 0.0257. 
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