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Quantifying uncertainty is crucial for assessing the trustworthiness of Machine
learning (ML) predictions. Factors like data noise or transformations can in-
fluence uncertainty in ML predictions. Standard ML models like Random For-
est(RF), XGBoost (XGB), and Neural Networks(NN) provide accurate point pre-
dictions but lack calibrated confidence or statistical guarantees, often producing
uncalibrated probabilities without inherent uncertainty representation. While
these methods perform well, they are not inherently designed to provide cover-
age guarantees. Coverage guarantee is theoretical assurance that the prediction
sets produced by the conformal method will contain the true label of a given
instance with a specified probability 1 − α, where α is the chosen significance
level [1]. Conformal prediction (CP) [1, 2] addresses these limitations by provid-
ing explicit coverage guarantees through prediction intervals or calibration sets,
correcting the miscalibrated probabilities, and ensuring that the true value lies
within the interval with a specified probability (e.g., 90%). A CP set is a set of
all possible class labels that a given data point could be classified into. Addition-
ally, CP is a model-agnostic framework that is flexible and versatile and can be
applied to any ML model.
In this work, we apply CP to a leading Belgian insurance company’s data and
binary churn prediction model and to several widely available public churn and
fraud prediction datasets from prior research [4, 5, 6]. In a binary churn classifi-
cation model, each customer’s profile x is assigned to one of two discrete classes
i.e. churn (0) or not churn(1). For a binary classification problem, the “CP
set” can take one of the following four forms: ∅, {0}, {1}, {0, 1}. Conformal Pre-
diction generalizes the concept of hypothesis testing by calculating p-values for
each potential class. We further define the Significance level (α) that specifies
the desired coverage level (1 − α). For instance, if α=0.1, the prediction set is
designed to contain the true label at least 90% of the time. The threshold in
conformal prediction is a value that determines the size of the prediction set. It’s
calculated based on the distribution of nonconformity scores. Thus if the p-value
for a class exceeds a threshold (based on the “significance level α”), that label is
included in the prediction set. The threshold is derived from the α-quantile of a
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set of nonconformity scores.
To illustrate the methodology, we represent a profile in the portfolio with x where
significance level is α = 0.1 with corresponding threshold of 0.30. Let P (C|x)
denote the churn probability output of a predictive model (e.g., RF or XGB). Let
CC(x) represent the “Conformal Prediction set (or class)”.
The crucial result is that it can be proven that the final decision regarding the
profile x (churn or not churn) belongs to the Conformal Prediction set CC(x)
with a probability of at least 1− α [1]. This result applies globally to the entire
dataset for both classes.
For example consider three instances of profile x1, x2, x3 where each instance
yields a distinct CP set.
1. Profile x1: Assume P (C|x1) = 0.15. Then P (C|x1) < 0.30, we have 1 −
P (C|x1) ≥ 0.30. Therefore, CC(x1) = {0}. With significance level α = 0.1, the
conformal prediction for x1 not churning is: P (x1 will not churn) ≥ 0.90.
2. Profile x2: Assume P (C|x2) = 0.75. So P (C|x2) ≥ 0.30 and 1− P (C|x2) ≤
0.30. Therefore, CC(x2) = {1}. Because α = 0.1 the conformal prediction of x2

will churn is: P (x2 will churn) ≥ 0.90.
3. Profile x3: Assume P (C|x3) = 0.60. Then P (C|x3) ≥ 0.30 and 1−P (C|x3) ≥
0.30. Thus CC(x3) = {0, 1}. For x3, there is insufficient evidence to confidently
classify it as either churn or not churn with a confidence level of at least 0.90. The
Conformal Prediction set ∅ can occur if, for example, the threshold is 0.60 and
P (C|x) = 0.55. The CP framework enables decision-makers to reduce uncertainty.
For example, a fraud manager can confidently act on cases classified as solely
fraudulent or non-fraudulent (CP sets 0 or 1), with confidence, knowing the
fraud probability is less than 10% or at least 90%, respectively. Uncertain cases
(CP set {0,1}) can be flagged for further analysis. CP offers reliable uncertainty
quantification, calibrated probabilities, flexible decision-making, and theoretical
guarantees, addressing the limitations of traditional machine learning.
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