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Abstract

The present document provides details of the mathematical model used in BLASTER, a boundary layer

adjoint solver for transonic external high Reynolds number flows.

BLASTER is developed by Paul Dechamps at the University of Liège, Belgium, under the supervision

of Prof. V. Terrapon and Prof. G. Dimitriadis and with help of Dr. A. Crovato and A. Bilocq since

2022.
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1 Model Description

This section presents the viscous-inviscid interaction model used in BLASTER. After that, the boundary

layer equations are derived and the adjoint equations are presented.

1.1 Viscous-Inviscid Interaction Model

Viscous-inviscid interaction (VII) in BLASTER is done by considering that viscous effects are only

relevant in a thin shear layer adjacent to the body surface, as depicted in Figure 1.1. The flow is

divided into two regions: the inviscid region, where an inviscid flow model is used, and the viscous

region, where viscosity is taken into account to model the flow. A coupling strategy is used to

correctly represent the flow at the interface. Figure 1.2 represents schematically the algorithm used

in BLASTER to solve the VII problem. First, the inviscid solution is obtained and the mach number

Me, the density ρe and the velocity ue at the edge of the boundary layer are used as input to solve the

boundary layer equations implemented in the viscous solver. The viscous solution allows to compute

the so-called blowing velocity Ve, used as a boundary condition in the inviscid calculation, to account

for the presence of the boundary layer in the body vicinity.

ξ
η

Freestream

Boundary layer

Inviscid flow

Figure 1.1: Viscous-inviscid interaction model. Viscous effects are only relevant in the thin boundary
layer adjacent to the body surface. ξ and η are the tangential and normal body coordinates, respec-
tively.

Inviscid solver

Viscous solver

Me , ρe , ue

Ve

Figure 1.2: Viscous-inviscid interaction algorithm. Me, ρe and ue are the mach number, the density
and the velocity at the edge of the boundary layer, respectively. Ve is the blowing velocity.
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1 Model Description

BLASTER was originally developed to work with DART [1], an inviscid flow solver using the compressible

full-potential equation to represent the flow. But the philosophy was to provide a general framework

that could be used with any inviscid flow solver with only few modifications of the latter. The inviscid

flow solver is used in BLASTER as an independent module, which can be easily replaced by another

inviscid model. Interfaces with the Euler solver in SU2 [2] or panel methods HSPM and UPM [3] have

been made, and the general VII algorithm has shown to be very flexible and adapt to various already

existing inviscid solvers.

1.2 Boundary Layer Equations

The computation of the flow in the boundary layer in the viscous solver is done by considering a

two-dimensional coordinate system attached to the body, (ξ ,η) with ξ pointing in the downstream

direction and η normal to the solid wall surface as shown in Fig. 1.1. The boundary layer equations

implemented in BLASTER are a pseudo-unsteady formulation of the integral boundary layer equations

derived by Drela [4] and Nishida [5].

1.2.1 Base equations

The momentum and kinetic energy shape parameter equations are written as

H
ue

∂θ

∂ t
+

θ

ue

∂H
∂ t

+
θH
u2

e

∂ue

∂ t
=

∂θ

∂ξ
+(2+H −M2

e )
θ

ue

∂ue

∂ξ
−

c f ,l

2
, (1.1)

1+H(1−H∗)

ue

∂θ

∂ t
+

θ(1−H∗)

ue

∂H
∂ t

+
θ(2−H∗H)

u2
e

∂ue

∂ t

= θ
dH∗

dξ
+(2H∗∗+H∗(1−H))

θ

ue

∂ue

∂ξ
−2cd,l +H∗ c f ,l

2
.

(1.2)

where H is the shape factor of the boundary layer, θ is the momentum thickness, c f ,l is the local skin

friction coefficient, H∗ is the kinetic energy shape parameter, H∗∗ is the density shape parameter, and

cd,l is the local dissipation coefficient. Equations (1.1) and (1.2) are the fundamental equations of

the pseudo-unsteady boundary layer system used in the present work, they constitute a combination

of compressible steady terms and incompressible unsteady terms. As such, they cannot be used to

model unsteady compressible flow. However, they can be used to represent steady-state compressible

transonic flows. The unsteady terms are only included in order to circumvent Goldstein’s singularity [6]

and the transient section of the computed response is discarded.

1.2.2 Shear-lag equation

The shear-lag equation is used to model turbulent flow out of equilibrium, when turbulent production

and dissipation are not equals. In the pseudo-unsteady form, the equation is

δ

UsueCτ

∂Cτ

∂ t
+

2δ

Usu2
e

∂ue

∂ t
=

(
2δ

Cτ

)
∂Cτ

∂ξ
−5.6

(
CτEQ −Cτω

)
−2δ

(
4

3Hθ

(
c fa

2
−
(

Hk −1
6.7Hkω

)2
)
− 1

ue

∂ue

∂ξ

)
,

(1.3)
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1.2 Boundary Layer Equations

where ω is a dissipation factor, ω = 1 on the airfoil and ω = 0.9 in the wake. δ ∗ = θH is the

displacement thickness and Cτ is the shear-stress coefficient, defined as

Cτ =
1
u2

e

(
−u′v′

)
max . (1.4)

u′v′ are the Reynolds stresses, CτEQ is the equilibrium shear-stress coefficient, Hk is the kinematic

shape parameter. Finally, δ is the boundary layer thickness and Us is the equivalent normalized wall

slip velocity, both computed using the empirical correlations [4] shown in Appendix 3.

1.2.3 Transition model

In order to capture the laminar to turbulent transition in the boundary layer, a pseudo-unsteady

formulation of the eN method [7, 8] is used,

∂N
∂ t

+
∂N
∂ξ

=

(
dN

dReθ

dReθ

dξ

)
attached

+Aseparated. (1.5)

where N is the amplification ratio whose value is prescribed at transition according to experiments,

N(ξ ) = ln
A

Acrit
, (1.6)

where A
Acrit

is the ratio between the amplification rate of the perturbation wave triggering transition

and a critical amplification rate, Reθ is the Reynolds number based on the momentum thickness θ ,

The slope dN/dξ and Aseparated, which modifies the envelope amplification rate in separated flows, are

evaluated following [4, 5]. The critical amplification ratio Ncrit can be computed following Drela [9],

Ncrit =−8.43−2.4ln(Tu) . (1.7)

where

Tu ≡
u′

U
(1.8)

is the turbulence intensity. A commonly used value is Ncrit = 9 which corresponds to a free-stream

turbulence intensity of 0.07%. When N ≥ Ncrit, the flow becomes turbulent.

1.2.4 Coupling strategy

The coupling strategy considered in this work is based on the quasi-simultaneous methodology intro-

duced by Veldman [10]. An approximation of the inviscid flow from thin airfoil theory is solve with

the boundary layer system and is written as(
∂ue

∂ t
− c̃

∂ (θH)

∂ t
+

∂ue

∂ξ
− c̃

∂ (θH)

∂ξ

)(new)

+

(
−∂ue

∂ξ
+ c̃

∂ (θH)

∂ξ

)(old)

= 0. (1.9)

where subscript ( ·)(new) denotes the current iteration and ( ·)(old) the previous iteration. This equation

is used to avoid Goldstein singularity and to correctly represent the flow at the interface between the

inviscid and viscous regions.
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1 Model Description

1.3 Two-dimensional solution procedure

The computation around static airfoils is done by using the inviscid quantities defined at the nodes

on the body surface to solve the boundary layer systems, equations (1.1), (1.2), (1.3), (1.5) and

(1.9). The traditional space marching is used and each station in treated individually starting from

the stagnation point. The stagnation point is located where ue is minimum and a boundary condition

is imposed there,

θ =

√
0.075
Re due

dξ

(1.10)

H = 2.23 (1.11)

Cτ = 0 (1.12)

and laminar closure relations given in Appendix 3 are used at that point. For the downstream stations,

a quasi Newton method is used to solve the system. Initial conditions are set to the values obtained

at the previous station, where the solution is already converged. Nonphysical initial conditions in the

turbulent shear layer are discarded when the shear-stress coefficient Cτ is negative on the upstream

point. In that case, Cτ(t = 0) = 0.03. The quasi-Newton method yields

(J+
I

∆t
)∆U =−F, (1.13)

where U = [θ ,H,N,ue,Cτ ] is the solution vector, F is the residual vector of equations (1.1), (1.2),

(1.3), (1.5) and (1.9), J = ∂F
∂U is the Jacobian matrix of the system, I is an identity matrix and ∆t is

the time step. The residuals are evaluated by considering the system written in the form

A
∂U
∂ t

= B, (1.14)

where

A =



H
ue

θ

ue
0 θH

u2
e

0
1+H(1−H∗)

ue

θ(1−H∗)
ue

0 θ(2−H∗H)
u2

e
0

0 0 1 0 0

−c̃H −c̃θ 0 1 0

0 0 0 2δ

Usu2
e

δ

UsueCτ


(1.15)

and
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(
− ∂ue

∂ξ
+ c̃ ∂ (θH)
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2δ

Cτ
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∂Cτ
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(
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− 1

ue

∂ue
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(1.16)

The residual vector is computed as F = −A−1B. The corresponding analytical expression for the

matrix inversion has been implemented in BLASTER. The Jacobian matrix is computed using a first
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1.3 Two-dimensional solution procedure

order finite difference of the residuals,

J =
F(U +h)−F(U)

h
(1.17)

where h is the step used for finite difference, 10−8 by default. The initial time step is obtained from

a CFL number given by the user as,

∆t = CFL
∆ξ

ue
(1.18)

where ∆ξ is the grid spacing in the ξ direction. The CFL is adjusted every time step to accelerate

the convergence of the Newton method according to

CFLn+1 = max

(
CFLn

[
F(U0)

F(Un)

]0.7

,0.1

)
(1.19)

where subscript n denotes the time step number. The solution is considered converged when the

residual has decreased by a given number of orders of magnitude, which leads to the following condition

||F(Un)+∆U/∆t|| ≤ ε||F(U0)||, (1.20)

where ε is the convergence criterion, set to 10−8 by default. At each pseudo-time iteration, nonphysical

solutions are discarded by preventing the the momentum thickness θ to become negative and the shape

factor H to become smaller than 1. This translates into the following conditions,

θ = max(θ ,10−6) (1.21)

H = max(H,1.0005) (1.22)

At the first wake point, the following boundary condition is imposed,

θw =
θLast up+θLast lw

2
(1.23)

Hw =
θLast upHLast up+θLast lwHLast lw

θw
(1.24)

Nw = Ncrit (1.25)

Cτw =
θLast upCτ,Last up+θLast lwCτ,Last lw

θw
(1.26)

where Last up denotes the last station on the upper side and Last lw the last station on the lower

side. The same equations then the one used on the airfoil are used in the wake by omitting the wall

contribution (c f ,l = 0).

The solution is used to compute the boundary layer displacement thickness,

δ
∗ = θH (1.27)

on each node on the surface and in the wake and the blowing velocity is computed on the elements
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1 Model Description

as

Ve =
∂ (ρueδ ∗)

∂ξ
, (1.28)

evaluated using finite difference. The blowing velocity is used as a boundary condition in the inviscid

solver to account for the presence of the boundary layer in the body vicinity. The implementation of

the boundary condition depends on the inviscid solver.

1.4 Three-dimensional solution procedure

For computations of viscous flows around wings, the viscous equations are solved in two-dimensional

boundary layer stations, defined at different spanwise locations, as depicted in Figure 1.3 plane at-

tached to the wing surface. The boundary layer equations are solved for each wing section indepen-

dently. The inviscid solution, computed on the unstructured mesh on the wing surface, is interpolated

to the boundary layer stations to provide the boundary conditions for the boundary layer equations.

The interaction between the different stations is not taken into account and the flow is considered

two-dimensional on each station. The viscous solution is then used to compute the blowing velocity,

which is interpolated back to the wing surface to provide the boundary condition for the inviscid

solver. The process is repeated until convergence is achieved.

X

Y

Z

Figure 1.3: Three-dimensional viscous flow computation. The boundary layer equations are solved in
two-dimensional planes attached to the wing surface.

The overall algorithm is depicted in Figure 1.4.
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1.4 Three-dimensional solution procedure

Inviscid flow 
computation

Separate wing into 
sections

Interpolate inviscid 
flow to sections

Solve viscous flow on 
each section

Interpolate correction 
to inviscid mesh

Build unstructured 
(inviscid) mesh

Velocity, Mach, density 
at the edge of the BL

Blowing velocity

Figure 1.4: Three-dimensional viscous flow computation algorithm.

The interpolation is currently done by using the RBF interpolator implemented in SciPy [11].
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2 Adjoint method

2 Adjoint method

This section presents the adjoint method implemented in BLASTER.

2.1 Adjoint formulation of the coupled problem in two-dimensions

The adjoint methodology for two-dimensional configurations is developed to be used in a gradient-

based optimization scheme. The VII methdology is detailed in Figure 2.1. The figure presents the

inviscid and the viscous solver with the corresponding transfer quantities.

Rϕ

RURρ RM

RVe

Ve

ρ U M

ϕ

Rδ*

Figure 2.1: Decomposition of the VII problem. In blue, the inviscid flow solver. In red, the viscous
flow solver. Grey boxes represent the transfer quantities between the two solvers.

For an aerodynamic optimization, the problem is formulated as follows,

min
α

F(φ ,δ ∗,x;α) (2.1)

s.t. Rφ = 0, (2.2)

Rρ = 0, (2.3)

RU = 0, (2.4)

RM = 0, (2.5)

Rδ ∗ = 0, (2.6)

RVe = 0, (2.7)

Rx = 0, (2.8)
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2.1 Adjoint formulation of the coupled problem in two-dimensions

where φ is the vector of the potential variables, α is the angle of attack, α is the angle of attack,

x is the mesh coordinates vector, F is the objective function (lift or drag coefficient) and R are the

residuals of the equations. The augmented Lagrangian is defined as,

L = Rφ λφ +Rρλρ +RUλU +RMλM +Rδ ∗λδ ∗ +RVeλVe +Rxλx (2.9)

where λ are the Lagrange multipliers. Equation (2.9) is differentiated such that δL = 0, or

∂φ F +∂φ Rφ λφ +∂φ Rρλρ +∂φ RUλU +∂φ RMλM +∂φ Rδ ∗λδ ∗ +∂φ RVeλVe +∂φ Rxλx = 0

∂ρF +∂ρRφ λφ +∂ρRρλρ +∂ρRUλU +∂ρRMλM +∂ρRδ ∗λδ ∗ +∂ρRVeλVe +∂ρRxλx = 0

∂UF +∂URφ λφ +∂URρλρ +∂URUλU +∂URMλM +∂URδ ∗λδ ∗ +∂URVeλVe +∂URxλx = 0

∂MF +∂MRφ λφ +∂MRρλρ +∂MRUλU +∂MRMλM +∂MRδ ∗λδ ∗ +∂MRVeλVe +∂MRxλx = 0

∂δ ∗F +∂δ ∗Rφ λφ +∂δ ∗Rρλρ +∂δ ∗RUλU +∂δ ∗RMλM +∂δ ∗Rδ ∗λδ ∗ +∂δ ∗RVeλVe +∂δ ∗Rxλx = 0

∂VeF +∂VeRφ λφ +∂VeRρλρ +∂VeRUλU +∂VeRMλM +∂VeRδ ∗λδ ∗ +∂VeRVeλVe +∂VeRxλx = 0

∂xF +∂xRφ λφ +∂xRρλρ +∂xRUλU +∂xRMλM +∂xRδ ∗λδ ∗ +∂xRVeλVe +∂xRxλx = 0

∂αF +∂αRφ λφ +∂αRρλρ +∂αRUλU +∂αRMλM +∂αRδ ∗λδ ∗ +∂αRVeλVe +∂αRxλx = 0

Rφ = 0

Rρ = 0

RU = 0

RM = 0

Rδ ∗ = 0

RVe = 0
(2.10)

The total gradient of F , the solution must respect equations (2.2) to (2.7) and the linear adjoint

equations in the general case are given by



∂φ RT
φ

∂φ RT
ρ ∂φ RT

U ∂φ RT
M ∂φ RT

δ ∗ ∂φ RT
Ve

∂φ RT
x

∂ρRT
φ

∂ρRT
ρ ∂ρRT

U ∂ρRT
M ∂ρRT

δ ∗ ∂ρRT
Ve

∂ρRT
x

∂URT
φ

∂URT
ρ ∂URT

U ∂URT
M ∂URT

δ ∗ ∂URT
Ve

∂URT
x

∂MRT
φ

∂MRT
ρ ∂MRT

U ∂MRT
M ∂MRT

δ ∗ ∂MRT
Ve

∂MRT
x

∂δ ∗RT
φ

∂δ ∗RT
ρ ∂δ ∗RT

U ∂δ ∗RT
M ∂δ ∗RT

δ ∗ ∂δ ∗RT
Ve

∂δ ∗RT
x

∂VeRT
φ

∂VeRT
ρ ∂VeRT

U ∂VeRT
M ∂VeRT

δ ∗ ∂VeRT
Ve

∂VeRT
x

∂xRT
φ

∂xRT
ρ ∂xRT

U ∂xRT
M ∂xRT

δ ∗ ∂xRT
Ve

∂xRT
x





λφ

λρ

λU

λM

λδ ∗

λVe

λx


=−



∂φ FT

∂ρFT

∂UFT

∂MFT

∂δ ∗FT

∂VeF
T

∂xFT


. (2.11)
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2 Adjoint method

Looking at Figure 2.1, the following dependencies are identified,

Rφ = Rφ (φ ,Ve,α,x) (2.12)

Rρ = Rρ(φ ,ρ,x) (2.13)

RU = RU(φ ,U,x) (2.14)

RM = RM(φ ,M,x) (2.15)

Rδ ∗ = Rδ ∗(U,M,δ ∗,x) (2.16)

RVe = RVe(ρ,U,δ ∗,x) (2.17)

Rx = Rx(x). (2.18)

Equation (2.18) only holds because the optimization is purely aerodynamic and the mesh is only

impacted by mesh deformation and not by the flow itself. For aerostructural optimization problems,

the mesh also depends on variables of the problem (i.e. surface displacement computed by the

structural solver). Which allows to identify the derivatives that are zero. For the functionals cl and

cd , we have the following dependencies,

cl = cl(φ ,x) (2.19)

cd = cd,p(φ ,x)+ cd, f (U,M,δ ∗,x). (2.20)

where cl is the lift coefficient, cd is the drag coefficient, cd,p is the pressure drag coefficient computed

by the inviscid solver and cd, f is the friction drag coefficient computed by the viscous solver. Taking

dependencies (2.12) to (2.20) into account, the adjoint system becomes,

∂φ RT
φ

∂φ RT
ρ ∂φ RT

U ∂φ RT
M 0 0 0

0 ∂ρRT
ρ 0 0 0 ∂ρRT

Ve
0

0 0 ∂URT
U 0 ∂URT

δ ∗ ∂URT
Ve

0
0 0 0 ∂MRT

M ∂MRT
δ ∗ 0 0

0 0 0 0 ∂δ ∗RT
δ ∗ ∂δ ∗RT

Ve
0

∂VeRT
φ

0 0 0 0 ∂VeRT
Ve

0
∂xRT

φ
∂xRT

ρ ∂xRT
U ∂xRT

M ∂xRT
δ ∗ ∂xRT

Ve
∂xRT

x





λφ

λρ

λU

λM

λδ ∗

λVe

λx


=−



∂φ F

0
∂UF

∂MF

∂δ ∗F

0
∂xF


. (2.21)

Notice that the last equation of the system (2.21) is independent of the others because of rela-

tion (2.18) and the equation can be solved separately.

Finally, using the equation of the augmented Lagrangian differentiated with respect to the angle of

attack α in system (2.9), it comes

dαF = ∂αFT −∂αRT
φ λφ (2.22)

because only Rφ depends on α .
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2.2 Partial gradients

From the last equation of system (2.21), we have

dxF = λx = ∂xR−T
x
(
∂xFT −∂xRT

φ λφ −∂xRT
ρ λρ

−∂xRT
UλU −∂xRT

MλM −∂xRT
δ ∗λδ ∗ −∂xRT

Ve
λVe

)
,

(2.23)

which is the gradient of the objective function with respect to the mesh coordinates [12]. Since the

mesh deformation on the surface is imposed and the volume deformation is computed, ∂xRx is an

identity matrix for the surface node and dxF = λx for these nodes. Therefore, equation (2.23) is used

to compute the gradient of the objective function with respect to the mesh coordinates.

2.2 Partial gradients

In system (2.21), 32 partial derivatives have to be determined to obtain the partial gradients of the

lift and drag coefficients with respect to the angle of attack and the mesh coordinates. Because the

viscous solver involves closure relations which depends on the flow regime and the values of the param-

eters, there exist multiple configurations of the system of equations. Developing analytical jacobian

matrices for the different cases would require considering at least 213 = 8192 different combinations.

Therefore, it is not straightforward to implement an analytical expression of the jacobian matrix for the

viscous solver. Alternatives exist to compute sensitivities of the viscous variables with respect to the

input flow conditions such as finite difference, complex-step or automatic differentiation. Automatic

differentiation is probably the best choice regarding the computational cost of the gradient evaluations

but may lead to a high memory footprint. Considering the complex-step approach would lead to a

very intrusive implementation as it would require that the solver can handle complex numbers. This

would lead to an increase in computational cost, even when using the solver for analysis only. This

is why finite difference is currently chosen to compute the partial gradients of the viscous solver.

The main downside of finite difference is the truncation error that can be introduced in the gradient

computation. The following derivatives are computed using finite difference,

∂MRδ ∗ , ∂URδ ∗ , ∂δ ∗Rδ ∗ , ∂xRδ ∗ , ∂Ucd, f , ∂Mcd, f , ∂δ ∗cd, f , ∂xcd, f .

Because the viscous calculation requires a small amount of computational time, computing these

derivatives through finite difference in done in less than 10 seconds on accurate grids (∼ 500 surface

nodes). Note that resorting to automatic differentiation may be needed in three-dimensional cases

whereby the number of surface nodes is considerably larger. All other derivatives are computed

analytically. ∂φ Rφ is the inviscid flow jacobian computed by taking the derivative of equation (2.2).

The derivatives ∂φ Rρ , ∂φ RM and ∂φ RU are obtained by differentiating equations (2.3), (2.5) and (2.4),

respectively. The expressions of the different quantities are given in residual form in Crovato [13].

Derivatives are given on one element. For the velocity, which derives from the potential function (i.e

U = ∇φ),

∂φ j U = ∂∇φk U∂φ j ∇φk = ∂φ j ∇φk = ∇N j = J−1
e ∇

ξ N j, (2.24)
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2 Adjoint method

where Je is the jacobian of the change of variable between the element local coordinates ξ and the

global coordinates. The gradients of the Mach number and the density are given by

∂φ j M = ∂∇φk M ∂φ j ∇φk = ∂∇φk M ∂φ j U =
|∇φ |2

M
J−1

e ∇
ξ N j, (2.25)

and by

∂φ j ρ = ∂∇φk ρ ∂φ j ∇φk = ∂∇φ ρ ∂φ j U =−M2
ρ

2−γ
∇φ

T J−1
e ∇

ξ N j. (2.26)

The gradients of U, M and ρ with respect to the mesh coordinates are obtained similarly. They are

given by

∂x j U = ∂∇φk U∂x j ∇φk =
∂ (J−1

e ∇ξ N jφ j)

∂x j

=

(
−J−1

e
∂Je

∂x j
J−1

e

)
∇

ξ
φ =

(
−J−1

e
∂Je

∂x j

)
∇

x
φ , (2.27)

∂x j M = ∂∇φk M ∂x j ∇φk =
|∇φ |2

M
∂ (J−1

e ∇ξ N jφ j)

∂x j

=
|∇φ |2

M

(
−J−1

e
∂Je

∂x j
J−1

e

)
∇

ξ
φ =

|∇φ |2

M

(
−J−1

e
∂Je

∂x j

)
∇

x
φ , (2.28)

∂x j ρ = ∂∇φk ρ ∂x j ∇φk =−M2
ρ

2−γ
∇φ

T ∂ (J−1
e ∇ξ N jφ j)

∂x j

=−M2
ρ

2−γ
∇φ

T
(
−J−1

e
∂Je

∂x j
J−1

e

)
∇

ξ
φ =−M2

ρ
2−γ

∇φ
T
(
−J−1

e
∂Je

∂x j

)
∇

x
φ . (2.29)

The derivatives of the blowing velocity ∂ρRVe , ∂URVe , ∂δ ∗RVe and ∂xRVe are computed by differentiating

equation (1.28). In residual form for one station, this equation writes,

(RVe)i−1/2 = (Ve)i−1/2 −
ρiue,iδ

∗
i −ρi−1ue,i−1δ ∗

i−1

ρi(ξi −ξi−1)
. (2.30)

The derivative of the blowing velocity with respect to the density is given by

∂ρ j(RVe)i−1/2 =δ
′
i−1/2, j

(
− 1

ρ2
i

(
ρiueiδ

∗
i −ρi−1ue,i−1δ ∗

i−1

ξi −ξi−1

)
+

ueiδ
∗
i −ue,i−1δ ∗

i−1

ρi(ξi −ξi−1)

)
+δ

′
i−1/2, j−1

(
ρi−1ue,i−1δ ∗

i−1

ρi(ξi −ξi−1)

)
,

(2.31)

where δ ′ is Kronecker’s delta. The derivatives of the blowing velocity with respect to the displacement

thickness is given by

∂δ ∗
j
(RVe)i−1/2 =δ

′
i−1/2, j

(
uei

ξi −ξi−1

)
+δ

′
i−1/2, j−1

(
−uei−1

ρi(ξi −ξi−1)

)
.

(2.32)
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2.2 Partial gradients

Finally, the derivatives of the blowing velocity with respect to the velocity is given by

∂uk
j
(RVe)i−1/2 = ∂ue j

(RVe)i−1/2∂uk
j
ue j , (2.33)

where

∂ue j
(RVe)i−1/2 =

[
δ
′
i−1/2, j

(
δ ∗

i

ξi −ξi−1

)
+δ

′
i−1/2, j−1

(
ρi−1δ ∗

i−1

ρi(ξi −ξi−1)

)]
(2.34)

and

∂uk
j
ue j =

uk
j√

(u0
j)

2 +(u1
j)

2
. (2.35)
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3 Closure models

3 Closure models

Closure models required to solve the integral boundary layer system are presented here. Given the

non-interest in the flow unsteadiness, the empirical correlations do not account for time dependent

effects. Most of the correlations are taken from [4] and [5]. Some correlations are taken from the

source code of XFOIL v6.99 [14].

The parameters to be modeled are H∗,H∗∗,c f and cd and, following [4], the following depencies are

assumed,
c f = F (Hk,Me,Reθ ) ;

cd = F (Hk,Me,Reθ ) ;

H∗ = F (Hk,Me,Reθ ) ;

H⋆∗ = F (Hk,Me) .

(3.1)

The kinematic shape parameter, Hk, is derived after [15] as

Hk =
H −0.290M2

e

1+0.113M2
e
. (3.2)

while Reθ is the Reynolds number based on the momentum thickness θ ,

Reθ =
ρeueθ

µe
, (3.3)

the different closure terms are presented depending on the flow regime.

3.1 Laminar boundary layer

In a steady incompressible laminar flow, the velocity profile is similar to the Falkner-Skan profile, thanks

to the self-similarity assumption (see [16]). The kinematic energy shape parameter is expressed locally

and differently whether the flow is attached or detached,

H∗ =


1.528+0.0111 (Hk−4.35)2

Hk+1 −0.0278 (Hk−4.35)3

Hk+1

−0.0002 [(Hk −4.35)Hk]
2 , Hk < 4.35

1.528+0.015 (Hk−4.35)2

Hk
Hk ≥ 4.35

(3.4)

For compressible flow, a correction on H∗ is required,

H∗ =
H∗+0.028M2

e

1+0.014M2
e

(3.5)

The density shape parameter, H∗∗ is a corrected kinematic shape parameter only defined for a com-

pressible flow. It is obtained using the expression

H∗∗ =

(
0.064

Hk −0.8
+0.251

)
M2

e . (3.6)
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3.2 Turbulent boundary layer

A normalized local friction coefficient, defined as

c f = c f
Reθ

2
, (3.7)

can be obtained using

c f =


1
2

[
−0.07+0.0727 (5.5−Hk)

3

Hk+1

]
, Hk < 5.5

1
2

[
−0.07+0.015

(
1− 1

Hk−4.5

)2
]
. Hk ≥ 5.5

(3.8)

The same procedure is applied to the dissipation coefficient. Successively,

cd = 2Reθ

cd

H∗ (3.9)

is defined and

cd =

 0.207+0.00205(4−Hk)
5.5 , Hk < 4

0.207−0.0016 (Hk−4)2

1+0.02(Hk−4)2 , Hk ≥ 4
(3.10)

without compressibility corrections on c f or cd .

3.2 Turbulent boundary layer

In the case of a turbulent boundary layer, the self-similarity assumption is not valid. [5] suggests to

start from an expression of the skin friction coefficient.

Fcc f =
0.3e−1.33Hk(

lnReθ

2.3026

)−1.74−0.31H +0.00011
[

tanh
(

4− Hk

0.875

)
−1
]

(3.11)

where Fc =
√

1+0.2M2
e . This particular expression of Fc is given by [4] and is used to compute

subsonic and transonic flow solutions. The kinetic energy shape parameter is defined as

H∗ =


1.5+ 4

Reθ
+
(

0.5− 4
Reθ

)(
H0−Hk)
H0−1

)2(
1.5

Hk+0.5

)
, Hk < H0

1.5+ 4
Reθ

+(Hk −H0)
2

[
0.007lnReθ(

Hk−H0+
4

lnReθ

) + 0.015
Hk

]
, Hk ≥ H0

(3.12)

with

H0 =

{
3+ 400

Re0
Reθ ≥ 400

4. Reθ < 400
(3.13)

The density shape parameter is defined as

H∗∗ =

(
0.064

Hk −0.8
+0.251

)
M2

e . (3.14)

Lastly, a correlation for the dissipation coefficient is required. The work of [17], among others,

shows that if turbulent production and dissipation are in near equilibrium, cd depends only locally
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3 Closure models

on the turbulent shear layer’s parameters. This equilibrium is usually assumed in most algebraic

turbulence models. However, [18] brought experimental evidence of significant upstream history

effects on Reynolds stresses for flows demonstrating an adverse pressure gradient. In such scenario, it

is clear that an empirical correlation for the dissipation coefficient can not be obtained easily. Following

[19] and [20], the method consists in separating the contributions to the dissipation coefficient between

the local wall layer contribution and the upstream effect. Each being defined by a velocity and a stress

scale. Introducing the equivalent normalized wall slip velocity,

Us =
H∗

2

(
1−4

(
Hk −1

3H

))
, (3.15)

the dissipation coefficient is expressed as

cd =
c f

2
Us +Cτ(1−Us). (3.16)

The wall contribution from the wall layer, the first term of the right hand side, driven by c f , is

determined strictly by the local boundary layer. The second term of the right hand side is driven by

the shear stress coefficient Cτ and is influenced by upstream conditions in the turbulent shear layer.

3.3 Empirical formula of the transition model

dN
d Reθ

= 0.028(Hk −1)−0.0345exp

[
−
(

3.87
Hk −1

−2.52
)2
]

(3.17)

and

θ
d Reθ

dξ
=−0.05+

(
2.7

Hk −1

)
−
(

5.5
Hk −1

)2

+

(
3

Hk −1

)3

+0.1exp
(

−20
Hk −1

)
(3.18)

θAseparated = Hcorr

(
0.086tanh [1.2(log10 Reθ −0.3+0.35exp(−0.15(Hk −5)))]−

(
0.25

Hk −1

)1.5
)

(3.19)

where the correction term Hcorr is obtained by

Hcorr =


0 Hnorm ≤ 0,

3H2
norm−2H3

norm 0 < Hnorm < 1,

1 Hnorm ≥ 1

(3.20)

with

Hnorm =
Hk −3.5
4−3.5

(3.21)
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