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Background

Importance of comprehensive 3D city models

II.I.=I=: * ‘
CityGML  GityysoN

0 Open
Geospatial
Consortium.

* Role in urban planning, infrastructure management, environmental analysis.

» Technological backbone of urban digital twins.
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Motivations

Although city furniture objects like traffic lights, traffic signs, poles and bus stations
play crucial role in the urban tissue, current research does not provide a complete
method to automatically detect, localize and model these objects in accordance with
3D city models standards.

Motivation 1 Motivation 2

Address a significant gap in the current

Enrich existing 3D city models by state of the art by providing a
integrating accurate and detailed complete and integrated workflow that
representations of city furniture includes the detection, localization and

3D modeling of city furniture
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Objectives

Objective 1

Automatically detect various
types of city furniture in images
and LiDAR point clouds using
deep learning techniques

Objective 3

Retrieve features and
characteristics of the detected
urban furniture objects

Objective 2

City furniture positioning from
images and LIiDAR data

Objective 4

Automated/parametric 3D
modeling of city furniture using the
extracted localization and features
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Study area

Arlon City Belgium

0

Liege City Belgium

Liége
Cameras positions

500 1000m

[ — Caméra Positions Google Satellite
Dataset Arlon Liege
Provider GlobeZenit DrivenBy
MMS LiDAR, Panoramic camera,
equipement Panoramic camera, GNSS/IMU
GNSS/IMU
Data 360° images + Camera pose + LiDAR point clouds 360° images + Camera pose
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Object detection

Prepare Dataset

Grounding dino for reducing
manual labeling

Direct Object Detection Cascaded [_)g(ex;llon and
Classification

Traffic light 1 classes Traffic sign 60 classes
Lamppost 3 classes
Bus Stop 1 classes

Training The models

Training multiple YOLOv8 models

o )
1 1
i Data Collection :
1 ]
l v :
1 1
] ]
¥ L | 1
1 1
S e e e e e J
(-oo===---=- * """"" a
i Object Detection i
1 1
! v !
1 = 1
1 1
] 1
1 1
1 1
L J

Data Collection

Object Detection



Object detection

Context

Direct Object Detection

S)
®

Motivations

. . Traffic
O bJ ectives Bus Stop  Traffic light Lamppost signs
mioU 0,850 0,780 0,810 0,830
(@) Imagery-based Approach Precision 0,974 0,885 0,853 0,880
Recall 0,909 0,896 0,838 0,875
Camera-LiDAR Approach mAP50 0,942 0,946 0,909 0,927
mAP50-95 0,685 0,737 0,648 0,552
Modeling Approach Evaluation metrics for all classes
(») Discussion single Building Double
Presision 0,854 0,953 0,753
@ CorEEiem fe Recall 0,769 0,745 1,000
_ mAP50 0,863 0,903 0,962
Perspectives MAP50-95 0,594 0,962 0,699

Evaluation metrics for lamppost subclasses
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Object detection

Cascaded Object Classification

Object Detection

Inteferentce o cronnl
Images_Dataset using trained model Yolo Labels o pping |
— Traffic_sign - ges
-_Sigl

Classification
- . Inteferentce
Yolo_Labels(With | Python Remaping Labels using trained model
to original images Traffic_sign F89 0.00
C10 MNuan sasmssr d

F19: One-way road A23: Children 50 classes)
- roa
Rl Chilcian F19_One_Way_Road A2ad 00,
A23_Children A210.00,

Cropped_images

C110.00,
B17 0.00




Object detection

Context

Motivations Cascaded Object Classification
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O bJ ectives Accuracy_Top_1 Accuracy_Top_5

Prodiciod

Imagery-based Approach 0.99054 0.99369

Camera-LiDAR Approach ‘:H

Modeling Approach

@

train/loss val/loss
C24b: No entry for C24c: No entry for C25: No entry for C27: No entry for C29: No entry for 4.0
drivers of vehicles  drivers of vehicles  drivers of vehicles  drivers of vehicles  drivers of vehicles res“'t:h
- smoo
transporting transporting polluting  that exceed the that exceed the that exceed the 3 3.8
. . flammable or goods, as defined by  combined length combined width combined height
D | S C u S S | O n explosive goods, as  the minister of indicated on the sign  indicated on the sign  indicated on the sign 2 3.6
defined by the transportation
minister of 1 54
transportation
32
. 0
Conc|us|on and 0 25 50 75 100 0 25 s0 75 100
metrics/accuracy_topl metrics/accuracy_top5
Perspectives '
084t “1F
0.6
C31a: Leftturn C31b: Right tum C33: U-tums C35: Overtaking C37: End of the C35
forbidden forbidden forbidden vehicles with more restriction
0.4
than two wheels and
horse wagons

forhidden 0 - 50 .- 100 ) 25 50 75 100
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Positioning

Segment Anything Model (SAM) for
image segmentation developed by
Meta Research.

The use of the generated mask to
identify the top and bottom pixels
coordinate

Traffic Sign { Traffic Light }
Bus Stop ‘ Lamppost }
v

Segment Anything
Model

'

Mask

=3

l

o

Json file with pixel Coordinate Point
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Positioning

Algorithm for calculating the line of bearing and vertical angle for a single object

C Pixel coordinates D)

The Y-axis represents the north in the projection.

A

bearing(gisement)

L} " I ¢ ~r(‘am
— R
Uy =S I L Y | Yeam
C Polar coordinates ) Zap Ze Zeam

We calculate the intersection between lines of bearing of the same object.
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® O

Motivations Extended Algorithm for Simultaneous Calculation of Lines of Bearing and Vertical
Angles for Multiple Objects

Objectives Li, G., Lu, X., Lin, B., Zhou, L., Ly, G., 2022. Automatic
Positioning of Street Objects Based on Self-Adaptive
Constrained Line of Bearing from Street-View Images.
ISPRS International Journal of Geo-Information, 11.

00
00

Imagery-based Approach

@

Legend

‘ Camera
Q Object

. False cluster intersection of
2L0OB

Camera-LiDAR Approach

Modeling Approach

Discussion

Conclusion and
Perspectives

® ©

. False cluster intersection of
3L0B
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Centroid Calculation with Proximity Filtering

© GCP_final
lamppst position based on there Nearness to the camera
® 05-86
® 86-134
® 134-192
0 0,25 05m 19,2-283
— 283-704

We observed that points captured from a distant
camera position significantly deviate from the
ground control points. As a result, we decided to
eliminate the distant points and, based on a
threshold, retain only the closer points.

Precision of our detection compared to PICC data

Metric Value

Total Numbers of point 579
Mean error 0.27 m
RMSE 0.32m

Histogram of Sample Data

200 A

Frequency
-
w
o

=
o
o

50

0.0 0.2 0.4 0.6 0.8 1.0
Values



Positioning

(=) Context
@ Motivations N
Liege
Objectives Object Type Number of instance
Single Lamppost 933
(@) Imagery-based Approach Bat Lamppost 119
Bus Stop 34
Camera-LiDAR Approach Traffic Light 146
All Traffic sign combined 736
Modeling Approach
Arlon
@ Discussion Object Type Number of instances
: Single Lamppost 34
@ Conclusion and
: Bat Lamppost 18
Perspectives
Double Lamppost 3
Traffic Light 13

All Traffic sign combined 31
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Results: Lamppost

@ cluster point of single lamppost
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Feature extraction

Object Orientation and Height

We calculate the object orientation as the angle (azimuth) between a paramtric model
where the object is parallel to the y-axis and the track/road axes. The object position
relatively to the track line (left or righ) is also considered. We also calculate each object
height as the difference between elevations of the top and the bottom points.
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Data Collection

KPConv

O«
oo

Instance Segmentation

Label Connected

Component (LCC)

Instance segmentation

Data Collection

Semantic
Segmentation

Instance
Segmentation
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Semantic segmentation

KPConv, or Kernel Point Convolution, is an architecture for processing 3D point clouds directly,
without converting them into a grid or other structure. It uses points in space (kernel points) to
apply convolution operations directly on the point cloud.

Our KPconv model was trained on Toronto 3D dataset with the following performance:

109 4

loss

Losses compare

300 epochs
440 epochs

LR

0 100

260

Validation Set (Results of epoch 400)

300 400 Predicted Class
epochs
Road S
OA mioU Ground . Natural | Building | Cable Pole Car Fence
marking
94.7% 79.0% 96.6% 61.7% 95.1% 80.1% 82.5% 78.4% 87.1% 41.8%
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Classification

Filtering noise

Instance > 5 m

Height condition
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Classification

(=) Context
. . Image-Based Classification
@ Motivations
Craﬁic STane Traffic) 1_Reprojection 3D bounding box into 2D image
: : light
Objectives °

Reprojection 3D
Imagery-based Approach bounding Box into the 4

Closest images

@ ©®

Camera-LiDAR Approach
( Cropped images )
Modeling Approach v
Grounding Dino to
crop the traffic sign type_xyzh_tis
@ DISCUSSIOﬂ * g : gtg;b,nght
Yolov8 classification % :2 cta
: model (traffic light , 3 % s
@ Conclusion and traffic sign ) ® Dibt
Perspectives v .
Geoparquet file : - £
* g‘; : :’f:fﬁc‘Light

id| x|y |z | h |cityfurniture_type

OSM Standard




Classification

Context
. . Image-Based Classification
M Ot IVa t 10NS segment id final_cl X Y z height _index_level 0_
n - n 1 2| Traffic_Light 254139,0535000...  42015,64650122... 392,803 3,016000000000... 0
Traﬁlc s'gns 2 Traﬁlc 2 12 B1, D1b_right 253681,0595000... 41946,58050122... 390,003 3,324000000000... 16
i i llght 3 14 F49 253834,7705000... 41792,48350122 380,074 2,766999999999. 17
Objectives TN | ATz i
4 25 E9 254049,9455000... 41980,3955012207 390,879 2,935999999999... 18
= = B 27 B3 253652,9315000... 41804,8765012207 380,514 3,278999999999... 19
ReprOjeCUOn - 28 E9, F13 254187,1685000... 42453,09150122 416,802 2,969999999999. 20
@ Imagery-based Approach bounding Box into the 4 S : 1085000, | 245309130122 2| 2
Closest images 7 29 Traffic_Light 254136,9475000... 42395,56350122... 415,6 ' 3,06899999999996 1
8 30 B15 254196,2815000... 42465,34150122... 416,647 3,305000000000... 21
F 9 33 Traffic_Light 254139,6545000... 42024,8765012207 393,036 3,086000000000... 2
@ Camera-LiDAR Approach e
( Cropped images )
ERL !
* g A i type_xyzh_tls
g g F @® Bl
Modeling Approach . A 5]/ © e b, 0150n
Grounding Dino to a N i o :;_DS
crop the traffic sign 3 » 815, C31a
. . e 1y, - N850 < c1
@ DISCUSSIOﬂ * 4 b < e\ @ ® Cia
\ Rue < \ D1b_left
Yolov8 classification e i
. model (traffic light , P
@ Conclusion and traffic sign ) A ® B
o 3 E9, F13
H F19
Perspectives v . o
— ® F50
Geoparquet file : - o & Tr
0 10 20m ' ‘ L | 0SM Standard
v o

id| x|y |z | h |cityfurniture_type




Classification

Context

Motivations LiDAR-Based Classification

Objectives

The inventory of the
distinct type of

Imagery'based ApproaCh lamppost in the point

cloud, to be used as a
reference.

Camera-LiDAR Approach v

for each instance
calculate the

Global Registration
with all the

® O

00
00

©
©

Modeling Approach

®

references * Among the detected lampposts, certain classes, such as electric poles, are
L particularly challenging to classify.
@ Discussion Assign to the * Noise in the data suggests that the point cloud requires further filtering and
instance the type stricter constraints.
of the reference . . . . -
Sorellieian 2 with the highest * The global registration method successfully identified the most distinct
@ . fitness value. classes (0, 1, 2, 3, 4) with a precision rate of 0.91, assuming these were the
Perspectives only types present initially.
* However, the success of this method heavily depends on the elimination of

noise and the presence of clearly defined classes from the outset. Before
[ x [y [z [ctyfumiure_type] manual filtering was applied to our dataset, the success rate dropped to 50%.
I - |




® ® O

Q)

®

®

® ©

Context

Motivations

Objectives
Imagery-based Approach
Camera-LiDAR Approach
Modeling Approach
Discussion

Conclusion and
Perspectives

Classification

LiDAR-Based Classification

Lamppost

The inventory of the
distinct type of
lamppost in the point
cloud, to be used as a
reference.

\ 4
for each instance
calculate the
Global Registration
with all the
references

v

Assign to the
instance the type
of the reference
with the highest

fitness value.

Geoparquet file :

| id I X I y | z | h |cityfurniture_type|
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poteau electrique ® single 2
e single_lamppost(image _methode)
double_lamppost(image _methode)
© bat_lamppost(image _methode)
instance_xyzh_lamppost
® curved
@ double 1
@ double 2
© single 1
@® single 2
[
© Camera_position 0 25 50 m
OSM Standard [ |

2 =
e 390097 oy
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CityJSON

CityJSON Format Geometry Instance Definition

For each CityObject we should at least define
"geometry-templates™: {

the type and the geometry: “templates™: [
¢ The type the geometry Object in our {
case is CityFurniture.
e The geometry could be an array of the
geometry object defined by CityJSON:

"type" 1tiSurface”,
"lod": "2.1",
"boundaries™: [

[le, 3, 2, 111,

£
4
"type": "CityFurniture”,
"geometry”: [
.
1

]
"vertices-templates”: [
[e.0, 0.5, 0.0],

"transformationMatrix": [
2.0, 0.0, 0.0, 0.0,
0.0, 2.0, 0.0, 0.0,

2.0, 0.0,
] 2]

-9,

To use the geometry template we should first
define the geometry template contenant les
different template:Traffic light , traffic sign ,

lamppost and bus stop.
Each “Cityobject” has the right to use only one

geometry object as their geometry .

Given the repetitive nature of the city
furniture in our model ,we have chosen to .
utilize the geometry template in CityJSON.

Texture and material Definition

For each template, we also define the texture
and material using an Appearance Object. The
Appearance Object serves as a reference,

allowing us to consistently apply the same
texture or material whenever needed in a

geometry object.

"vertices-texture"

The definition of the Appearance as an object

“templates”

{
“"boundaries”:

The reference to textures and materials is
made through the Appearance definition.
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Model handling

1. Object Transformation to CityJSON
Format:

Conversion: The first step involves

transforming your 3D objects from their
native formats (such as .max, .fbx, or .obj)
into the CityJSON format,
them

specifically

converting into  vertices and

boundaries.

=-“t$ triangle
@ LineD06
@ Lined07
@s
© sipka

2. Merge geometries to one geometry object (Adapt the
model to be used as a geometry template)

s { "boundaries"
“lod"

Pole
CityObjects { s {
Attachement
Appearance {
Scale
Transform {
Translate

T [ [xvz ]

“material"
“texture”
“"type" }
"boundaries”
“lod"
"material” —
“texture”

texture “ype” }

materiel

vertices

>

-Merging all geometery
objects and there texture —|
and material

-Applaying scale ans
transform

v

-applying Rotation
accross x axis and

translation to origine of
the local repere

I

—t

s { "boundaries"
"lod"

CityObjects »—» object
texture
Appearance
materiel
Scale
Transform —<:
Translate

vertices

s [ [xvz ]

"material”
“texture”
"type" }

(RS SR
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Lamppost
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3D Modeling

Bus station
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3D Modeling

Traffic signs
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Discussion

Comparison between Image-based approach and Camera LiDAR fusion

Approach
Imagery-based Approach
Detection rate Very high detection rate
Accuracy 32 cm accuracy (RMSE

compared to PICC data)

Accurate Due to the maturity of
Classification quality the object detection and
classification models

Camera-LiDAR Approach

Prone to omission and
requiring more careful
processing

Centemetric (0-10 cm),
Depending on the accuracy
of the LiDAR system

Accurate for the imagery-
based classification, but
struggle with noise for the
FGR/ICP registration
method using point cloud
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Discussion

Comparison between Image-based approach and Camera LiDAR fusion

Approach

Traffic light Imagery based

approach
‘/,ro . )
g o
o &
S
-
>R O X
-.3 O a O‘_‘.l: “l
. S 3
AN R
A 1 %
&

Traffic light Point Cloud

approach
“G
o‘,{% v
4 ng@
. l:?: -‘l,‘ Qé}
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Context

® O

Motivations Modeling limitations

Objectives

00
00

Imagery-based Approach

There are more complex traffic signs,
Camera-LiDAR Approach such as superimposed signs and merged
traffic light and sign combinations, which
require more intricate modeling. This
issue could be addressed by performing
spatial operations to cluster nearby

®

Modeling Approach

@ Discussion objects, thereby diversifying the
geometry templates for more complex
Conclusion and models.

©)

Perspectives




Conclusion

Context

® O

Motivations 1. This study employed two approach for robust city furniture object detection, localization and
modeling: an imagery-based approach and a camera-LiDAR fusion approach.

Objectives

00
00

2. The imagery-based approach uses 360° images and trained YOLOv8 models for object
detection, with Grounding DINO for fast label generation and a cascade

Imagery-based Approach detection/classification to classify traffic signs into 40 subclasses.

Camera-LiDAR Approach 3. Object localization used photogrammetry and epipolar geometry, achieving high positional

accuracy with an RMSE of 0.32 meters.

®

Modeling Approach 4. The camera-LiDAR fusion approach uses KPConv for 3D point cloud segmentation and LCC to

separate instances, followed by classification using the already trained models.
Discussion

©

5. Challenges included noise sensitivity in Fast Global Registration (FGR) during the camera-
LiDAR fusion, suggesting a need for better outlier detection and potential use of advanced

Conclusion and .. i . e
denoising techniques to improve classification accuracy.

Perspectives

©)

6. Complex cases where traffic signs/lights are superimposed and merged need to be
addressed in future studies.
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