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Abstract. Characterizing domains is essential for models analyzing dy-
namic environments, as it allows them to adapt to evolving conditions
or to hand the task over to backup systems when facing conditions out-
side their operational domain. Existing solutions typically characterize
a domain by solving a regression or classification problem, which limits
their applicability as they only provide a limited summarized description
of the domain. In this paper, we present a novel approach to domain
characterization by characterizing domains as probability distributions.
Particularly, we develop a method to predict the likelihood of different
weather conditions from images captured by vehicle-mounted cameras by
estimating distributions of physical parameters using normalizing flows.
To validate our proposed approach, we conduct experiments within the
context of autonomous vehicles, focusing on predicting the distribution
of weather parameters to characterize the operational domain. This do-
main is characterized by physical parameters (absolute characterization)
and arbitrarily predefined domains (relative characterization). Finally,
we evaluate whether a system can safely operate in a target domain
by comparing it to multiple source domains where safety has already
been established. This approach holds significant potential, as accurate
weather prediction and effective domain adaptation are crucial for au-
tonomous systems to adjust to dynamic environmental conditions.

Keywords: Domain Characterization · Distribution Prediction
· Normalizing Flows · Simulation-Based Inference · Domain Adaptation
· Weather · Autonomous Vehicles · Operational Design Domain

1 Introduction

Advances in computer vision allow widespread camera monitoring, but diverse
weather conditions lead to visually different data, sometimes impacting the per-
⋆ Equal contributions. {anais.halin,s.pierard}@uliege.be

https://orcid.org/0000-0003-3743-2969
https://orcid.org/0000-0001-8076-1157
https://orcid.org/0009-0003-1752-1195
https://orcid.org/0009-0007-3249-0656
https://orcid.org/0009-0009-4030-3704
https://orcid.org/0009-0000-5852-573X
https://orcid.org/0009-0005-7907-2895
https://orcid.org/0000-0002-5314-901
https://orcid.org/0009-0004-1544-7080
https://orcid.org/0000-0001-8621-316X
https://orcid.org/0000-0002-7243-4778
https://orcid.org/0000-0001-6260-6487


2 A. Halin, S. Piérard, et al .

0 %
50 %
0 %
0 %
45°

10 %

100 %
12,5 %

0 %
0 %
45°

10 %

cloudiness
fog density

precipitation
precipitation deposits

sun azimuth angle
wind intensity

A C

Fig. 1: The two synthetic images, A and C, generated using the CARLA software,
appear almost identical, despite being acquired under very different weather conditions.
This highlights the challenge of information loss from sensors like cameras when dealing
with weather-related physical parameters. As a result, predictions that diverge from
the ground truth in such ambiguous cases should not be penalized during evaluation.

formance of high-level tasks like object detection and surveillance. Current solu-
tions often lack generalizability across multi-weather scenarios, highlighting the
need for adaptive methods that can process visual data under diverse conditions.

More specifically, weather conditions significantly affect the perception capa-
bilities of autonomous driving systems [34], particularly under harsh conditions,
such as heavy rain or fog, which can compromise their ability to operate safely.
Therefore, it is essential to develop reliable approaches to analyze the environ-
ment, irrespective of the weather conditions. Detecting critical circumstances
such as extreme weather events allow the system to respond appropriately within
and outside its Operational Design Domain (ODD), defined by SAE Interna-
tional [42] as the “operating conditions under which a given driving automation
system, or feature thereof, is specifically designed to function, including, but not
limited to, environmental, geographical, and time-of-day restrictions, and/or the
requisite presence or absence of certain traffic or roadway characteristics”.

However, predicting exact weather conditions is challenging due to the many
ambiguous cases. A single observation of the environment (e.g ., recorded by a
vehicle-mounted camera) could be characterized by multiple sets of weather pa-
rameters. Fig. 1 presents two synthetic images, generated using the CARLA soft-
ware [6], that appear nearly identical but were captured under different weather
conditions. This shows the ambiguities inherent to characterizing the domain
based on a single observation (i.e., image).

Current methods predict weather conditions through regression or classifica-
tion [17, 18, 26]. However, those approaches only produce a single crisp answer,
lacking the insight about the ambiguities of characterizing the weather condi-
tions. Fig. 2 illustrates how the two scenarios from Fig. 1, when processed with
an intermediate set of values, result in very different visual representations.

In this work, we propose a novel solution based on a probabilistic character-
ization of the weather. Historically, statistical inference relying on likelihood es-
timation was intractable when dealing with high dimensional data [4]. Recently,
one class of density estimation techniques based on neural networks called nor-
malizing flows [20,32,40] has become quite popular to solve this kind of problem.
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Fig. 2: Considering the images A and C from Fig. 1, generating an image B for the
arithmetically averaged parameters, leads to an image very different from A and C. In
other words, there are images i such that the probability P (I = i,W = ŵ(i)) of the
pair (image, estimated weather) is zero when the estimated weather is the expected
value of the weather knowing the image, ŵ(i) = E[W |I = i], as done in regression.
Working with distributions of weather parameters (as shown using a contour plot on
the right-hand side) as proposed in this work, rather than predicting specific values for
each parameter, i.e., regression (as shown on the left-hand side), avoids this problem.

These models learn invertible transformations to go from complex distributions
to more handy ones, and can therefore be used for modeling weather parameters
from highly complex image and weather distributions.

These novel techniques allow us to express the domain of an image by a prob-
abilistic distribution, e.g ., weather conditions, compared to current deterministic
approaches. More specifically, we show on three consecutive tasks how various
weather conditions can be predicted based (1) on a single color image acquired
in front of a vehicle, (2) on a bag of color images (absolute characterization),
and (3) how the current domain is related to arbitrarily chosen source domains
(relative characterization).

Notions similar to ODD are very common in other fields where equivalent
terms are used, such as Operational Envelope for maritime and Operational Con-
text for railroad [46]. Additionally, other fields are facing domain shifts, such as
in medical imagery from different acquisition devices [9]. We argue that our ap-
proach could serve a large range of practical applications. For example, determin-
ing the most suitable model for a given scenario within a fleet of lightweight AI
models able to analyze the environment, as proposed in previous works [8,30,35],
detecting significant domain transitions to collect new data for domain adapta-
tion methods that rely on buffers or adaptable internal statistics [10, 15, 49–52]
or activating adaptation mechanisms based on clustering [2, 45,53,54].

We summarize our contributions as follows: (1) We propose a novel proba-
bilistic methodology to characterize domains in the case of autonomous vehicles
driving in various weather conditions. (2) We demonstrate that simulation-based
inference (normalizing flows) is adequate to obtain distribution for weather pa-
rameters that are used to characterize the domain and compare different back-
bones for features extraction. (3) Based on this weather domain characterization,
we show how to characterize a new target domain as a mixture of source models.
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2 Related Work

2.1 Predicting Weather Conditions from Images

Prediction of weather conditions from images was first formulated as a single-
label classification task (e.g ., sunny, cloudy, or foggy). In 2014, Lu et al . [28]
proposed a binary classification task between sunny and cloudy weathers, using
features extracted from visual cues such as the sky, shadows, reflections, contrast,
and haze. Later, Guerra et al . [48] proposed a multi-class dataset extending the
scope of the classification task to rain, snow, and fog. Recent works focus on
optimizing Convolutional Neural Network (CNN ) to obtain strong features for
common and uncommon weather conditions [27,55]. However, weather conditions
can hardly be represented by crisp classification due to its continuous nature.

To reach a more realistic description of intricate relations between weather
conditions, recent methods simultaneously regress several physical parameters [17,
18]. To increase interpretability, Li et al . [26] also assign cues of weather charac-
teristics to each pixel. However, these methods still lack the ability to represent
ambiguous scenarios (see Fig. 2). In this work, we predict the joint distribution
of weather parameters by proposing a novel method based on normalizing flows.

2.2 Handling Weather Conditions for Autonomous Driving

Autonomous car driving systems need to be efficient under all weather condi-
tions. Some methods propose to integrate a generalization step to the model
to remove the environmental influences on the acquired images, by introducing
a style layer inspired by images style-transfer neural networks [38] or through
adversarial training [25]. Generalized features obtained from alignment of source
and target domains tend to be suboptimal, as they do not consider the task.
To improve the estimation, a solution is to add a domain adaptation step [24].
Jeon et al . [19] further improved their estimation by adding an unsupervised
domain adaptation step after domain alignment.

Many studies have also highlighted the importance of a strong ODD defini-
tion to properly assess the ability of automatic driving systems to work in given
conditions regarding weather, location, other vehicles on the road, state of the
car sensors and many other environmental parameters [3,12,33]. Many strategies
have been proposed to evaluate different situations according to specific evalu-
ations of potential damage cost [23, 44] and define the boundaries of the ODD .
In this work, we characterize the domain by a probability distribution focusing
on weather parameters in autonomous driving environment.

2.3 Probabilistic Modeling of Parameters Distributions

We propose to leverage recent observations in the Simulation-Based Inference
(SBI ) literature [4, 47] for domain characterization. This literature has seen a
rapid expansion thanks to new density estimation techniques in problems where
likelihood estimation was often intractable, especially for high dimensional data.
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One class of these density estimation techniques based on neural networks is
normalizing flows [32]. The principle consists in transforming an arbitrarily cho-
sen distribution (e.g ., a Gaussian) into the desired distribution. Different types
exist, such as the Neural Spline Flow (NSF ) type [7] that can be used in two
ways: (1) to determine the value of the Probability Density Function (PDF ) at a
given point and (2) to draw samples at random. Different techniques can be used
to learn them, e.g . the Neural Posterior Estimation (NPE ) technique [11,29].

There are a few techniques to analyze the performance of models predicting
distributions. Coverage Plots [14] show, objectively and quantitatively, whether
the distribution prediction models are underconfident (i.e., conservative), cal-
ibrated, or overconfident. Another technique, specific for parameter distribu-
tions (e.g ., weather parameters) predicted from an observation (e.g ., an image)
and widespread in the field of SBI , is known as Posterior Predictive Check
(PPC ) [39]. It consists in drawing parameters at random from a predicted dis-
tribution, injecting these parameters into a simulator or physical system and
comparing the resulting observations with the one from which the distribution
was predicted. In this work, we leverage those analysis techniques for assessing
the quality of our weather characterization models.

3 The Three Fundamental Tasks Behind the Physically
Interpretable Probabilistic Domain Characterization

Our experiments are organized around three different tasks, involving a predic-
tion of the distribution of weather conditions given some images acquired by
color cameras placed in front of vehicles. Before elaborating on these tasks in
Sec. 3.2, 3.3, and 3.4, we briefly introduce our framework in Sec. 3.1.

3.1 Framework

Mathematical Modeling. We denote the set of all possible values for the
physical parameters (e.g . weather conditions) by W and the set of all obser-
vations of interest (e.g . images) by I. We adopt the probability theory of Kol-
mogorov [21, 22] and consider a measurable space (Ω,Σ) as well as the (gener-
alized) random variables W : Ω → W for the physical parameters and I : Ω → I
for the observation. Following the mathematical modeling introduced in [35], we
consider the set D(Ω,Σ) of domains d in which there is a probability measure Pd

on (Ω,Σ). We see the ODD of a given autonomous system as the set of domains
in which it can be used safely, no matter if this has been established by design
or by testing. Thus, ODD ⊆ D(Ω,Σ).

Data. All our experiments are performed on data generated using the CARLA
software, an open-source simulator for autonomous driving research [6]. All im-
ages are acquired by a simulated camera placed in front of a vehicle called ego
vehicle. The weather is controlled through 13 real-valued parameters (see Ta-
ble 1). There are 6 parameters for which we make predictions. Thus, W ⊆ R6.
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Table 1: In CARLA, the weather is controlled through 13 physical parameters. This
table shows the range of values that we consider in our experiments and indicates, for
each of them, if they are considered in our predictions.

parameter range predicted
cloudiness 0 to 100% yes
fog density 0 to 100% yes

precipitation 0 to 100% yes
sun azimuth angle 0◦ to 360◦ no
sun altitude angle −90◦ to 90◦ yes

wind intensity 0 to 100% yes
precipitation deposits 0 to 100% yes

parameter range predicted
fog distance fixed to 0.75 no
fog falloff fixed to 0.1 no

mie scattering scale fixed to 0.03 no
rayleigh scattering scale fixed to 0.033 no

scattering intensity fixed to 1.0 no
wetness fixed to 0.0 no

3.2 Task I: Predicting Distributions of Physical Parameters

The first task (see Fig. 3) consists in predicting how likely various physical
parameters are, jointly. As these parameters cannot, in general, be measured
directly, it is necessary to estimate the likelihood, i.e. the distribution of plausible
values, based on an indirect observation.

Case Study. We study here the particular case in which the physical parameters
are relative to the weather conditions and the observations are color images i ∈ I
acquired by cameras placed in front of vehicles. We aim at learning, offline, a
deep learning model i 7→ P̂dR

(W |I = i), where dR denotes a domain of reference
in which the probability measure on (Ω,Σ) is PdR

. This domain is arbitrarily
chosen in such a way that PdR

has a large support.

Data. We use CARLA to generate a dataset with 635k images and the corre-
sponding ground-truth values for the weather parameters. The dataset (Fig. 4)
is split into a learning set (LS ) with 600k images (500k for the training set and
100k for the validation set) and a test set (TS ) with 35k images. Letting the

Fig. 3: Task I. The aim of the first task is, based on an image, to predict the joint
distribution of the weather parameters. For this purpose, (1) we generate data using
the CARLA software for uniformly distributed weather parameters (offline), (2) we
train a NPE model using the learning set (LS) of our generated data (offline), and
(3) we infer, given an image from the test set (TS), the estimated weather distribution
(normalizing flow) and show the result on a corner plot.
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Fig. 4: Excerpt of the images in our dataset generated with the CARLA simulator.
The ground-truth weather parameters are drawn at random for each image, following
a uniform distribution with the bounds given in Table 1.

model of the ego vehicle, the map, the number of pedestrians, and the number
of vehicles vary brings a touch of diversity in our data.

Method. We consider three different (frozen) backbones to extract features
from the input images: ResNet-50 [13], DINOv2 [31], and CLIP [37]. We use
the libraries LAMPE [41] and ZUKO [40] to learn a model (of type NPE ) and
to manipulate the normalizing flows (of type NSF ), respectively. All predicted
weather distributions are posteriors relative to the weather priors in the LS .
Note that LAMPE and ZUKO were not developed for domain characterization,
but rather for SBI . Also, to the best of our knowledge, these libraries have only
been used once with very high dimensional input data [47].

Evaluation and Results. Five different analyses are carried out.

1st analysis: histograms (Fig. 5b). Due to their physical meaning, the weather
parameters are easily interpretable. This paves the way to a first, subjective,
evaluation. We draw samples at random out of the predicted weather distribu-
tions P̂dR

(W |I = i), for some images i arbitrarily chosen in TS and conduct
a visual inspection of the histograms for the 6 marginals. The most credible
weather parameters (a.k.a. highest density credibility sets, highest density re-
gions, plausible sets, etc.) are highlighted for a credible level l = 68.27%. For any
input image i, these weathers are those such that the predicted PDF is above
some threshold t(i) and the predicted probability of the set is l [16].

2nd analysis: corner plots (Fig. 5c). A corner plot is a triangular array of plots.
Those on the diagonal show the n marginals of a n-D distribution. Those below
the diagonal depict the highest density credibility regions delimited at some ar-
bitrarily chosen credibility levels (in this paper: 68.27%, 95.45%, and 99.73%),
for each pair of parameters. We observe on the corner plots wide distributions,
meaning that there is a large uncertainty for the weather parameters given an
image. However, when analyzing the results, this uncertainty is explainable and



8 A. Halin, S. Piérard, et al .

weather parameter ground-truth value
cloudiness (cloud) 19
fog density (fog) 8

precipitation (rain) 51
sun azimuth angle 90

sun altitude angle (sun) 54
wind intensity (wind) 43

precipitation deposits (deposit) 76

(a) An input image i and the corresponding ground-truth values.

(b) Histograms for the 6 marginals of the predicted weather distribution for i.

(c) Corner plot, with the ground-truth weather pinned (left: complete, right: zoomed).

(d) Posterior predictive check.

Fig. 5: Task I: results obtained, with the model learned with the ResNet-50 backbone
on 500k learning samples, for an arbitrarily chosen input image in the TS .
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Fig. 6: Task I: comparison of our 9 models on the overall TS . Left: coverage plot.
Right: box-and-whisker plots for the π statistic. Both analyses agree that the model
learned with the ResNet-50 backbone on 50k learning samples is preferable.

the following analysis shows that this uncertainty is not excessive, i.e., our mod-
els are not underconfident.

3rd analysis: posterior predictive checks (Fig. 5d). Once a weather distribution
is predicted for an observation (input image), it is possible to (1) draw weather
parameters vectors at random from it and then (2) to inject these vectors in
CARLA, keeping all other parameters unchanged and immobilizing the vehicles
and pedestrians, to obtain new images in order to finally (3) compare those
with the initial input image. One cannot expect to obtain identical images as, in
CARLA, the traffic lights continue to run, the rain continues to fall, the plants
move with the wind, and pedestrians’ poses are not perfectly frozen. Putting
this aside, we observe that most retrieved images are very similar to the input
image. We conclude that our models are not underconfident.

4th analysis: coverage plots (Fig. 6). Coverage plots show how the expected
coverage varies with the credible level [14]. By definition, the expected coverage,
at the credible level l ∈ [0, 1], is the probability that the ground-truth weather
belongs to the most credible weathers at level l. A method estimating the distri-
bution of weathers based on an image is said underconfident (i.e., conservative),
calibrated, or overconfident at level l when the expected coverage at level l is,
respectively, > l, = l, or < l. We observe that our models are all overconfident.
The best calibrated model is the one that we obtained with 50k learning samples
and ResNet-50 as backbone.

5th analysis: superiority of the ground truth (Fig. 6). We also determine to what
extent the ground truth is more credible than the other weathers. This is the
proportion π of weathers that can be drawn at random from the normalizing
flow and that are predicted as having a PDF value (i.e., likelihood) lower or
equal than the one from the ground truth. The higher π is, the better it is,
but approaching 1.0 is notably very challenging. We estimated π for each image
of the TS and made box-and-whisker plots for the 9 models. This analysis is
complementary to the coverage plot in the sense that a model can be perfectly
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calibrated while still presenting room for improvement. That being said, we are
in the particular case in which this analysis leads to the same conclusion as the
coverage plot: the model based on the backbone ResNet-50 and learned from
50k samples is preferable to the others.

3.3 Task II: Absolute Domain Characterization

The second task (see Fig. 7) consists in characterizing a domain in an easy-to-
interpret way. For this, we opt for a distribution of physical parameters estimated
based on a bag (a.k.a. multiset) of observations.

Case Study. We characterize a domain d ∈ D(Ω,Σ) by the estimated distri-
bution P̂d(W ) of weather conditions based on a real-valued bag b (multiset) of
arbitrarily weighted images acquired by cameras placed in front of vehicles. In the
following, we denote the weight (multiplicity) of the image i ∈ b by ω(i). The im-
ages can either originate from a unique vehicle or from several, in case of vehicle-
to-vehicle (V2V ) communications. We want to establish b 7→ P̂d(W |B = b).

Data. We consider a bag b of 1,000 equally weighted images generated in maps
already used in Task I. The weather parameters have been drawn at random
from an arbitrary distribution Pd(W ) for which we fixed all parameters but two,
fog density and precipitation, that follow a mixture of Gaussians.

Method. We use the NPE model developed for task I and build our solution for
task II on top of it. We implement the following estimator for Pd(W ): P̂d(W ) =∑

i∈b ω(i)P̂dR
(W |I = i). The motivation for this estimator is threefold. (1) It

Fig. 7: Task II. The aim of the second task is to obtain an absolute characterization of a
domain of interest. We process with the NPE each observation of a bag of observations
of the domain of interest to obtain the bag of estimated distributions corresponding to
the observations, then we obtain the distribution of weather parameters for the domain
of interest by averaging the individual distributions of the bag.
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Fig. 8: Task II: example of result. Left: corner plot showing an arbitrarily chosen
distribution of weather conditions, Pd(W ) (ground truth). Center: a bag b of images
generated using CARLA with weather conditions drawn from Pd(W ). Right: corner
plot showing the estimated likelihood of the weather conditions P̂d(W ) based on b.

is straightforward to evaluate the probability density function of P̂d(W ) and to
draw weather conditions w ∈ W at random, following P̂d(W ), as we can do it
with the normalizing flow PdR

(W |I = i). This will be valuable in our third task.
(2) This estimator is useful for linear temporal filtering, e.g ., when one wants
to weight more the recently acquired images than the old ones. (3) Finally, this
estimator is fully justifiable under the assumptions that Pd(W |I) = PdR

(W |I)
and ω(i) = Pd(I = i) as, in this case, Pd(W ) =

∫
i
ω(i)PdR

(W |I = i)di.

Evaluation and Results. Our result is shown in Fig. 8. We observe that
the three modes of the ground-truth weather distribution Pd(W ) are within the
highest density regions of the prediction P̂d(W ). We made the same observation
for many other ground-truth distributions (results omitted due to the limited
space). We stress the fact that P̂d(W ) differs significantly from Pd(W ) can be
explained by the inherent loss of information resulting from the use of color
cameras, as already discussed in the introduction (cf . Fig. 1).

3.4 Task III: Relative Domain Characterization

The third task (see Fig. 9) consists in characterizing any target domain dT ∈
D(Ω,Σ), relatively, w.r.t. to some arbitrarily chosen source domains dS1

, dS2
,

. . . dSnS
∈ D(Ω,Σ). Our motivation for this task originates from the importance

of knowing if a system implementing a given many-to-one domain adaptation
method can operate safely in the target domain dT when it is known to operate
safely in the source domains dS1 , dS2 , . . . dSnS

.

Case Study. We discuss the case of Mixture Domain Adaptation (MDA) in
which the system adapts to any target domain for which PdT

=
∑nS

k=1 λkPdSk
,

with
∑nS

k=1 λk = 1 and λk ≥ 0 ∀k (this is the mixture assumption). In this frame-
work, the ODD is the convex hull of {PdS1

, PdS2
, . . . PdSnS

}. An autonomous car
implementing MDA is expected to drive safely when PdT

∈ ODD. So, our goal
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Fig. 9: Task III. The aim of the third task is twofold: (1) having a relative characteri-
zation of a target domain dT based on source domains dSk and (2) detecting when this
target domain dT is out of the ODD .

in this third task is to determine if the mixture assumption holds and if so, what
the values of the mixture weights λk are.

MDA supports many potential applications in the high-level tasks of the
Sense pillar of the Sense-Plan-Act model [43]. While Mansour studied it gener-
ically [30], the application to the two-class classification task has been studied
in [36], and the application to the semantic segmentation task of images acquired
by vehicle-mounted cameras has been studied in [35]. These latter two works put
an important emphasis on on-the-fly applicability and provide mathematically
proven exact solutions. However, a critical limitation of these works is the need
for the mixture weights to be known at adaptation time. Here, we remove this
limitation by introducing a method that determines these weights automatically.

Data. We consider 4 subsets of the TS that we created for Task I: b0, b1, b2, and
b3, containing 176, 27, 21, and 26 images, respectively. In the bag bk, the dis-
tribution of the ground-truth weather parameters follows a uniform distribution
on Wk ⊊ W. These sets are such that W0 ∩ (W1 ∪W2 ∪W3) = ∅.

Method. We characterize the source and target domains with the method pre-
sented for Task II, using the same weather distribution predictive model for all
domains. We define the mean squared gap between the target domain and the
mixture of the source domains as:

δ(λ̂1, . . . λ̂nS
) =

∫
W

[
P̂dT

(W = w)−
∑nS

k=1 λ̂kP̂dSk
(W = w)

]2
P̂dT

(W = w)dw

≃ 1
nW

∑nW

i

[
P̂dT

(W = wi)−
∑nS

k=1 λ̂kP̂dSk
(W = wi)

]2
(1)
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with {wi}nW
i=1 ∼ P̂dT

(W ). We aim at finding the values of λ̂1, . . . λ̂nS
that min-

imize δ(λ̂1, . . . λ̂nS
). This is a constrained least squares problem in which the

constraints are
∑nS

k=1 λ̂k = 1 and λ̂k ≥ 0 ∀k. In order to use the CVXPY li-
brary [1,5] to solve our problem, we converted our original problem into a convex
quadratic programming problem, with the same constraints.

Evaluation and Results. The goal of this experiment is twofold.

1. To show that it is possible to recover the mixture weights needed for the
MDA technique presented in [35]. If the probability measure in the target
domain is a mixture of the probability measures in the source domains,
then we expect our characterization of the target domain to be a mixture
of our characterizations for the source domains, with the same weights, as
PdT

=
∑nS

k=1 λkPdSk
⇒ PdT

(W ) =
∑nS

k=1 λkPdSk
(W ).

2. To show that it is possible to detect when the target domain is not a mixture
of the source domains, which means that the target domain is out of the
ODD for the MDA technique presented in [35]. If our characterization of
the target domain is not a mixture of our characterizations for the source
domains, then we expect that the probability measure in the target domain
is not a mixture of the probability measures in the source domains, as we
have PdT

(W ) ̸=
∑nS

k=1 λkPdSk
(W ) ⇒ PdT

̸=
∑nS

k=1 λkPdSk
.

To achieve this goal, we perform experiments in which we characterize target
domains relatively to nS = 3 source domains. However, to study the robustness
of our method, we let the probability measures in the target domains dT be
mixtures not only of the probability measures in the source domains, but also
in some domains that are out of the ODD . We use the bags b1, b2, and b3 for
the source domains dS1 , dS2 , and dS3 , respectively. We also use the bag b0 for
domains d/∈ODD that are, by construction, guaranteed to be out of the ODD .
Putting this into equations, we have PdT

= (1 − η)Pd∈ODD + ηPd/∈ODD with
Pd∈ODD = λ1PdS1

+ λ2PdS2
+ λ3PdS3

. The quantity η ∈ [0, 1] is interpreted as a
proportion of noise, which is the keystone to assess the robustness of our method.

In each experiment, the images in b1, b2, and b3 are equally weighted, whereas
those in b0 are randomly weighted following a uniform distribution. The method
introduced in Task II for the absolute characterization of domains is applied
for dS1

, dS2
, dS3

, and dT . We arbitrarily chose (λ1, λ2, λ3) = (0.2, 0.3, 0.5). The
mixture weights are optimized on nW = 16 points.

The overall experiment consists in (1) choosing a target domain at random,
as described here-above, (2) computing its absolute characterization with the
method of Task II, (3) executing the weight estimation algorithm, and (4) re-
porting both the mean square gap δ(λ̂1, . . . λ̂nS

) and the Euclidean distance dE
between (λ̂1, λ̂2, λ̂3) and (λ1, λ2, λ3). This experiment has been performed 330
times (30 times for 11 values of η). The results are shown in Fig. 10. The mean
square gap achievable by chance is shown (baseline). Note that the target domain
belongs to the ODD only when η = 0. We observe that dE is negligible when
dT ∈ ODD and that the mean square gap is effective to detect when dT /∈ ODD.
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Fig. 10: Task III: results obtained when the noise level η sweeps the [0, 1] interval.
Left: box-and-whisker plots showing the distributions of dE . Right: box-and-whisker
plots showing the distributions of δ(λ̂1, . . . λ̂nS ). These plots show (1) that we can
recover the relationship between the target domain and the source domains, under the
mixture assumption, when the target domain belongs to the ODD and (2) that the
δ(λ̂1, . . . λ̂nS ) can be used to determine when the target domain belongs to the ODD .

4 Conclusion

In this work, we present a novel approach to characterize domains by estimating
the distribution of physical parameters. Our method enhances interpretability,
facilitates domain adaptation, and provides safeguards for systems operating
outside their ODD . Our experiments, organized around three tasks, are per-
formed in the particular, but very important, case of autonomous vehicles and
demonstrate how to obtain an absolute characterization of a domain by predict-
ing a distribution of weather parameters (1) using a single image acquired by
a vehicle-mounted camera and (2) using a bag of images. Our experiments also
demonstrate (3) how to obtain a relative characterization of a target domain
based on arbitrarily chosen source domains. Our approach includes two types of
domain characterization: absolute and relative. The relative characterization is
particularly valuable for domain adaptation, allowing the expression of a target
domain in terms of source domains and verifying whether the current domain is
part of the ODD . This is important for autonomous driving systems as well as
for other fields requiring interpretable and trustworthy domain adaptation.
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