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About My Research

• Goal: Automate customer interaction via a virtual conversational
agent

• Challenge & Constraints
1 Handling multiple languages
2 Limited Resources

• SOTA in NLP By today: Large Language Model (LLM)
• Trained on massive data from multiple sources in multiple

languages (challenge 1 solved)
• Ability to understand and generate human-like language
• Multi-tasks: text generation, translation, question answering,

summarization, and more.
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Research Question

How to compress LLM without compromising performance?
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Evolution of NLP and Large Language Models

Towards Small Language Model HEC Liège - ULiège November 14, 2024 7 / 22



Overview of LLMs Literature Review Proposed Method Experiment and Result

contents

1 Overview of LLMs

2 Literature Review

3 Proposed Method

4 Experiment and Result

Towards Small Language Model HEC Liège - ULiège November 14, 2024 8 / 22



Overview of LLMs Literature Review Proposed Method Experiment and Result

Architecture of Large Language Models

Limitations [2]
• High computational cost for training and inference
• Potential biases in model outputs due to training data
• Difficulty in interpreting and explaining model decisions
• Requires large datasets for effective performance
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Large Language Model Compression techniques

Limitations [1]
• LoRA: Freezing weights and adapting the model can limit its ability to fully

capture new patterns, potentially impacting accuracy.
• Pruning: Aggressively removing weights can lead to significant information and

accuracy loss.
• Quantization: Reducing parameter precision can result in computational

overhead and may degrade model performance.
• Knowledge distillation: Training a small model from scratch to mimic a larger

model can consume considerable energy.
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Proposed Method for LLM Size Reduction

• Our Hypothesis
• Not all information’s

learned during training is
necessary for specific
tasks

• Our Approach
• Reduce model size by

selecting only the most
relevant features from the
weights.

• Methods
• Direct Truncate
• Singular Value

Decomposition (SVD) [4]
• Auto-encoder [3]
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Proposed Method for LLM Size Reduction
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Truncated SVD for Matrix Size Reduction

• Only the top dr largest singular
values and their corresponding
singular vectors are retaining:

W′ = Udr Sdr VT
dr

• This truncation captures the most
significant information, reducing
the model size by approximating
W with W′.

• Large singular values capture
the most significant patterns
and variations in the data,

• The truncated matrix W′

reduces the the number of
parameters and the
computational cost.

Towards Small Language Model HEC Liège - ULiège November 14, 2024 14 / 22



Overview of LLMs Literature Review Proposed Method Experiment and Result

contents

1 Overview of LLMs

2 Literature Review

3 Proposed Method

4 Experiment and Result

Towards Small Language Model HEC Liège - ULiège November 14, 2024 15 / 22



Overview of LLMs Literature Review Proposed Method Experiment and Result

Model Baseline

• Model Source: Hugging Face
• Working Environment: CECI Lucia

(60GB RAM, 1x NVIDIA A100
40GB)

• Model Name: LLaMA-3 (8 billion
parameters)

• Number of parameters
• Multi-head attention layers

(MHA): 1,342,177,280
• Feed-forward network (MLP)

layers: 5,637,144,576
• Transformer block

(MHA+MLP) : 6,979,584,000
• Model: 8,030,261,248

• Model configuration
• Embedding size: 4096
• Number of attention heads: 32
• number of key/value heads: 8
• number of hidden layers: 32

• LLM Component Size Reduction:
Multi-head Attention

• Query weight matrix
dimension is (embedding dim,
query dim)

• Value weight matrix
dimension is (embedding dim,
value dim)

• Key weight matrix dimension
is (embedding dim, key dim)

• Output weight matrix
dimension is (output dim,
embedding dim)
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Result
dr = αd with α ∈ (0, 1) and Wr = SVD(W), with dr = 1024 = 4096× 0.25

Original Model Architecture

Compressed Model Architecture

So, we retain 25% of the parameter features. Therefore, the total number of
parameters MHA : 0.25× 1, 342, 177, 280 =335,544,320.
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Result

• Fine-tune: Multi-head attention Layer using LoRA methods
(rank=8).

• Training dataset: A set of 818 customer service requests
from users of an online selling app and the corresponding
intentions behind each request from Kaggle.

• Evaluation metric: Accuracy, F1 Score, Human Evaluation
• Model Performance

Dataset size 200

Accuracy 43%

F1 Score 50,5%
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Why Move Towards Smaller Models?

• For Society implication [5]
• Reduce infrastructure and

operational costs.
• Accessibility for

researchers and small
organizations.

• For climate Change [6]
• Lower energy

consumption.
• Carbon Footprint

Efficiency
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Amazon EC2 G5 Instances Price
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- THE END -
Thank you for your attention!

If you have any questions, feel free to ask.
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