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About My Researc

® Goal: Automate customer interaction via a virtual conversational
agent

® Challenge & Constraints

@ Handling multiple languages
@® Limited Resources

e SOTA in NLP By today: Large Language Model (LLM)
® Trained on massive data from multiple sources in multiple
languages (challenge 1 solved)
® Ability to understand and generate human-like language
® Multi-tasks: text generation, translation, question answering,
summarization, and more.

*HEC LIEGE
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Experiment and

Research Question

How to compress LLM without compromising performance?

L
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Overview of LLMs Literature Revi >posed Method

W oom 1080 iy m 0 [Early Rule-Based and Symbolic Systems (1960s-1980s)
. 1967: Eliza — One of the earliest NLP programs, designed to simulate conversation.
- - 1970: SHRDLU - A program that could execute commands in a "blocks world."
T O | S Tadme W imielic
o - 1980: XCALIBU - A lesser-known system contributing to early Al advancements,
possibly related to expert systems or knowledge representation.
(Introduction of Neural Networks (1980s-1990s)
{ - 1988: RNN (Recurrent Neural = sequential
enabling models to work with time-dependent data.

. 1997: LSTM (Long Short-Term Memory) — A specialized RNN architecture
designed to overcome issues with long-term dependencies in data, making it more
effective for tasks like language modeling.

[The Transformer Era and Breakthroughs (2017-2020)

L 2017: T NLP by g self.attention, allowing

models 1o process data in parallel and capture long-range dependencies.

. 2018: BERT, GPT - BERT (Bidirectional Encoder Representations from

Ji7H T o) e om e i i e Gt bl TP (@it
Pretrained Transformer) focused on text generation.

Ll Hon . 2019: GPT-2, RoBERTa, XLNet - Enhanced transformer models with better
language generation and comprehension abilities.

(PR35

(74 LM ILarge-Scale Language Models and Fine-Tuning (2020-2022)
Pal2 o R EIPTES = i o o v il ] iy o o (et ot
W GPT-3 demonstrated the power of large language models in a wide range of tasks.

. 2021: GPT—G 5 — An improved version of GPT-3 with better instruction-following
1 capabilitie
'I . 2022: PBLM InstructGPT, ChatGP’T Focused on fine-tuning models for more
Glanaco effective Aland i tasks.

State-of-the-Art and Specialized Models (2023)

. 2023: LLaMA, GPT-4, Falcon, LIMA, PaLM 2, BARD, Dolly 2, Guanaco — The
most recent models emphasizing scale, efficiency. and specialization for various NLP
applications.
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Architecture of Large Language Models

How to build Transformer model Architecutre Pecoder_t

=

(Kinear)

Encoder

Add & Norm
Feed
Forward

Add & Norm

Multi-Head
Attention

Add & Norm

Maseked Multi-
Head

build
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Multi-Head
Attention

Attention

twa e 1% @ —® D — @
X

a K iti I Positional
. t tput
Scaled Dot-Product Multi-Head Encoding R, outpul
Attention Attention T
- . . Inputs Outputs
leltatlons [2] Transformer model Architecutre

® High computational cost for training and inference

® Potential biases in model outputs due to training data
® Difficulty in interpreting and explaining model decisions
® Requires large datasets for effective performance

bHEC LIEGE
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Literature Review

[Frantar and 31, LoRAPru

23a], Wanda [Sun er al., 2023]

ured Pruning )—((‘UM [Santacroce ef al., 20231, LLM-Pruner [Ma er al., 20231

)—(MINII LM [Gu er al., 20231, GKD [Agarwal er al., 20231, TE-LLMD Uha et al., 20231

(i Context Learming y—(in-Comtexs Learning disiaton Fuang e af. 20321

MT-COT [Li <t al. 20221, CoT Prompting [Magister et al.. 20231,
Fine-tune-CoT [Ho e al., 20231, SSLM [Fu er al., 202

_(c SCOTT [Wang er al.. 2023al. Distilling Step-by-Step [H)mh £ al 20231,
SOCRATIC CoT [Shridhar ei al.. 20231, PaD [Zhu er al.
LMTWA [Saha er al.. 20231

_(l..em.cua.. Following HLADn [iang er al.. 2023]. LaMini-LM [Wu er al., 2023al

Knowledge
Distillation

Quantization-Aware

)
)
J
)
)
{eatning }_(u_m QAT [Liu er al.. 20231, PEQA [Kim er al.. 2023al. QLORA [Dettmers er al., 2023al j
)

[—{Quantization

SqueeseLLM [Kim er al.. 2023bl, QuIP [Chee o al., 2023],

LUT-GEMM [Park er al.. 2022]. LLM.int80 [Dettmers er al., 20221,
| GPTQ IFrantar er al.. 2022]. AWQ [Lin er al.. 20231,
{Weight Quantization OWQ [Lee er al., 20231, SPQR [Dettmers er al., 2023bl,
SiznRound [Cheng er al.| 20231

Post-Training h
Quantization

Model Compression for Large Language Models

ZeroQuant [Yao er al.. 2022], SmoothQuant [Xiao er al., 2022],
S Y Yuan er al.. 2023]. OliVe [Guo er al.. 20231
Weight and Activation ZeroQuant-V2 [Yao er al., 20231, Outlier Suppression+ [Wei er al., 20231,
'_MDEQ B e L
FPTQ [Li et al.. 2023b]. QuantEase [Behdin et al. 2023]
Norm Tweaking [Li er al.. 2023a], OmniQuant [Shao er . 20231

Quantization

Lt (s o

Limitations [1]
® LoRA: Freezing weights and adapting the model can limit its ability to fully
capture new patterns, potentially impacting accuracy.

® Pruning: Aggressively removing weights can lead to significant information and
accuracy loss.

® Quantization: Reducing parameter precision can result in computational
overhead and may degrade model performance.

HEC e Knowledge distillation: Training a small model from scratch to mimic a larger
w“ ““ffiodel can consume considerable energy.
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Proposed Method
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Proposed Method for LLM Size Reduction

¢ Our Hypothesis ® Methods
® Not all information’s ® Direct Truncate
learned during training is ® Singular Value
necessary for specific Decomposition (SVD) [4]
tasks ® Auto-encoder [3]

e QOur Approach

® Reduce model size by
selecting only the most
relevant features from the
weights.

............................
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Truncated SVD for Matrix

® Only the top d, largest singular
values and their corresponding ® Large singular values capture
singular vectors are retaining: the most significant patterns
and variations in the data,

w = Ud,Sd, VT
v ® The truncated matrix W

® This truncation captures the most reduces the the number of
significant information, reducing parameters and the
the model size by approximating computational cost.
W with W',

L
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Model Baselpe

® Model configuration

® Model Source: Hugging Face
® Embedding size: 4096

® Working Environment: CECI Lucia

® Number of attention heads: 32
4(1?)0GGB|§ RAM, 1x NVIDIA A100 ® number of key/value heads: 8
® number of hidden layers: 32
® Model Name: LLaMA-3 (8 billion
parameters) ® LLM Component Size Reduction:

Multi-head Attention

® Query weight matrix
dimension is (embedding dim,
query dim)

® Value weight matrix
dimension is (embedding dim,
value dim)

® Key weight matrix dimension
is (embedding dim, key dim)

® QOutput weight matrix
dimension is (output dim,
embedding dim)

® Number of parameters

® Multi-head attention layers
(MHA): 1,342,177,280

® Feed-forward network (MLP)
layers: 5,637,144,576

® Transformer block
(MHA+MLP) : 6,979,584,000

® Model: 8,030,261,248

QHES IEGE
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dr = ad with a € (0,1) and W, = SVD(W), with d, = 1024 = 4096 x 0.25
Original Model Architecture

LlamaModel(
(embed_tokens) : Embedding(128256, 4096)
(layers): ModuleList(
(@-31): 32 x LlamaDecoderLayer(
(self_attn): LlamaSdpaAttention(

(a_proj): Linear(in_features=4096, out_features=4096, bias=False)
(k_proj): Linear(in_features=4096, out_features=1024, bi
(v_proj): Linear(in_features=4096, out_features=1024,

(o_proj): Linear(in_features=4096, out_features=4696, bias=False)
(rotary_emb): LlamaRotaryEmbedding()

Compressed Model Architecture

CustomLlamaForCausallM(
(model): CustomLlamaModel(
(embed_tokens): Embedding(128256, 4096)
(layers): ModuleList(
(0-31): 32 x CustomllamaDecoderLayer(
(self_attn): LlamaSdpaAttention(
: Linear(in_features=4096, out_features=1024, bias=False)
Linear(in_features=4096, out_features=256, bias=False)
Linear(in_features=4096, out_feature: 6, bias=False)
j): Linear(in_features=1024, out_features=4896, bias=False)
(rotary_emb): LlamaRotaryEmbedding()

So, we retain 25% of the parameter features. Therefore, the total number of
Hgaremg’&ers MHA : 0.25 x 1,342,177,280 =335,544,320.
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® Fine-tune: Multi-head attention Layer using LoORA methods
(rank=8).

® Training dataset: A set of 818 customer service requests
from users of an online selling app and the corresponding
intentions behind each request from Kaggle.

e Evaluation metric: Accuracy, F1 Score, Human Evaluation

¢ Model Performance

Dataset size 200

Accuracy 43%
F1 Score 50,5%

L

Towards Small Language Model HEC Liege - ULiege November 14, 2024 18 / 22



Experiment and Result
00000000

Prompt Cost

Incurred each time a prompt is sent
to the model, this variable cost
depends on the frequency and

e ® For Society implication [5]

Fixed Cost
oo ® Reduce infrastructure and
e koot it opemtiorat. operation al costs.
® Accessibility for
researchers and small
organizations.

Generation Cost

This arises from the computational
resources required to generate
responses and s influenced by the
length and complexity of the outputs.

AS ENERGY FOOTPRINT ® For climate Change [6]

The powerconsumed by arficil neligence (A) tols vaissgreaty depending on the tsk. An Al model that
mtext rompts,

for example. And ‘that even Al models of Y ly ay
o= Aimodet 1-tean 2w 1000w ® |ower energy

The anargy req Abattery
o fully charga a smartphone  could run a aptop for 20 hours

Apostiask ; e consumption.

brgsgesesin 4N
o .
e tm
e ot ) ® Carbon Footprint
Automatic spsech recognition e o mbo ..
;
S o mede s Efficiency
o
S &
’ o 0.01 01 1 10 100 1000 10,000
oot W o patom s 10 e
‘©nature
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Experiment and Result

[e]e]e]e]e] Jele)

azon EC2 G5 Instances Price

1-yr ISP 3-yrlSp

GPU Network EBS Effective  Effective
Memary Memory Storage  Bandwidth  Bandwidth OnDemand  Hourly Hourly
Instance Size GPU (GiB) vCPUs (GiB) (GB) (Ghps) (Ghps) Price/hr* (Linux) (Linux)
g5xlarge 1 24 4 16 1x250 Upto10 Upto3.5 $1.005 50.604 $0402
g5.2darge 1 24 8 32 x450 Upto10 Upto35 $1.212 0727 $0485
Single GPU ~
- g5.4xlarge 1 24 16 64 1600 Upto25 8 $1624 50974 $0650
s
g5.8darge 1 24 2 28 1x900 25 16 $2443 $1469 $0979
5. 16xlarge 1 24 64 25 1x1900 25 16 $409% $2458 $1638
95.12xlarge 4 9% 48 192 113600 40 16 $5672 53403 $2.269
Multi GPU
o g5.24xlarge 4 % % 384 1x3800 50 19 $8.144 52886 $3.258
s
5.48xlarge 8 192 192 768 23800 100 19 $16.288 89773 $6.515
QoHECL!
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- THE END -

Thank you for your attention!

If you have any questions, feel free to ask.
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