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Takeaway 0: Simulation-based inference is taking off!

―
Credits: Aihsik Ghosh. 3 / 23



Takeaway 1: SBI is also valuable when likelihoods are tractable!

For example, with deterministic simulators and additive noise,

p(x∣θ) = N (x; f (θ), Σ(θ)).

―
Credits: Maximilian Dax. 4 / 23



―
Credits: Vasist et al, 2023. 5 / 23

https://arxiv.org/abs/2301.06575


Takeaway 2: Unfolding = Aggregated amortized posteriors.

p(x ) = p(x )p(x ∣x )dxpart ∫ reco part reco reco

―
Credits: Tilman Plehn. 6 / 23



Takeaway 3: Requirements for accuracy and reliability are strict.

―
Credits: Maximilian Dax, Aishik Ghosh. 7 / 23



Takeaway 4: Use diagnostics  to assess the quality of the approximation.∗

―
*None of those diagnotics provide su�cient guarantees.
Credits: Kyle Cranmer, Aishik Ghosh. 8 / 23



Takeaway 4b: ... and look at (too) many plots!

―
Credits: Aishik Ghosh. 9 / 23



What if diagnostics fail?
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Takeaway 5: More data, more parameters, more compute.

―
Credits: Dax et al, 2021. 11 / 23

https://arxiv.org/pdf/2106.12594


Takeaway 6: Regularize the inference network.

Ensembles and Bayesian model averaging (BNNs) smooth out the
approximation.

―
Credits: Aishik Ghosh 12 / 23



Approximations can also be regularized to be conservative (BNRE, BNPE).

―
Credits: Delaunoy et al, 2022; Delaunoy et al, 2023. 13 / 23

https://arxiv.org/abs/2208.13624
https://arxiv.org/abs/2304.10978


Not enough!
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Takeaway 7: Hardcode domain knowledge in the inference network.

 

―
Credits: Jonas Spinner, Maximilian Dax. 15 / 23



Takeaway 8: Importance sampling is a cheat code for asymptotically exact
inference with imperfect inference networks.

―
Credits: Maximilian Dax. 16 / 23



If  is intractable, the correction factor  can be estimated by a
classi�er.

Classi�er-based diagnostics provide diagnostics, but also a way to correct
the approximation.

If repeated, then one obtains a sequential NRE algorithm.

p(x ∣θ )i i wi
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Takeaway 9: Nuisance parameters are a nuisance.

―
Credits: Kyle Cranmer. 18 / 23



―
Credits: Kyle Cranmer. 19 / 23



Takeaway 10: Neural density estimators do not know what they do not
know.

―
Credits: Lily H. Zhang. 20 / 23



Simulators are imperfect, but good enough?

―
Credits: Alexander Held. 21 / 23



Wait a minute... If the simulator is misspeci�ed,
then data data may be OOD for the inference network.
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My takeaways

1. Simulation-based inference is also valuable when likelihoods are tractable!

2. Unfolding = Aggregated amortized posteriors.

3. Requirements for accuracy and reliability are strict.

4. Use diagnostics to assess the quality of the approximation.

5. More data, more parameters, more compute.

6. Regularize the inference network.

7. Hardcode domain knowledge in the inference network.

8. Importance sampling is a cheat code for asymptotically exact inference
with imperfect inference networks.

9. Nuisance parameters are a nuisance.

10. Neural density estimators do not know what they do not know.
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