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The machine learning approach to problem-solving.

“For the last forty years we have programmed 
computers; for the next forty years we will train 
them.” Christopher Bishop, 2020.



Deep learning scales up the machine learning approach by

- using larger models known as neural networks,
- training on larger datasets,
- using more compute resources.



(Top) Scene understanding, pose estimation, geometric reasoning.
(Bottom) Planning, Image captioning, Question answering.

Specialized neural networks can be trained to achieve super-human performance on 
many complex tasks that were previously thought to be out of reach for machines.



Neural networks form primitives that can be transferred to many domains.

(Top) Analysis of histological slides, denoising of MRI images, nevus detection.
(Bottom) Whole-body hemodynamics reconstruction from PPG signals.



The breakthrough 

Vaswani et al, 2017.



A brutal simplicity:

- The more data, the better the model.
- The more parameters, the better the model.
- The more compute, the better the model.



Conversational assistants (Anthropic, 2024)

http://www.youtube.com/watch?v=-dWfl7Dhb0o


Code assistants (Cursor, 2024)

http://www.youtube.com/watch?v=o5uvDZ8srHA


Multi-modal assistants (OpenAI, 2024)

http://www.youtube.com/watch?v=fWWCdqyYRPI


New opportunities

If Bob knew all of human knowledge and understood* everything you do, say or write…

- What questions would you ask Bob?
- What would do with Bob if you could hire him in your company?
- What if all your employees could talk with Bob?
- What if all your customers could talk with Bob?
- What if Bob was also working for all your competitors? 



Limitations

- LLMs give the impression of understanding.
- LLMs show no evidence of formal reasoning. 
- LLMs are fragile. Rephrasing questions alter results significantly.
- LLMs do not know what do they not know.



LLMs can be made more robust and helpful if the rationale 
of their answers can be extracted or explained.

Pirenne et al, 
2024.



The research challenges of deploying LLMs for sensitive applications (e.g., medical, legal, 
financial) highlight opportunities for mutually beneficial collaborations between the 
industry and academic. (Many others exist, beyond LLMs!)

Benefits for academia:

- Access to relevant 
real-world problems.

- Access to industry-grade 
computing resources for 
research.

- Access to real-world data.
- Financial support.

Benefits for industry:

- Solutions for problems 
requiring extensive 
research efforts.

- Direct access to up-to-date 
knowledge in AI.

- Opportunities to work with 
brilliant minds and 
potential future employees. 



NRB - ULiège Research Chair

- 4-year funding for research on AI for the industry.
- Prof. Damien Ernst (LLMs, Reinforcement Learning, Energy)

Prof. Gilles Louppe (Deep Learning, Generative AI, Digital Twins, AI4Science)
- Joint teams, regular meetings and shared objectives to encourage synergies.

(Left) Prof. Louppe and Prof. Ernst, (Right) Laurence Mathieu, CEO of NRB.
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