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Happiness can be found, even in the darkest of times, if one only
remembers to turn on the light.

J.K. Rowling







Abstract

The power system, one of humanity’s most significant engineering achieve-
ments, is also among the most complex. With the rapid rise of distributed
energy resources (DERs) in distribution systems, networks are increasingly
confronted with new challenges, including voltage regulation, power qual-
ity, and congestion. To mitigate these issues, it is essential to assess the
current state of power networks to implement cost-effective solutions that
ensure the reliability and efficiency of power systems. For a given network,
its potential to accommodate DERs is referred to as the hosting capacity.
More precisely, the hosting capacity is defined as the maximum amount of
DERs that can be integrated into a network before operational problems
arise. This manuscript presents five research contributions related to the
hosting capacity of distribution networks.

The first contribution of this thesis is the development of a network
topology identification method, which is the foundation for accurately eval-
uating HC. Given the evolving nature of distribution networks, understand-
ing the network’s structure is crucial for subsequent analysis and planning.
The obtained network topology can be used for different simulations and
HC studies.

While in the literature the concept of hosting capacity is well-known, it
has no formal definition. The second contribution addresses this gap by pro-
viding a unified definition of the hosting capacity problem. The presented
definition offers a structured framework for HC assessment, enabling con-
sistent evaluations across different contexts. In addition, the paper presents
how works from a systematic review related to hosting capacity can be cast
in the framework.

The next three contributions present methods to evaluate the hosting
capacity on different applications. The third contribution builds on the
network topology identification. An individual, i.e., which evaluates only
one DER type at a time, HC calculation method is proposed. The case
study on which this method is performed is the reconstructed Belgian-
inspired network. The aim of this work is to evaluate the distribution of
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scenarios over different key performance indices to assess the HC.
The fourth contribution proposes a method that highlights the impact

of selecting the phase to connect new DERs, which potentially limits the
imbalance, on the HC. The method is evaluated on a Belgian-inspired net-
work and with photovoltaic panels (PVs) then electric vehicles (EVs) as
DERs.

Finally, the last contribution of thesis extends the HC framework to
a combined application, where PV, EV, and heat pumps are integrated,
demonstrating the versatility and comprehensiveness of the unified HC for-
malism. This combined analysis provides a broad perspective on how dif-
ferent DER technologies interact and influence overall network capacity,
offering insights for future power system planning and DER integration
strategies.
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Chapter 1

Introduction

The more you know about the past, the
better you are prepared for the future.

Theodore Roosevelt

1.1 Motivations

Society has become accustomed to the convenience provided by reliable
electricity. National economies depend heavily on electricity for industrial
operations, communication, infrastructure, and overall societal functioning.
Reliable and consistent access to electricity has become so integrated that
its availability is often taken for granted. Power outage can lead to sig-
nificant social and economic impacts. In some cases, these outages cause
billion euros worth of damages [1].

Providing reliable electricity is the main goal of power systems (PS).
Powers systems are the interconnected networks responsible for generating,
transmitting, and distributing electricity. In Belgium, which serves as the
reference system of this thesis, but also worldwide, the electricity generation
is, to this day, highly reliant on traditional sources such as fossil fuels. In
recent decades, there has been an increasing awareness of the need to reduce
this dependence. This shift is mainly driven by three factors.

First, Belgium has almost non-existent domestic reserves of fossil fuels
which causes it to be heavily reliant on imports from foreign countries [2].
This creates a precarious situation of geopolitical vulnerability. The inher-
ent drawback of this dependency is the impact on the national economy
leaving it exposed to spikes in international fuel prices. A recent example
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of the impact of the dependence on foreign countries is the war between
Ukraine and Russia, which resulted in a spike in energy prices across Eu-
rope[3].

Second, fossil fuels are finite resources, and their depletion over time
presents a long-term challenge. Diversifying its energy mix and integrating
renewable sources such as wind, solar, biomass, and geothermal energy will
lead the Belgian energy system to be more resilient and sustainable.

Finally, the environmental impact of fossil fuel consumption has come
under growing scrutiny. The combustion of fossil fuels is a major contrib-
utor to greenhouse gas emissions, especially carbon dioxide (CO2), which
accelerates global warming and exacerbates climate change. Reducing re-
liance on these fuels is not only a national priority but also a critical compo-
nent of Belgium’s commitments to international climate agreements, such
as the Paris Agreement [4].

In order to reach these objectives of reducing fossil fuel usage, citizens
and companies, sometimes with incentives from governments, change their
electrical behaviour. This shift drastically impacts the way power systems
are used, challenging their reliability. Power systems, and particularly dis-
tribution networks which are sub-parts of power systems, were not designed
for a massive penetration of decentralised energy resources (DERs). In Bel-
gium, the penetration of renewable generation has nearly quadrupled from
2010 as can be seen in Fig. 1.1 [5]. Similarly, the penetration of other dis-
tributed energy resources such as electric vehicles (EVs) and heat pumps in
power systems have also increased [6], [7]. This adoption of DERs is further
exacerbated by the drastic decrease of DER prices in the past decade. For
instance, the price of PV panels has decreased by 80% in the last decade
[8].

To ensure reliability of the network in regards to the threat posed by this
massive integration of DERs, their integration might need to be limited. To
prevent arbitrary and counter-productive limitations on DER integration,
identifying the bottlenecks in the distribution network is crucial. Bottle-
necks of given networks are identified by assessing their capacity to host
new DER technologies while maintaining their reliability. This thesis fo-
cuses on the hosting capacity of distribution networks and presents work
related to it.

1.2 Context

To provide context for the work presented in this thesis, the remainder
of this chapter explains the traditional operation of power systems and
discusses the challenges associated with the evolution of its exploitation.
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Figure 1.1: Renewable electricity generation in Belgium from 1965 to 2023
(image from [5]). Note that ‘Other renewables’ refers to renewable sources
including geothermal, biomass, waste, wave and tidal.

1.2.1 Power systems

The power system, also referred as the power grid, has for sole objective to
provide electricity to end-users. Traditionally, electricity was generated in
centralised plants, e.g. nuclear plants, and then transported safely and with
as little losses as possible to customers. This conventional power system is
depicted in Fig. 1.2.

To minimise the losses, two levels of transportation grids are used: trans-
missions, transmitting currents at high-voltages (HV) and extra high volt-
ages (EHV), and distribution, conveying currents at medium-voltages (MV)
and low-voltages (LV). The voltage ranges per levels are given in Table
1.1. The two transportation grids are managed and operated by different
entities: transmission system operators (TSOs) and Distribution system
operators (DSOs).

Using different voltage levels reduces Joule losses, which occur as heat
when a current I flows through lines with a resistance R. Joule losses are
proportional to the square of the current I2R. Transmitting power at high
voltages and low currents minimises these losses. Indeed, electrical power is
the product of voltage and current. Therefore, to maintain the same power
level while reducing the current, the voltage must be increased. Using lower
current significantly reduces the I2R losses which improves transmission

3



Figure 1.2: Illustration of the traditional organisation of the power system.
This illustration is inspired from [9], [10].

Voltage 230V-400V 6kV-15kV 30kV-150kV 220kV - 380kV
Level Low Medium High Extra high
Operator DSO TSO

Table 1.1: Belgian voltage ranges by levels and the corresponding operator.
[11]–[13].

efficiency.
In addition to using different voltage levels, parts of the power sys-

tems operate using a three-phase system for both transmission and dis-
tribution. In three-phase systems, three separate electrical currents flow
through power lines. This structure allows for more efficient and continu-
ous power delivery, ensuring smooth operation of electrical equipment and
reducing power losses. However, some distribution networks, particularly
in residential areas, use single-phase systems, where only one current flows.

This thesis focuses for the main part on low-voltage distribution net-
works with residential customers and their DERs.

1.2.2 Distribution networks

Distribution networks (DNs) are typically radial, tree-like, and with simple
structures. These networks are fragmented, with multiple DSOs managing
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them. In Belgium, for instance, several DSOs operate within the country.

In the past, DN were considered simple because electricity flowed in one
direction: from the transmission system to consumers. The simple struc-
ture of distribution network led to a lower priority on real-time monitoring
and many distribution systems were built decades ago, before modern digi-
tal monitoring technologies became widespread. In some cases, DSOs may
not have yet fully digitised or updated records of their distribution infras-
tructure, leaving parts of the network undocumented or poorly mapped.
This limits the comprehensive understanding of the system.

Historically, investments in grid management have focused on transmis-
sion networks, where power flows are larger and failures have widespread
consequences. As a result, distribution networks have received less invest-
ment in data acquisition systems, as DSOs have prioritised network ex-
pansion to meet the growing demand over installing advanced monitoring
technologies. The “fit and forget” doctrine has traditionally governed distri-
bution network management. This approach assumes that once the system
is built, it will operate reliably with minimal intervention, aside from oc-
casional maintenance. Infrastructure is often oversized to handle potential
power peaks, assuming a reference demand and one-directional power flows.
With this strategy, real-time monitoring and complex controls were seen as
unnecessary, making distribution networks simpler and less costly to man-
age. However, with the decentralisation and widespread adoption of various
types of DERs, challenges have emerged that necessitate better information
and a clearer understanding of the network to improve management and
ensure its reliability.

1.2.3 Distributed Energy Resources

Distributed energy resources are small-scale energy assets that generate,
store or consume energy. DERs can be categorised in these groups, as
shown in Fig. 1.3: generators, e.g. photovoltaic panels, and consumers,
e.g. electric vehicles and heat pumps. The categories can be overlapping as
for instance some EVs can be used to store energy while their initial intent
is to consume energy. Note that decentralised generation (DGs) are not,
by definition, restricted to renewable energy sources (RES), for instance,
diesel generators are DG but not RES.

Distributed energy resources like PV panels and electric vehicles are
rapidly changing the flow of electricity in distribution networks. When
DERs were integrated on a small scale, the issues they caused in distribu-
tion networks were minimal. However, their widespread adoption has both
introduced new challenges and amplified existing problems in the distribu-
tion network.
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Generators Storage Consumers

DERs

e.g.: PV, WT e.g.: batteries e.g.: EV, HP

Figure 1.3: Terminology of distributed energy resources with most common
examples at distribution level.

Furthermore, what were once simple, one-way networks have become
more complex, with electricity sometimes flowing back from consumers into
the grid. Indeed, some distributed energy resources, like PV systems, cause
reverse power flow when their production exceeds local demand, particu-
larly in areas with high DER penetration. This creates new challenges for
DSOs, who must now manage bidirectional power flows while having nearly
no real-time information about their own network topology.

The integration of DERs and changing consumer behaviours, like the
widespread adoption of electric vehicles, has led to shifting load patterns.
The “duck curve”, originally seen in California [14], illustrates how high
solar generation during midday combined with evening consumption peaks
can strain the grid. These fluctuations in generation and demand can cause
high voltage variations, with voltage rising or dropping outside of acceptable
limits in different parts of the network. The Belgian duck curve is shown
in Fig. 1.4.

Voltage fluctuations become more frequent with DERs, like solar PV
installations, as they produce variable amounts of power based on external
conditions, such as cloud cover [15]. When solar irradiance drops suddenly,
PV output decreases rapidly, reducing the power injected into the grid.
This quick ramping up and down challenges the grid’s ability to balance
supply and demand, making it harder to maintain stable voltage levels.
The grid must constantly adjust to these fluctuations, which can lead to
instability, particularly in areas with high DER penetration.

In addition, the growing adoption of EVs adds to this challenge by
increasing power demand and causing congestion in distribution networks.
Congestion refers to situations where the capacity of the grid to deliver
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Figure 1.4: Impact of solar capacity in Belgium in June 2023 (from [16]).
The pattern created by the midday dip in the net load curve, followed by
a steep rise in the evenings when solar generation drops off, looks like the
outline of a duck, so this pattern is often called a duck curve [14].

electricity is limited due to high demand, which can occur when many EVs
charge simultaneously, especially in residential areas, leading to overloads
and reduced reliability.

Finally, the imbalances in the three-phase distribution network is ex-
acerbated by some DERs that connected to the grid using single-phase
connections. This means that instead of distributing the load and DERs
evenly across all three phases, they are sometimes concentrated on a sin-
gle phase, causing uneven power distribution in the phases. This further
complicates the task of maintaining grid stability and voltage control.

This list is not exhaustive but highlights some of the key issues that
DERs bring to modern distribution networks. These problems limit the
amount of DERs that can be hosted in the distribution network without
making investments, a concept referred as the hosting capacity (HC) which
is the focus of this thesis.

1.2.4 Hosting capacity

The hosting capacity refers to the maximum level at which the integration
of new distributed energy resources can occur without causing operational
issues. Determining this capacity is a complex challenge. They are at least
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three main reasons that make it complex.

First, although the concept itself is understood intuitively by the re-
search community, there is no unified definition.

Then, evaluating hosting capacity involves analysing the network, how-
ever, data on distribution networks is often scarce. Critical information,
such as network topology or load data, is frequently missing. These data
are difficult to replicate or forecast, especially given the diversity of cus-
tomers, their various behaviours and the changing consumption behaviours
driven by the increasing adoption of DERs disrupt traditional load profiles.

Lastly, the inherent uncertainties associated with DERs, both in terms
of their variable generation and unpredictable installations, add another
layer of complexity to capacity evaluations. As the focus of this thesis is the
hosting capacity, these challenges are addressed in the following chapters.

1.3 Outline of the manuscript

This thesis contributes to address the challenges posed by the increasing in-
tegration of DERs into distribution networks. The manuscript is structured
as follows.

Following the presentation of the publication in this chapter, Chapter 2
focuses on the identification of distribution network topology. This chapter
introduces a method for obtaining a digital representation of a distribution
network, even with only partial availability of smart meter data. Smart
meters (SM) are digital devices that measure electricity in real-time and
are used to monitor the grid. The presented method is applied to a Belgian
inspired network with 40% of customers equipped with smart meters. The
results provide a foundation for accurately computing hosting capacity on
reconstructed real-world networks.

Chapter 3 focuses on establishing a unified framework for the concept of
hosting capacity. This chapter provides a common foundation for address-
ing hosting capacity challenges and presents two examples where previous
HC problems from the literature are re-framed using the presented for-
malism. Additionally, it offers a comparison of key aspects from relevant
studies, highlighting the advantages of creating a common ground for dis-
cussions on hosting capacity.

The next three chapters, Chapters 4, 5 and 6, demonstrate practical
applications of hosting capacity computation. They proposes methods to
compute the HC on different scenarios and settings. Chapter 4 introduces
a method for evaluating the hosting capacity of individual DERs, with the
approach being applied specifically to two DER types: PVs and EVs. The
method provides multiple probabilistic performance indicators that reflect

8



various potential configurations. The potential configurations result from
new DERs randomly added to the network. The network used for the case
study is the one reconstructed from the case study of Chapter 2.

Chapter 5 explores the influence of optimal phase connection of DERs
on constraints affecting hosting capacity. This approach provides valuable
insights into how small and cost-effective network modifications can improve
the HC. The chapter operates under the assumption that all DERs, such as
photovoltaic systems, can be curtailed when the network encounters issues.
This assumption provides a clear cost estimate associated with optimising
phase connections, giving DSOs valuable insights into budget considerations
for implementing this solution. The presented approach is also applied on
the same two DERs individually as Chapter 4, i.e., PVs and then EVs, and
the case study is a Belgian inspired network. Note that the approaches
in Chapters 4 and 5 were developed prior to the framework presented in
Chapter 3 and therefore do not use that framework.

Chapter 6 presents a method for assessing the hosting capacity of com-
bined DERs, focusing on the integration of PVs, EVs, and HPs. This
method builds upon the formalism defined in Chapter 3 and is applied on
the reconstruction of a real Belgian network for which 65% of customers
have smart meters.

Finally, the last chapter of this manuscript, Chapter 7, is dedicated to
the conclusion of the presented work. An overall conclusion is presented in
Section 7.1 while Section 7.2 suggests future prospects for research in the
field.

1.4 List of publications

The scientific publications related to this thesis are:

• A. Benzerga, D. Maruli, A. Sutera, S. Mathieu, and D. Ernst. Low-
voltage network topology and impedance identification using smart
meter measurements. In Proceedings of the 2021 IEEE Madrid Pow-
erTech, 2021 [17].
Chapter 2 is based on this publication.

• D. Maruli, S. Mathieu, A. Benzerga, A. Sutera, and D. Ernst. Re-
construction of low-voltage networks with limited observability. In
IEEE PES Innovative Smart Grid Technologies Conference Europe,
2021 [18].
Chapter 2 is based on this publication.

• A. Benzerga, A. Bahmanyar, S. Mathieu, and D. Ernst. Smart Meter
Data Analytics Case Study: Identification of LV Distribution Network
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Topology to Design Optimal Planning Solutions. In Applications of
Big Data and Artificial Intelligence in Smart Energy Systems (pp.
161 - 192). IEEE River Publishers, 2023 [19].
Chapters 2 and 4 are based on this publication.

• A. Benzerga, A. Bahmanyar, G. Derval, and D. Ernst. A unified
definition of hosting capacity, applications and review. 2024 [20].
Chapter 3 is based on this publication.

• A. Benzerga, S. Mathieu, A. Bahmanyar, and D. Ernst. Proba-
bilistic capacity assessment for three-phase low-voltage distribution
networks. In Proceeding of the IEEE 15th International Conference
on Compatibility, Power Electronics and Power Engineering (CPE-
POWERENG). IEEE, 2021 [21].
Chapter 4 is based on this publication.

• A. Benzerga, M. Vassallo, S. Gérard, J. Vandeburie, and D. Ernst.
Combined PV-EV-HP Hosting Capacity Analysis of a Belgian Low-
Voltage Distribution Network. In Proceeding of the 34th Australasian
Universities Power Engineering Conference (AUPEC). 2024.
Chapter 6 is based on this publication.

• A. Benzerga, S. Gérard, S. Lachi, Q. Garnier, A. Bahmanyar, and D.
Ernst. Optimal connection phase selection for single-phase electrical
vehicle chargers. In Proceeding of the 2022 CIRED workshop on E-
mobility and power distribution systems (CIRED). 2022 [22].
Chapter 5 is based on this publication.

• A. Benzerga, A. Bahmanyar, and D. Ernst. Optimal Connection
Phase Selection of Residential Distributed Energy Resources and its
Impact on Aggregated Demand. In Proceeding of the 11th Bulk Power
Systems Dynamics and Control Symposium (IREP). 2022 [23].
Chapter 5 is based on this publication.

During this thesis, other collaborations have led to publications that are
not discussed within this manuscript:

• M. Vassallo, A. Benzerga, A. Bahmanyar, and D. Ernst. Fair Re-
inforcement Learning Algorithm for PV Active Control in LV Dis-
tribution Networks. In Proceeding of ICCEP 2023 conference. 2023
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valorisation in a multi remote renewable energy hub framework. In
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• V. Dachet, A. Benzerga, D. Coppitters, F. Contino, R. Fonteneau,
and D. Ernst. Towards CO2 valorization in a multi remote renewable
energy hub framework with uncertainty quantification. In Journal of
Environmental Management, 363, 121262. 2024 [26].
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Chapter 2

Network topology
identification

An investment in knowledge pays the best
interest.

Benjamin Franklin

This chapter is built upon studies carried out in cooperation with a
Belgian DSO in response to the challenges it faces for LV network planning
and control. It presents a method that is designed to form and update the
LV network topology, and to estimate its branch impedances, by relying
only on the recorded smart meter data.

Distribution system operators have been upgrading their network over
several decades, though not always keeping digital records of all changes. As
a result, the operators do not always known exactly how their customers are
connected to the network. Some of these customers are equipped with smart
meters, providing voltage and current time-series. These measurements
can be used to identify the network topology and the line impedances.
This chapter presents a method to identify radially operated low-voltage
networks which can be applied with limited number of smart-meters. The
resulting identified model provides the map of the network and impedances
of the inferred lines, allowing to perform subsequent analysis (e.g. power
flow). Simulation results on a case study with 128 nodes show an average
error 0.69% in computed voltages, while only 40% of the nodes are equipped
with smart meters.
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2.1 Notations

This section defines the key sets and variables used in this chapter.

Sets
T Set of observation period
N Set of nodes
O Set of nodes observed with smart meters
H Set of nodes not observed
E Set of edges
P Set of phases
An Set of new possible installations type for node n
Mk,n Set of types of installations that are connected

to node n in configuration k

Variables
ψn Geographical coordinates n ∈ N
Ze Impedance of edge e ∈ E
Sb
n,p Initial base power injection of n ∈ N in p ∈ P

Sn Power injection of n ∈ N
Sk,n,m Power injection of installations of type m ∈M at n ∈ N

for configuration k
I Current
V Voltage
V Over-voltage threshold
V Under-voltage threshold

2.2 Introduction

With the increasing use of distributed energy resources and electric vehicles,
distribution system operators (DSOs) are encountering serious difficulties
in guaranteeing the safety of their Low-Voltage (LV) network in the years to
come. Being able to effectively integrate distributed energy resources and
electric vehicles is a fundamental step to accelerate the energy transition
process. At LV levels, distribution networks are mostly operated radially,
and power is distributed through several feeders, i.e. main electrical lines
carrying power from the substation to the customer. Most residential loads
are connected to the feeder through a single phase and a neutral wire. The
phase to which a load is connected may be selected arbitrarily. Power im-
balances between phases are expected, leading to a reduced hosting capacity
of the system. In order to implement effective preventive or corrective mea-
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sures against voltage or congestion issues, DSOs need to be able to assess
the system’s response to various realistic scenarios. This analysis is usu-
ally performed through power-flow studies, but reliable solutions require
accurate information about topology of the network and physical charac-
teristics of the lines. DSOs do not always know how households, feeders and
other appliances are interconnected. Furthermore, LV networks topology
can change over time because of faults, maintenance or reconfiguration, and
existing databases can contain outdated or inaccurate information. DSOs
can therefore lack possession of a reliable model of their LV network, which
can hinder the efficient management and development of their system. Net-
work identification is the mathematical process that allows to deduce this
information. Effective network identification methods for LV networks are,
thus, essential for the development of smarter grids [28]. This work presents
a methodology to retrieve the topology and the cable parameters of an LV
network from time-series measurements provided by a limited number of
smart meters in the grid.

This chapter is structured as follows. Section 2.3 reviews relevant liter-
ature. Then, the distribution network model is introduced in Section 2.4.
Section 2.5 states the problem, defining inputs and outputs. Section 2.6
describes the methodology proposed to address the problem. Section 2.7
examines a specific case study to evaluate the potential of such methodol-
ogy and discuss the results. Finally, Section 2.8 summarises the conclusions
and introduces potential future work related to this chapter.

2.3 Literature review

In transmission systems, topology and cable parameter information is usu-
ally stored in appropriate databases [28]. Unfortunately, the same does not
apply to LV distribution networks. With the increasing importance and
complexity of distribution systems, the identification problem of LV net-
works has gained more attention and it has been recently tackled adopting
different approaches. Recent literature, such as [28]–[30], focuses on iden-
tifying the topology of the network when limited information is available.
Algorithms that aim, as this work does, to identify both network topology
and lines parameters at the same time, are presented in [31]–[34]. Authors
of [31] use the evaluation of voltage sensitivities with respect to active and
reactive power injections and Prũfer sequences to identify the topology of
small networks, assuming that only specific cables types and lengths are
used for the lines. The identification problem in [32] takes the name of
inverse power flow problem, where the system admittance matrix is found
by solving an unconstrained least-squares problem. The case with non-
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measured nodes in the grid, also referred to as hidden nodes, is also tackled,
both for meshed and also radial topology, with the assumption that these
hidden nodes have zero net current injections. The inverse power-flow prob-
lem is extended to poly-phase systems in [33], with the full-observability
assumption. Finally, an algorithm to jointly estimate both admittance and
topology, assuming that the measurements for all non-zero power injecting
nodes are available, is presented in [34]. A summary comparison table can
be found in Table 2.1. All the methods that have been examined share the
assumption that every node in the network, or at least the power-injecting
ones, has a meter attached to it. This chapter presents a methodology to
address the network identification problem even when some power-injecting
nodes in the grid are not metered.

Table 2.1: Literature review where # indicates that the article does not
provide feature, G# partially provides feature,  provides feature.

Features |
papers

[28] [29] [30] [31] [32] [33] [34] [∗]

Line param-
eters estima-
tion

# # # G#     

Hidden non-
injecting
nodes

# # #   #   

Hidden in-
jecting nodes

# # # # # # #  

Required
measure-
ments

V V E V, S V, I V, I V, S V,I

No assump-
tions on ca-
bles

G#   #    G#

Unbalanced
poly-phase

# # # # #  #  

∗ Proposed methodology
V = Voltage; I = Current; S = Power; E = Energy
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2.4 Distribution network model

Let us consider an unbalanced three-phase, four-wire LV radial distribu-
tion network such as in Figure 2.1. The network radial topology can be
represented by a tree graph G = (N , E), where N is the set of nodes in
the network and E is the set of edges linking these nodes. For each node
n ∈ N , let ψn be the two-tuple geographical coordinates of the node. For
each edge e ∈ E , let Ze ∈ C3 be the three-phase impedance matrix of the
edge. Bold face variables designate complex values or phasors throughout
the chapter. The three phases of the network are denoted by indices a, b
and c and the set of phases by P = {a, b, c}.

The network is studied over a finite time period discretised in T con-
secutive time steps with an interval of ∆t. The set of time steps in the
period is T . The value of a variable x at time-step t ∈ T is denoted by xt.
The initial base power injection time series of phase p ∈ P of node n ∈ N
over the study period is denoted by Sb

n,p ∈ C|T |. The magnitudes of the
voltage and the current injection in phase p ∈ P of node n at time step t
are denoted by Vn,p,t and In,p,t, respectively.

MV/LV
substation

phase a

phase b

phase c

neutral

Figure 2.1: A three-phase, four-wire radial distribution network with three
feeders.

A subset O ⊆ N of nodes are observed with smart meters. Information
about ψo, Vo,p, Io,p, ∀ o ∈ O are considered as the inputs for the analysis.
It is assumed that the smart meters are able to provide the magnitude of
the measured variables and not the phasors. It is also assumed that all the
customers are connected to the network neutral conductor, however the
proposed methods are applicable to other earthing schemes.
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2.5 Problem Statement

The topology and parameters of LV electricity distribution networks are,
to a large extent, currently unknown. Smart meter data offer a unique
opportunity to identify the model of LV networks, but the identification
involves several challenges:

• An LV network involves single-phase customers unevenly distributed
between three phases.

• The customers’ load varies stochastically over time.

• Smart meters are not installed at every customer connection node.

At the LV level, the only reliable sources of information are the smart
meters measurements and their geographical location. This section will
present a method developed to identify the model of a low-voltage network
by analysing smart meters’ recorded voltages and powers, and the geo-
graphical location of the metered nodes, without relying on any additional
information. However, the meters are usually not installed at all the nodes.
The network identification problem infers a network model describing:

• Its topology including the nodes (metered or non-metered), their ge-
ographical locations and edges between;

• Edges’ three-phase impedance;

• Current injection time series of the non-metered nodes

The following assumptions are made:

• During the observation period, the network topology does not change;

• Customer connections to the main feeder are of single-phase two-wire
type;

• Customers connection phase is known;

• There is at least one meter connected at every phase of every feeder;

• three-phase measurements of MV/LV substation are available;

• The X/R ratio of cables (γ) is known.

The topology identification has two main steps. In the first step, the
goal is to construct three single-phase estimates of the network topology.
Then, the algorithm evaluates the identified line-section impedances. Using
the result of the first step, the second step of the algorithm merges the three
single-phase estimated typologies to form a three-phase feeder model [17].
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2.6 Methodology: LV network identification
using smart meter data

2.6.1 Single-phase topology identification algorithm

As shown in Figure 2.2, this step considers the three phases of the network
graph G independently. Phase p ∈ P of the network can be modelled as a
rooted tree Gp = (Np, Ep)1. Np represents the subset of nodes connected to
phase p of the substation, while the set of edges Ep represents the phase p
of the lines connecting those nodes. The root node of Gp represents phase
p of the MV/LV substation.

Figure 2.2: Graphical representation of Ga, Gb, Gc for a simple 8-node
network.

The goal of single-phase topology identification is to make an estimation
of these three rooted trees Ĝp = (N̂p, Êp) 2. The algorithm has three main
steps: topology estimation, topology validation, and hidden node detection.
For each phase p ∈ P, the steps should be carried out independently.

Topology Estimation

The initial estimation of the set of the network nodes N̂p corresponds to
the set of observed ones Op. The first step of the algorithm estimates a

rooted tree Ĝp for each phase p ∈ P connecting these nodes. This opera-
tion is carried out using both node geographical information to draw the

1A rooted tree is a tree in which one node has been designated as the root.
2The hat symbolˆatop of a variable denotes that its value is estimated.
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network map, and correlation analysis on voltage measurements to infer
connectivity between the nodes. As proposed in [28], [35], nodes connected
together have similar voltage patterns, i.e. high correlation between their
measured voltages. However, the patterns of load and production can have
a similar profile for different nodes of the LV network, as a result of sim-
ilar weather conditions and residential occupancy profiles. To avoid this
affecting the results of the voltage correlation analysis, as proposed in [28],
a pre-processing of the voltage time series is performed by applying a high-
pass filter. Pearson’s Correlation Coefficient (PCC) is then used to reveal
the relationship between the measured voltages.

Let us denote the weighted graph of N̂p by Ĝw,p, where the edge (i, j)
weight, wij , is equal to the PCC between the filtered voltage time series of

nodes i and j. The first estimate of network topology Ĝp = (N̂p, Êp) can be

obtained forming the maximum spanning tree3 on Ĝw,p.

Topology Validation

The purpose of the topology validation is to confirm the topology obtained
in the first step. This step accepts or rejects the edges by investigating the
potential existence of missing nodes or wrong connections in each edge e =
(i, j) ∈ Êp. Let Ẑe,p = {Ẑe,p,1, . . . , Ẑe,p,T } denote the estimated impedance

magnitude time series for each edge e = (i, j) ∈ Êp, and for all time steps
t ∈ T :

Ẑe,p,t =
Vj,p,t − Vi,p,t

Îe,p,t
(2.1)

where the estimated current Îe,p,t flowing in e is given by summing up the
load currents of the downstream nodes of edge e.

Edge impedances are assumed constant during the considered period
T . Therefore, the edge impedances Ẑe,p estimated for all time intervals
should be close to each other. With this assumption, if, for each edge,
the relative standard deviation of the impedance time series Ẑe,p,t is less
than a tolerance level λ, the edge can be considered valid. It should be
noted that in practical conditions, the line impedance is somewhat variable
depending on several factors, such as the ambient temperature. Therefore,
an appropriate value for the tolerance level λ should be selected to avoid
the rejection of correctly identified edges.

3Amaximum spanning tree is a subtree of a weighted graph which connects all vertices
(i.e. a spanning tree) and has the maximum weight among all possible spanning trees
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Hidden Node Detection

LetH = N\O be the set of non-metered nodes in the network. These nodes
are hidden from the viewpoint of the identification algorithm. Consider
Figure 2.3, where there is a hidden node H ∈ Hp in the network, i.e., node
5. Since the current of the hidden node IH,p is not measured, it is not
considered in the topology validation step. This may result in the rejection
of the edges in the path from the hidden node to the substation, as shown
in Figure 2.3, due to the inaccurate estimation of the downstream current
and consequently the inaccurate estimate of the edge impedance time series.
Moreover, whenever a hidden node is between two other nodes, as node 5
is, the topology estimation step identifies an incorrect edge connecting the
upstream and downstream nodes, like the edge between node 3 and node 6
in the figure.

topology
estimation

0

1

2
3

5

6

7

4

0

1

2
3

6

7

4

topology
validation

0

1

2
3

6

7

4

Figure 2.3: Steps for the identification of a network topology with node 5
as a hidden node. Dashed edges are not validated.

Consider the farthest node from the root among all the nodes of the
rejected edges (node 6 in Figure 2.3), let us denote this node by A ∈ N̂p,
and its parent and grandparent nodes by B and C, respectively. As shown
in Figure 2.4, there are three topological possibilities to place a hidden node
H adjacent to A. As shown, we refer to these topologies by terms Bridge,
Leaf, and Common parent.

To make an estimation of a hidden node X ∈ Hp, the hidden node
detection algorithm evaluates these possible topologies to check which one
suits the best.

The current ÎBC,p flowing through BC has two portions. ÎA+,p = ÎAB,p

which is the contribution of A and its downstream nodes, and ÎB+,p which
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Figure 2.4: Possible locations for a hidden node H adjacent to A.

is the current injected at node B. We have:

ÎB+,p = ÎAB,p − ÎBC,p (2.2)

To evaluate the three configurations for the estimation of a hidden node
X location, the algorithm solves the following three minimisation problems.
These minimisation problems quantify, for each configuration, the level of
basic circuit laws violation.

For the Bridge configuration:

δb = min
∑
t∈T
|VB,p,t − VC,p,t − ẐCB,p(ÎA+,p,t + ÎB+,p,t + ÎX,p,t)| (2.3a)

subject to, ∀t ∈ T

VB,p,t = VA,p,t − ẐXA,pÎA+,p,t − ẐBX,p(ÎA+,p,t + ÎX,p,t) (2.3b)

with (ÎX,p, ẐXA,p, ẐBX,p, ẐCB,p) ∈ R4.

For the Leaf configuration:

δl = min
∑
t∈T
|VB,p,t − VC,p,t − ẐCB,p(ÎA+,p,t + ÎB+,p,t + ÎX,p,t)| (2.4a)

22



subject to, ∀t ∈ T ,

VB,p,t = VA,p,t − ẐBA,p(ÎA+,p,t + ÎX,p,t) (2.4b)

with (ÎX,p, ẐBA, ẐCB) ∈ R3.

For the Common parent configuration:

δcp = min

T∑
t=0

|(VA,p,t − ẐXA,pÎA+,p,t)− (VB,p,t − ẐXB,pÎB+,t,p)| (2.5)

with (ẐXA,p, ẐXB,p) ∈ R2.

Once problems (2.3 - 2.5) have been solved, the configuration with the
smallest value amongst δ ∈ {δb, δl, δcp}, i.e., the one with the minimum
circuit laws violations, is selected as the most probable one.

The set of nodes N̂p is updated based on the selected configuration. For

the bridge configuration, an additional node X is added to N̂p. The current

injection magnitude of the hidden node ÎX,p and the values of ẐXA,p and

ẐBX,p are estimated using the solution of Eq. (2.3). The hidden node
voltage time series VX,p is computed as follows:

V̂X,p,t = VA,p,t − ẐXA,pÎA+,p,t ∀t ∈ {1, . . . , T} (2.6)

For the leaf configuration, the current injection magnitude of the hidden
node ÎX,p can be estimated using the solution of Eq. (2.4). However,
the hidden node voltage time series cannot be estimated for the bridge
configuration. To consider the effect of the hidden node, the algorithm
replaces node A with a virtual node X ′ with the same voltage as A, but
with the current injection calculated as follows:

ÎX′,p = ÎA,p + ÎX,p (2.7)

This allows to modify the current flowing in the upstream of A for the next
validation step.

For the common parent configuration, an additional node X is added to
N̂p. The impedances ẐXA,p and ẐXB,p can be estimated using the solution

of Eq.(2.5). The common node voltage magnitude V̂X,p is estimated by
averaging the voltage values computed from both downstream branches:

V̂X,p,t = (VA,p,t − ẐXA,pÎA+,p,t + VB,p,t − ẐXB,pÎB+,p,t)/2 (2.8)
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For this configuration, the current injection of the hidden node cannot
be computed from Eq.(2.5). The algorithm assumes that node X is indeed
a zero-power injecting node. If edge CX is accepted in the next topology
validation step, this also validates the assumption. Otherwise, node X will
be added in a leaf configuration. Then, the value of ÎCX,p will be estimated
by solving the problem of Eq.(2.4).

If more than one hidden node is in the same area, the estimate of the
node by solving the problems of Eqs.(2.3) - (2.5) will not correspond to an
actual hidden node in the network. Therefore, the algorithm needs to check
the validity of the topology formed by the addition of H. If the relative
standard deviation of the impedance time series ZCX for bridge and leaf
configurations, or ZAX and ZBX for the common parent configuration are
below the tolerance level λ, the algorithm accepts the identified hidden
node. Otherwise, a new node Y will be added to the set of network nodes
N̂p.

The algorithm assumes that the hidden node Y is in the middle of
nodes A and B, connected to them by branches with equal impedances, i.e.,
ẐY A,p = ẐBY,p. The impedances are evaluated by multiplying a per-unit-
of-length default impedance Z∗ by half the distance between the nodes. The
voltage and current injection of the new hidden node are then calculated
as follows:

V̂Y,p,t = VA,p,t − ẐY A,pÎA+,p,t ∀t ∈ T (2.9)

ÎY,p,t =
VB,p,t − VY,p,t

ẐBY,p

− ÎA+,p,t ∀t ∈ T (2.10)

The topology validation and estimation steps are repeated until all the
edges in Ĝp are labelled as valid. The impedance magnitude of each vali-
dated single-phase edge is set to the average over the three phases of the
mean values of Ẑe,p,t for all time steps.

2.6.2 Three-phase topology formation

This step merges the identified single-phase topologies Ĝa, Ĝb and Ĝc to form
a three-phase model of the network. Each of the single-phase graphs Ĝp has

F̂p feeders as the paths starting from the root node. To find a three-phase
topology, these paths must be merged to form three-phase feeders.

Let us define δk,f as the distance between a single-phase feeder f and a
node k in another single-phase feeder as follows:

δk,f = min{∥ψk − (ρψi + (1− ρ)ψj)∥, ∀(i, j) ∈ f, ρ ∈ [0, 1]}, (2.11)
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where i and j are nodes of f with minimum distances to k.

The right part of the subtraction shows the coordinates of the clos-
est point on feeder f between nodes i and j to node k. This distance is
illustrated in Figure 2.5 for two single-phase feeders.

?C,f2A
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?D,f2

?B,f2

?A,f2

?G,f1

?F,f1

?E,f1

Figure 2.5: Illustration of the distance between single-phase feeders f1 and
f2 to their nodes

The distance between two single-phase feeders, ∆fi,fj , can be defined
as follows:

∆fi,fj =
1

2
×


∑
k∈fi

δk,fj

|fi|
+

∑
k∈fj

δk,fi

|fj |

 (2.12)

where |fi| and |fj | are the number of nodes in single-phase feeders fi and
fj , respectively.

Let F̂ be the set of all the single-phase feeders in the single-phase graphs.
To merge the single-phase feeders to form three-phase feeders, we define a
binary variable xfi,fj , which is equal to 1 if the single-phase feeders fi and
fj are in the same three-phase feeder, and 0 if they are not. Having the
distances between the single-phase feeders, they can be grouped by solving
the following optimisation problem:

min
x∈B ˆ|F|× ˆ|F|

∑
fi∈F̂

∑
fj∈F̂

xfi,fj∆fi,fj (2.13a)
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subject to:

xfi,fj = xfj ,fi ∀(fi, fj) ∈ F̂2 (2.13b)∑
fj∈F̂

xfi,fj = 3 ∀fi ∈ F̂ (2.13c)

xfi,fj ≥ xfk,fi + xfk,fj − 1 ∀(fi, fj , fk) ∈ F̂3 (2.13d)

Constraint of Eq.(2.13b) ensures the symmetry of x. Constraint of
Eq.(2.13c) ensures that every three-phase feeder contains one feeder from
each single-phase graph. Constraint of Eq.(2.13d) states that if single-phase
feeders fk and fj , and single-phase feeders fk and fi are in the same three-
phase feeder, then the single-phase feeders fi and fj are also in the same
three-phase feeder.

After grouping the single-phase feeders, the next step is to link the
nodes of each group to form the three-phase network feeders. To identify
the links between the nodes, the optimisation problem of Eq.(2.14) solves
a minimum spanning tree problem involving node depths [36]. The result
is an incidence matrix y, defining the edges Ê of the three-phase network
graph Ĝ = (N̂ , Ê).

min
y∈B ˆ|N|× ˆ|N|, l∈N ˆ|N|

∑
i∈N̂

∑
j∈N̂

yi,j Wi,j (2.14a)

subject to: ∑
i∈N̂

yi,0 = 0 (2.14b)

∑
i∈N̂

y0,i = F̂ (2.14c)

∑
j∈N̂

yj,i = 1 ∀i ∈ N̂ (2.14d)

l0 = 0 (2.14e)

lj ≥ li + yi,j − ˆ|N |(1− yi,j) ∀(i, j) ∈ N̂ 2 (2.14f)

lj ≤ li + 1 + ˆ|N |(1− yi,j) ∀(i, j) ∈ N̂ 2 (2.14g)

lj ≥ li + 1 ∀(i, j) ∈ Êp (2.14h)

where Wi,j is the Euclidean distance between two nodes i and j, only if
they belong to the same phase or the same feeder:

Wi,j =

{
∥ψi − ψj∥ if (i, j) ∈ Êp or if xi,j = 1

+∞, otherwise.
(2.15)
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Constraints of Eqs.(2.14b) - (2.14d) ensure that the identified graph is a
rooted tree with the main substation as its root node 0 and set the expected
number of feeders in the topology to F̂ . Equations (2.14e)-(2.14g) define lj
as the depth of node j and set the root node depth to zero. The constraint
of Eq.(2.14h) imposes that if node i is followed by node j in the single-
phase graph, the depth of node i in the three-phase graph is greater than
the depth of j.

Finally, for each phase of each identified edge e ∈ Êp,∀p ∈ P in the

single phase topology, let Π̂(e) be the equivalent path of e in the three
phase topology, i.e. a set of consecutive edges in the three phase topology
representing e. Let dΠ̂(e) be the total length of this three phase topology

path, the impedance of each edge b of that path Π̂(e) is calculated, for each
phase, as follows:

Ẑb =
Ẑe

dΠ̂(e)

db ∀b ∈ Π̂(e) (2.16)

where Ẑe represents the single-phase impedance estimated in Section 2.6.1,
and db the length of the edge b in the three-phase graph Ĝ.

Assuming that all the edges have the same type of conductors in all
three phases, the magnitude of self-impedance of each three-phase edge is
calculated as the mean value of the three single-phase impedances Ẑb,p for
that edge. The edges’ resistance and reactance values are then computed
with the hypothesis of a constant X/R ratio (γ).

2.7 Case study

In this section, the discussed methods are applied to a network inspired
from a real Belgian LV distribution network and their performances are
discussed.

The network is a three-phase, four-wire network with 128 single-phase
customers distributed across four feeders. Only 40%, i.e., 52, of the cus-
tomer nodes are equipped with smart meters. The network can be seen in
Figure 2.6, the markers correspond to nodes with smart-meters.

The smart meter data includes power and voltage time series. Load
profiles are extracted from residential load readings of the Low Carbon
London Project [37]. For voltage time series, the simulations were run
using OpenDSS [38] over 30 days at a 30-minute resolution, resulting in
1440 time-steps. Two different cable types were used, their self-impedance
values were chosen as ∥Z1∥ = 0.0012 Ω/m and ∥Z2∥ = 0.0009 Ω/m for
the main feeders and their laterals, respectively. Different power factors,
chosen between 0.93 to 0.97, are allocated to each customer to generate the
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Figure 2.6: Network case study where each marker corresponds to a metered
customer.

active and reactive power profiles. The load-flow analysis was also carried
out using OpenDss.

As mentioned above, 40% of the customers have smart meters, which are
distributed randomly. The identification algorithm inputs are voltages and
power injections recorded by smart meters, and their geographical data. In
this case study and to be consistent with common smart meter measure-
ments, both voltage and power inputs are magnitude values with a unit
power factor. The hyper-parameter settings are the following: λ = 0.1,
γ = 0.1 and Z∗ = 0.001 Ω/m.

The estimated single-phase topologies are shown in Fig. 2.7. Rectangles
represent the nodes with smart-meters while the circles are hidden nodes.
These single-phase topologies are used for the three-phase topology as de-
scribed in the methodology. The estimated topology over the real network
is shown in Figure 2.8. The algorithm can identify, as shown in the fig-
ure, the general shape of the network and it detects the correct number of
feeders. Moreover, the metered nodes are correctly associated with their
respective feeder.

Figure 2.9 presents the obtained impedances for each branch aggregated
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(a) Phase A (b) Phase B (c) Phase C

Figure 2.7: Estimated single-phase topologies. Rectangles represent me-
tered nodes while circle represent hidden nodes.

Figure 2.8: Network case study, the actual network is in light blue and the
estimated network is in black.
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Figure 2.9: Impedance magnitudes.

by occurrences and the probability distribution. The maximum occurrences
gravitate around the expected range [0.0009, 0.0012]. The mean however is
shifted to a lower value of 0.0008 Ω/m with a standard deviation of 0.0005
Ω/m. When removing the 3 outlier points on the right of the figure, the
standard deviation decreases to 0.0002 Ω/m. This can indicate that these
points might be good locations to add a smart meter.

To assess the accuracy of the results, another load-flow analysis was
computed with the resulting topology, impedances and estimated current
injections. The voltage time-series provided by the load flow were com-
pared to the input voltage readings. The minimum, median and maximum
observed Root-Mean-Square Errors (RMSE) are 0.09%, 0.69% and, 3.53%
respectively. These values suggest that despite only 40% of nodes equipped
with smart-meters, the outputted model lead to acceptable voltage approx-
imations for network planning. Figure 2.10 shows voltage magnitude of
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(a) Node 180

(b) Node 215

Figure 2.10: Metered and estimated voltage magnitude.

two other nodes. While Figure 2.10a depicts a low estimation error, the
estimated voltage profile of Figure 2.10b presents several under-voltages
corresponding to less severe cases in the correct time-series. This error is
due to a localised inaccuracy in the topology estimation that led to under-
estimation of the load around the meter.
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2.8 Intermediate conclusion

This chapter proposes an algorithm which identifies the topology of a low-
voltage network when a subset of nodes, either customers or nodal points of
connection, is not equipped with smart meters. This objective is achieved
by analysing voltages, currents and geographical data of the metered nodes,
without relying on additional information. The performances of the al-
gorithm are evaluated on a case study with 128 customers, 52 of them
equipped with smart meters. Despite the low observability of the system,
the algorithm is able to produce a model whose topology reflects the struc-
ture of the network. A load-flow analysis performed using the inferred
model shows that the computed voltage time-series matches the correct
values with average RSME of less than 1%.

Future work could focus on how to exploit the solution of additional
load-flow analysis using the estimated model to understand which area
in the model topology presents larger inaccuracy and to investigate how
to improve it. Furthermore, it would be interesting to investigate what
the minimum number of meters needed is to obtain relevant solutions and
where they should be installed for an optimal estimation of the model.
Additionally, further effort could be put into a more exhaustive estimation
of the edge parameters, taking into account the evaluation of mutual and
shunt impedances. Finally, the model provided by this algorithm could be
used for further studies to maximise the integration of renewable generation
and electric car connections within LV networks.
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Chapter 3

Hosting capacity
formalism

I never learned from a man who agreed with
me.

Robert A. Heinlein

Following the insights gained from the research on hosting capacity (pre-
sented in next chapter), it became evident that comparing various studies
was a challenge due to the lack of a consistent and unified definition. The
notion of hosting capacity is not trivial, and creating a universal definition
requires a certain level of abstraction to encompass all potential scenarios.
Over the past decade, while network hosting capacity has been widely stud-
ied, no standardised or universally accepted definition has been established.
This chapter seeks to address this gap by proposing a unified definition of
hosting capacity. The goal is to create a framework that can be applied
consistently across different contexts, enabling better comparability and
coherence in future research.

A practical, illustrative example is presented to concretely demonstrate
the new definition, ensuring clarity and facilitating understanding of its
practical application. Moreover, this chapter aligns key literature articles in
the field with the proposed definition. Through this comparative analysis,
it demonstrates how the proposed definition can be flexibly and effectively
applied across a wide range of research contributions. This analysis also
highlights the potential for a shared foundational understanding, which can
serve as a basis for future studies and guide the determination of hosting
capacity across various systems.
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3.1 Notations

N Network
E Exogeneous data
T Time
Sets
P Set of network issues

e.g., P = { over-voltage, overloading }
C Set of customer nodes
H Set of types of technologies { PV, EV, HP, ... }
Ih Set of installation options of technology h ∈ H

e.g., IEV = { 0kW, 2.3 kW, 3.7 kW, 7.4 kW, 11 kW, 22 kW }
T Set of time steps, T = {1, ..., T}.
S Set of all scenarios
Sc Set of considered scenarios
S✓ Set of valid scenarios
S× Set of invalid scenarios
Sf Set of feasible scenarios
Ss Set of feasible and safe scenarios
A Set of all possible penetrations

e.g., if the penetration is defined as the number of customers
Ac Set of considered penetrations
A✓ Set of penetrations that can be associated to at least one

valid scenario
A× Set of invalid penetrations
Af Set of feasible hosting capacities
As Set of feasible and safe hosting capacity

3.2 Introduction

The ongoing energy transition is significantly changing production and con-
sumption dynamics. The number of decentralised energy producers has
been steadily increasing for several years. According to the International
Energy Agency (IEA), photovoltaic panel (PV) generation increased by a
record 270 TWh (up 26%) in 2022 [39]. On the other hand, high consump-
tion technologies like heat pumps (HPs) and electric vehicles (EVs) are also
experiencing growth, with the IEA anticipating penetration rates of at least
25% and 40% for 2050, respectively [39].

Technologies influencing the low-voltage distribution network such as
photovoltaic panels, electric vehicles and heat pumps are referred to as
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Distributed Energy Resources, DERs. Figure 3.1 illustrates the terminol-
ogy for common technologies as in Chapter 1. Producers, or distributed
generations (DGs), involve for instance PV and wind turbines (WT), while
new consumers involve both HPs and EVs. Battery energy storage systems
(BESSs) enable energy from renewables to be stored and then released when
it is needed most. In some cases, EVs can be considered as BESSs. DERs
is the terminology used to address all decentralised technologies, thus all
of the aforementioned technologies are DERs. This terminology is used for
the remainder of the chapter.

Generators
(DG)

Storage
(BESS) Consumers

DERs

e.g.: PV, WT e.g.: batteries e.g.: EV, HP

Figure 3.1: Terminology of the most common emerging technologies at
distribution level. DG refers to distributed generator and BESS to battery
energy storage systems.

Existing distribution networks, predominantly established in the last
century, were not originally designed to accommodate such production and
consumption transformations. This situation presents new challenges for
distribution system operators (DSOs) in maintaining service levels and en-
suring network reliability. Therefore, identifying and minimising the asso-
ciated costs to alleviate these challenges becomes crucial.

DSOs need to identify the quantity of such technologies their network
can host. This is complex as the quantity of installations that can be hosted
depends on their location, the installed capacity, the consumption profiles,
the potential production and many other factors. In order to provide a
summarised view of all these factors, the concept of hosting capacity was
introduced.
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Hosting capacity (HC) is a measure of the capacity of a network to ac-
commodate DER installations before encountering any operational issues.
This capacity is generally expressed as one or multiple penetration, which
can be a number of installations, their power, their consumption, etc. Fig-
ure 3.2 illustrates the concept of the definition. In this illustration, the
hosting capacity is a function of the penetration rate, which represents how
much of a new technology is added to the network; and a performance
index, which determines whether any operational issue happened.

Figure 3.2: One dimension(performance index) representation of the con-
cept of HC.

HC has become a popular and rapidly evolving subject of interest in
the academic community; the large amount of literature available on HC
in databases like Scopus and Google Scholar demonstrates its growing im-
portance. Multiple variations of the definition of the penetrations and of
the HC computation procedure have been experimented on by the commu-
nity. There currently is, however, no established common ground for the
mathematical definition of the HC problem. Given the extensive interest
in HC, it is essential to gather and organise the knowledge into a coherent
structure. To address this, this chapter aims at providing a unified defini-
tion of the hosting capacity problem that encompasses all these different
aspects and to show how papers can be re-framed using the mathematical
definition. Additionally, a concise review of the predominant literature is
presented to highlight the simplicity of organising related work under the
lens and terminology of the presented definition. This process will provide
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guidance for future research in the area of HC.

The main contributions of this chapter are:

• Presentation of a formal unified definition of HC. This definition lays
out the theoretical HC problem and provides common ground of all
‘in practice’ HC computations;

• Presentation of how predominant researches on HC falls into the
generic HC definition;

• Reviewing similar research according to the proposed definition.

The structure of this chapter is as follows: first, Section 3.3 presents a
framework that generalises HC. Then, two papers are reviewed as specific
cases of the proposed framework in Section 3.4 and Section 3.5 illustrates
how related works can now easily be compared using the framework. Fi-
nally, Section 3.6 concludes this chapter with a summary and the main
outcomes.

Existing hosting capacity reviews

Various reviews have already been published on hosting capacity such as
[40]–[48]. While some areas of these reviews naturally overlap, there are
notable distinctions from the proposed review.

First, the technologies covered in [40], [41], [43]–[48] primarily focus on
distributed generation, with [41], [44], [46], [47] specifically concentrating
on PV technologies. On the other hand, the recent study in [42] focuses
only on EVs. Then, the review in [45] is dedicated to medium voltage (MV).
Enhancement techniques aiming at increasing the hosting capacity are dis-
cussed in [43], [45], [47] and in addition to that [43] presents an historical
overview. Finally, [41] concludes that a general definition is needed.

This chapter stands apart from the aforementioned by adopting a more
inclusive approach, considering distributed energy resources (DERs), and
ultimately presenting a unified definition of hosting capacity.

Paper selection criteria

As aforementioned, a large quantity of papers addressing the hosting ca-
pacity issue are available. Therefore, the review in Section 3.5 intentionally
avoids aiming for comprehensiveness. The aim of this review is to show how
related works can easily be compared thanks to the presented framework.
The reviewed papers were selected on several bases:
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• While the definition is not constrained to low-voltage (LV) networks,
and can be extended to medium-voltage networks, the selection of
paper mostly focuses, for conciseness, on LV distribution networks.

• All types of DER were accepted;

• There was no filtering on the input of the methods as this is not the
scope of this review.

Furthermore, only papers with a substantial number of citations were
selected. The number was set to a hundred, thus papers with more than
100 citations on Scopus with the search terms “Hosting Capacity” were
selected. This threshold can be judged as high but it is attributed to the
abundance of papers on the topic garnering 100 citations. Some papers
were selected outside of this criterion as they add an interesting value for
the review and were sometimes heavily mentioned by others. Note that the
two papers used in Section 3.4 were taken from the selection.

3.3 Definition of hosting capacity (HC)

In this section a unified definition of the hosting capacity is presented. The
deterministic definition is first presented in 3.3.1 as well as an example to
illustrate it, and then methods to model usual types of stochasticity and
integrate them into the definition are presented in section 3.3.2. For the
sake of readability, in the remainder of this chapter, a set is written using a
calligraphic uppercase letter (e.g., X ) and vectors are written as lowercase
bold characters (e.g., x).

3.3.1 Deterministic definition

The hosting capacity1 concept was, according to [43], first introduced in
[49]:

Definition. The HC is the amount of new resources that
can be hosted by a network before facing any issues, i.e.,
compromising its operational limits or violating safety con-
straints.

The hosting capacity is computed for a given network. Let N denote a
modelisation of a network for which one wants to determine the hosting

1It is important to clarify that the definition presented in this section is regarded as
deterministic, but not in the sense described in [46].
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capacity. This network model represents a topology and can contain, for
instance, where all the nodes are, the links between them and also a de-
scription of the various electrical elements. The definition of N is left fuzzy
on purpose to allow flexible representation of the network depending on,
for instance, the software used to tackle the problem or the modelisation
options such as considering an AC network or a DC one. Note that network
and network model are used interchangeably hereafter. In addition to the
network model, exogenous data E are defined, which include factors such
as sun irradiation or load profiles.

Inside the network are customers that can withdraw or inject power,
install new DERs, or more generically have an impact on the network. The
set of such customers, also referred as connection nodes, is denoted by C and
an element of this set is referenced using the index c. The set of possible
types of DERs that customers can add is denoted H. En element h of H
can be for example EV or PV. When deploying a particular technology,
like PVs for instance, multiple installation options are available, allowing
for decisions to be made on various aspects, such as the installation capacity
and phase configuration, among other considerations. The set of possible
installation options for a technology h ∈ H is defined as Ih. Note that
when a technology h ∈ H is not installed for customer c ∈ C, then the
corresponding value Ih is chosen equal to ∅.

The hosting capacity is determined over a specific time period, denoted
by T , during which installations can be modified and their impact on the
overall system can be assessed. This time period can be continuous or
discrete but is always bounded. Without loss of generality, 1 is always
the first time considered and T is the last. Typically, T is either [1, T ] or
{1, . . . , T}. An element of T is referenced using the index t.

At each time step, a customer has a state for each technology that is its
installed option. This state is written as:

sc,h,t ∈ Ih,∀t ∈ T , c ∈ C, h ∈ H. (3.1)

Gathering all the states for all customers, time steps and technology types,
forms a scenario: a hypothetical evolution of the network over the time
period with the given set of technology types. Formally, a scenario is defined
as the tuple of states of all customers for all time steps and all technology
types:

s = ⟨sc,h,t | ∀t ∈ T , h ∈ H, c ∈ C⟩ (3.2)

= ⟨sc1,h1,t1 , sc1,h1,t2 , . . . , sc1,h2,t1 , sc1,h2,t2 , . . . , sc2,h1,t1 , . . .⟩.

By design, only one installation type can be installed per technology and
per customer. It is not restrictive as Ih can accommodate for these options.
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For example, the capacity of a PV can vary as well as the connected phases,
in which case IPV could be defined as :

IPV = {∅, (phase 1: 5KW), (phase 2: 10KW),

(phase 1: 5KW; phase 2: 5kW), (phase 1: 10KW), . . .}.
The set of all possible scenarios is S, formally:

S =
�

h∈H,c∈C,t∈T
Ih. (3.3)

Even though only one scenario will realise for a given network, the host-
ing capacity is independent from this scenario as it aims to evaluate the
capacity of the network to host new technologies. Therefore, determining
the hosting capacity is subject to several uncertainties. Two categories of
uncertainty were defined: aleatory and epistemic [46]. Aleatory uncertain-
ties, alternatively known as certain uncertainties or inherent uncertainties,
deal with uncertainties that are known to be stochastic. These includes the
new installations’ consumption or production, as well as the customer loads.
These uncertainties are part of the exogenous data E. Epistemic uncertain-
ties, also referred to as systematic uncertainties or uncertain uncertainties,
result from the lack of knowledge or information. These uncertainties are
the location of the new installations and their type, the options chosen and
the time steps when the installations are added. These uncertainties are
taken into account by evaluating the hosting capacity on multiple scenarios.

As the number of possible scenarios could be intractable, a subset of S
is often considered :

Sc ⊆ S, (3.4)

where Sc is the set of considered scenarios, with the superscript c chosen
to emphasise this.

For a given scenario, the penetration is a measure that gauges the
amount of resources present on the network. It is represented by a vec-
tor a ∈ A, the set A being the one of all representable penetrations. A
penetration can be, for instance, the number of new DERs. Let the func-
tion g(s) : Sc → A compute the penetration for a given scenario s. For
instance, g(s) can return a vector composed of both the number of cus-
tomers with PVs and the total production of the PVs in scenario s. g(s)
is not injective: multiple scenarios can have the same penetration (for ex-
ample, if the penetration is defined as the number of PVs installed, two
scenarios can have the same number of PVs in different places).

The set of considered penetrations can thus be defined from the previ-
ously defined set of considered scenarios:

Ac = {g(s) | ∀s ∈ Sc} (3.5)
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The hosting capacity depends on the previously mentioned penetrations
and is primarily governed by the physical constraints of the network; indeed,
the addition of new DERs can lead to network issues. Let the set P be the
set of network issues that can be encountered. An example of issue is nodal
over-voltage, i.e. a point in the network having a voltage greater than a
defined threshold. Let ft(s) be a binary function which identifies whether,
at time t and for the scenario s, any issues from P occurs in the network
N . To evaluate ft, both the network N data and exogenous data E are
required. The function ft is formally defined as follows:

ft(s) =

{
1, if at least one issue p ∈ P occurs at time t ∈ T in N given E;

0, otherwise.

(3.6)

Let f be an aggregation of ft over the time period based on defined
conditions. For instance, f could be defined as returning 1 if at least for
one time step there was an issue in the network (ft is equal to one), i.e.:

f(s) =

1, if
∨
t∈T

ft(s) = 1

0, otherwise.
(3.7)

Where the symbol
∨

represents the logical or. Usually, papers about host-
ing capacity differ on the way the scenarios are defined as well as how both
f and g are defined. This will be addressed in Section 3.5.

The set of validated scenarios is defined as the set of scenarios where no
issues are detected:

S✓ = {s ∈ Sc | f(s) = 0} . (3.8)

The validated penetration set is derived from this set of scenarios. It is
the subset of A which can be associated with at least a valid scenario:

A✓ = {g(s) | ∀s ∈ S✓}. (3.9)

Similarly, the set of non-validated scenarios and the set of invalid penetra-
tions are defined as

S× = {s ∈ Sc | f(s) ̸= 0} , A× = {g(s) | ∀s ∈ S×}. (3.10)

The hosting capacity of a network, referred as feasible penetrations Af ,
is defined as the valid penetrations that cannot be linked to an invalid
scenario:

Af = A✓ \ A×. (3.11)
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Note that Af ,A✓,A× ⊆ Ac ⊆ A, and Af ⊆ A✓. Let Sf be the set of
scenarios leading to a penetration in Af :

Sf =
{
s ∈ S✓ | g(s) ∈ Af

}
. (3.12)

The relations between the sets S, A, and their derivatives are schematically
explained below.

S

Sc

S✓

A

Ac

A✓

A×S×

Sf

g(s)

g(s)

g(s)

g(s)

Considered scenarios

A✓ \ A× = Af

f(s) = 0

f(s) ̸= 0

s ∈ S✓ | g(s) ∈ Af

Note that in Af , having a (valid) penetration a does not imply that
all penetrations a′ ∈ A that are dominated by a (a′ ≤ a for some par-
tial comparison operator <) are also valid. This means that for instance
one scenario with more installations can have no issues while a scenario
with fewer installations can have one. This is mainly due to issues poten-
tially being dependent on the topology and the location of the installations.
Therefore, one could define stricter limits for the final hosting capacity.
As, the safe penetrations, is defined as the subset of Af which possesses

the above-mentioned property, i.e., all dominated penetrations are feasible
(recall that ≤ is a partial comparison operator between two penetrations):

As =
{
a ∈ Af | ∄a′ ∈ A× : a′ ≤ a

}
. (3.13)
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The corresponding scenario set is denoted Ss and defined by:

Ss =
{
s ∈ Sf | g(s) ∈ As

}
. (3.14)

The defined scenario sets are illustrated in Figure 3.3.

Figure 3.3: Sets of scenarios, where S is the set of all possible scenarios,
Sc is the set of considered scenarios, S× the set of invalid scenarios, S✓ of
valid scenarios, Sf is the set of feasible scenarios and Ss is the set of safe
scenarios.

For penetrations in one dimension, most papers choose to use As rather
than Af as their definition for the hosting capacity, as it is a single con-
nected space. Such papers generally define the penetrations A as R+ or Z+

(or subsets), thus making As a continuous or discrete range starting at zero
and ending at a maximum value that is generally reported as the hosting
capacity. Some papers also report these as probability density functions.

In Figure 3.4, an illustrative example of the different penetration sets
defined above is given. All subfigures lie in the plan formed by the set A,
here exemplified by A = R2

+. The two dimensions of this example can for
example represent the number of PVs and EVs in a scenario. The sets
A✓ and A×, representing respectively the penetrations reachable by valid
scenarios and invalid ones, are shown in yellow and red respectively, as
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Figure 3.4: Two-dimensional representations of set Af , As, A✓ and A× .
The axes are a quantification of the penetration of two installations. The
stripes mean that sets intersect.

can be seen in the top subfigures. They can intersect: there can exist two
scenarios sharing the same number of PVs and EVs such that one fails and
the other is valid, depending, for example, on the location of the PVs/EVs
in the network topology.

The feasible penetration set Af , in green in the lower subfigures, is the
the subset of A✓ (in yellow) that is not part of A× (in red). A feasible
penetration p = ⟨p1, p2⟩ that is in Af can thus be reported (for example, to
the DSO) as supported by the network (“Having p1 PVs and p2 EVs would
only lead to valid scenarios”).

This may, however, be seen as abusive in certain contexts as shown in
the lower right subfigure. For example, the penetration a is in Af and, thus,
all scenarios having this penetration are valid. However, point b, which lies
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to the left of a (meaning that it can be, for example, the penetration with
the same number of EVs but fewer PVs), is not in Af ; all scenarios having
penetration b are not valid. In the notations presented above, a is said to
be dominating b, that is b ≤ a, using here the standard element-wise vector
comparison operator.

To avoid such contradictions about dominated but invalid penetrations
(“having 10 PVs and 100 EVs is supported in the network but not 10
PVs and 50 EVs”), one can instead use the set As, defined as the set
of points where this situation cannot happen: for any penetration in As,
all penetrations lower than it are also valid. Thus, the penetration a is
not in As due to b being a counterexample. However, c is in the set as the
rectangle (in this 2-D example) on its lower left is fully included in Af . The
penetration d is not in the set as the rectangle on its lower left encompasses
part of the hole in Af . The same is true for the penetration e.

Hosting capacity
Summary of the definition of hosting capacity:

The HC is the set of penetrations the network can sustain
while not encountering any issues. More precisely, the HC
is chosen as the feasible penetrations Af which are penetra-
tions that are associated with scenarios with no issues:

Af = {g(s)|∀s ∈ S : f(s) = 0}.

This set, and the hosting capacity, can be reduced to be the
safe penetrations As with the constrain on the penetrations
a: ∄a′ ∈ A× : a′ ≤ a.

Up until here, the hosting capacity was introduced as sets (Af and As)
representing all the penetrations that can be hosted. Alternatively, one can
work with the frontiers of the sets, which is easier in one dimension.

In one dimension, most studies evaluate penetrations in As while not
dealing explicitly with the sets defined above but rather with a scalar:
indeed, in one dimension, As is a range between 0 and another scalar, that
is sometimes called the hosting capacity as a shortcut. It can be equivalently
computed by

max
a

: {s | g(s) ≤ a} ∩ S× = 0. (3.15)

This is referred to in the literature as first violation or minimal hosting
capacity. Furthermore, some studies also determine the maximal hosting
capacity (also referred to as all scenarios with violation) which is defined
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as the minimal penetration for which all scenarios encounter at least one
issue:

min
a

: {s | g(s) > a} ⊂ S×. (3.16)

Note that working with penetrations in Af would imply several frontiers
(in one dimension, multiple ranges).

In more dimensions, giving one value as a summary for the hosting
capacity is more complex as the frontiers of the sets are not scalars. The
concepts presented above can be extended to higher dimension via the use
of partial comparison operators as done earlier in this chapter.

3.3.2 Stochastic definition

In the following section, two ways to introduce stochasticity in the presented
definition are addressed. The first manner to introduce stochasticity is
related to the considered scenarios, while the second is on the detection of
issues. These are not mutually exclusive: one may consider more than one
way to introduce stochasticity in determining the hosting capacity.

Stochasticity related to scenarios selection

As previously mentioned, evaluating all scenarios is, most of the time, in-
tractable. Therefore, the subset Sc is necessary to select a subset of sce-
narios to consider. Building this set can be done in multiple ways. For
example, this set can be constructed by sampling the scenarios in S using
a distribution on S, that may be informed with external information. This
distribution, denoted DS , represents the probability of realisation of each
scenario. This allows to built Sc ∼ DS with a limited number of scenarios
that are nevertheless representative. Note that all scenarios can have the
same probability (DS being in this case the uniform distribution), which is
often the case in the papers reviewed in section 3.5.

Stochasticity related to issues detection

The functions ft and f were introduced as binary functions, one identifies
if an issue p ∈ P occurred in the network N given E at time t and the other
is aggregating ft. A function ht ∈ [0, 1] and its aggregation h ∈ [0, 1] can be
defined as returning the probability of an issue occurring in N given E. The
stochastic of function h can come from E that can itself be stochastic, for
instance if E contains a distribution of load time series. Given a threshold
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α for the probability, ft can now be:

ft(s) =

{
1, if ht(s) > α

0, otherwise.
(3.17)

This translates into ft indicating that a scenario that has less than α%
probability of having an issue at time t is valid. Or, for all time steps, f
can be defined as:

f(s) =

{
1, if h(s) > α

0, otherwise;
(3.18)

i.e. having a scenario that has less than α% probability of having an is-
sue over the whole time range. Multiple variant of this are possible: the
framework presented here can accommodate a wide range of settings.

As an example, consider the aggregation f that returns 0 when no issues
occur for at most 95% of the time steps of the scenario, i.e.,

f(s) =

0, if E
t∈T

ft(s)

|T | < 0.95

1, otherwise.

3.3.3 Example

The following subsection illustrates, with a small example, how the formal-
ism of the generic definition can be applied to describe a hosting capacity
computation. This example showcases the determination of the hosting ca-
pacity, taking into account only over-voltage issues, for a small distribution
network where customers can add new photovoltaic capacities.

Following the formalism of the definition, the example is presented as
follows:

• The network model N , represented in Figure 3.5, is composed of 8
buses: 7 low-voltage ones and 1 medium voltage one. Let B denote
the set of buses, B = {b0, b1, b2, b3, b4, b5, b6, b7, b8}. The network is
modelled using PandaPower [50]. The medium-voltage bus is supplied
by an external grid with a voltage set to 1 p.u., then a transformer
converts medium-voltage to low-voltage. The transformer has a max-
imum apparent power handling capacity of 0.4 MVA and operates
with a primary voltage of 20 kV and a secondary voltage of 0.4 kV.
The transformer was chosen from the PandaPower standard library.
All lines (L0 to L6) have the same standard type (“NAYY 4x50 SE”
from PandaPower). Feeder lines (L0 and L3) have a length of 800m
while lateral lines are 200m long except for L2, which is 400m long.
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• Five customers are modelled by loads added to buses: C = {b3, b4,
b6, b7, b8}.

• In addition to the loads, customers b3 and b4 can install PVs as
installation type, therefore H = {PV}.

• These customers can choose, as options, either to install 50 PV pan-
els of 300Wpeak or to install no PVs at all, thus IPV = {∅, 50 ×
300Wpeak}.

• The time period is composed of one time step (T = {1}).

• In this example, the exogenous data E, are the PV productions
and customer loads. PV installations are at their peak production,
i.e. a PV installation produces 15kW during the time frame, while
the customers’ loads are 1kW except for b4, which is 0.8kW. Note
that the model only considers active power.

• All the considered scenarios are regrouped in Table 3.1. Scenario
a is the initial topology as shown Fig. 3.5, scenarios b, c and d are,
respectively, presented in Fig. 3.6a, Fig. 3.6b, Fig. 3.6c.

• The issue considered is over-voltage (P = {OV}). An over-voltage
at time t is flagged when the voltage (Vb,t) is greater than 1.05 pu for
at least one bus b in B, i.e.:

f(s) = ft(s) =

{
1, if ∃b ∈ B : Vb,t > 1.05pu;

0, otherwise.

The aggregation f is the same as ft as there is only one time step.

Scenarios in Sc b3 b4

a ∅ ∅
b 50× 300Wpeak PVs ∅
c ∅ 50× 300Wpeak PVs
d 50× 300Wpeak PVs 50× 300Wpeak PVs

Table 3.1: Considered scenarios (a, b, c, d ∈ Sc) for the example for in-
stalling PVs with uncertain location. ∅ means that no installation was
added at that customer.

The power flow is computed using PandaPower with the single-phase
model of the network. The outputs are given in Table 3.2 for each scenario.
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Figure 3.5: Example network with 5 customers represented by 5 loads.

Scenarios c and d have at least an over-voltage at one bus (in Vb4 for
example), while the others have no bus in over-voltage. Therefore,

f(a) = f(b) = 0, and

f(c) = f(d) = 1.

The function g returns, as a penetration measure, the number of buses
with a PV installation:

g(s) = |{b ∈ B | sb ̸= ∅}| ,

where sb designates the installations at bus b in scenario s. Note that g(s)
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Figure 3.6: Topologies of scenarios b, c and d in Sc. In blue is the added
PV installation.

s ∈ Sc Vb0 Vb1 Vb2 Vb3 Vb4 Vb5 Vb6 Vb7 Vb8

a 1 1 0.98 0.98 0.98 0.97 0.97 0.97 0.97
b 1 1 1.03 1.04 1.03 1.02 1.02 1.02 1.02
c 1 1 1.03 1.03 1.05 1.02 1.02 1.02 1.02
d 1 1 1.08 1.09 1.10 1.07 1.07 1.07 1.07

Table 3.2: Powerflow voltage output in p.u. by scenario. Over-voltages are
in bold.

is a scalar and thus not written in bold. The penetration for each scenario
is given in Table 3.3.

The penetration sets and the related scenario sets, are:

• The set Ac of all considered output of g(s), ∀s ∈ Sc, is thus {0, 1, 2};

• The set of valid scenarios is S✓ = {a, b} and A✓ = {0, 1};

• The set of invalid ones is S× = {c, d} and A× = {1, 2};

• By definition of feasible penetration set Af , that is the penetra-
tions that includes only valid scenarios, Af = A✓ \ A× = {0}.

The different sets of scenarios and their corresponding penetration sets
are summarised in Table 3.4. The feasible Af and safe As penetration sets
are the same, thus the hosting capacity of this example is Af = As = {0}.
As this example is one-dimensional, this corresponds to the first violation as
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s ∈ Sc g(s)

a 0
b 1
c 1
d 2

Table 3.3: Penetration for each scenario computed using g(s).

defined in Section 3.3. All violation HC is 2, as all scenarios with penetra-
tion 2 are not valid. Indeed, scenario d, the only scenario with a penetration
equal to 2, is not valid.

Scenarios sets penetration sets

S✓ = {a, b} A✓ = {0, 1}
S× = {c, d} A× = {1, 2}
Sf = Ss = {a} Af = As = {0}

Table 3.4: Scenarios sets and their penetrations.

Deterministic versus Stochastic cases
This example is deterministic as no uncertainty is taken into account: all

possible scenarios are evaluated and exogenous data are unique. A stochas-
tic approach would either sample scenarios or sample exogenous data to
account for uncertainty. For instance, adding stochasticity for scenario
selection by randomly sampling scenarios: scenarios a and b could be sam-
pled and thus, Sc is {a, b}. In such context, the hosting capacity would be
Af = {0, 1}.

3.4 Application of the framework on two pa-
pers

In this section, the framework presented in Section 3.3 is applied to two
papers to illustrated how the concepts are applied to the literature.

In this framework, how the HC is actually computed is not explained and
there are many ways to do so in the literature. Some of them follows directly
the natural steps arising from the framework, while others iteratively refine
their scenario definitions until they reach a predefined condition. These
two workflows are shown in Figure 3.7. Note that this chapter does not
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elaborate on how the simulations to determine the physical state of the
network for given scenarios are run.

Compute
.

Start:

 

Issues
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.

Run simulation(s) 
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HC 
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Increase penetration
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(b) Iterative flow

Figure 3.7: Flowcharts of a direct and an iterative HC method. In blue are
the system assumptions, in red the issue characterisation, and in violet the
HC computation, as presented in sections 3.5.1, 3.5.2 and 3.5.3, respectively.
The iterative flow 3.7b computes the safe penetrations as the stop condition
ensures that all dominated penetrations are feasible. Note that in white are
steps not discussed in this chapter.

Both workflows follow this general scheme: first the scenario sets S and
Sc are build for a network N and exogenous data E. These scenarios en-
compasses the technology types H and their options Ih. Then, to construct
the sets S✓, S× and Sf , the function f is introduced given the sets of con-
sidered issues P. Note that most studies do not explicitly construct the
invalid S✓, valid S× and feasible Sf sets. Finally, to assess the penetration
of a scenario and depending on the set in which the scenario belongs, the
sets A✓, A× and Af are built using a function g. Each of these three steps
is highlighted in a different colour in Figure 3.7.
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For the sake of conciseness and simplicity, two papers were selected to
illustrate how the literature fits in the framework.

3.4.1 Paper 1: “Understanding Photovoltaic Hosting
Capacity of Distribution Circuits” by Dubey et
al. [51]

This paper aims at determining the HC for PVs and the impact of specific
factors on the HC. The second part which deals with the impact of several
factors will not be addressed in this review. The study first computes a base
case which is the existing configuration and then stochastically assesses the
HC by simulating several scenarios with different penetrations levels. The
details of this part are given below.

The Network model N represents, in OpenDSS, an actual three-phase
distribution network with 12.47kV supplied by a 24MVA substation trans-
former. The base case has 1.196 MW of existing PV. The schema of this
network can be found in [51]. No further indications about the network
were given.

All customers can have new installations and the installation type
is PVs: H = {PV}. The installation size is the only option. The size
is randomly picked from two distributions represented by probability den-
sity functions (PDFs) depending on the type of customer: residential or
commercial.

The study follows the paradigm developed by EPRI [52] for steady-
state analysis of HC. This means that one time step was used for the time
period (T = {1}). This time step is derived from exogenous data.
The study uses two sets of exogenous data: minimum and maximum load
both obtained from yearly load demand measured in the substation of the
network in 2013. Note that PV production is not exogenous data as the
size is used as the production rather than time series.

The considered scenarios set contains 5000 scenarios. This set is
built by increasing the penetration, here defined as the percentage of the
total customers equipped with PV systems. The increase is done by steps
of 2% for penetration going from 0% to 100% resulting in a total of |Sc| =
5000. Location of PVs are randomly selected. Note that the considered
uncertainties are both epistemic as they are the location and the size of the
installations.

The issues considered are over-voltage (OV), voltage deviation (VD)
and voltage unbalance (VU). Theses issues are explained and formulas are
given in Section 3.5.2. In this study, the three issues are considered sepa-
rately as they are not aggregated and thus leads to three HCs: one for OV,
one for VD and one for VU. Also, as the study is steady-state, f is the same
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as ft. The thresholds used for each f are 5% more than the nominal voltage
for OV, and 3% for both VD and VU. This study used three independent
issues to highlight the impact of each for the hosting capacity.

Although penetrations are defined as percentage of the total customers
equipped with PV systems for determining the considered scenarios, the
penetration output by the function g and used for the hosting capacity is
defined as the total additional PV size in kW.

They consider the first violation and all scenarios with violation HC
as defined in Section 3.3. Additionally, they defined 50% scenarios with
violation HC which is the smallest penetration such that 50% of scenarios
encounter an issue, i.e.:

min
a

: |{s | g(s) = a} ⊂ S×| = |{s | g(s) = a} ⊂ S✓|. (3.19)

The two sets of exogenous data E, the three limitation functions f , the
safe penetration set and the three outputs (first violation, 50% scenarios
with violation and all scenarios with violations) lead to 18 HC values given
in Table III of the paper and reproduced in Table 3.5.

Cases
Additional PV Size (kW)
Max Load Min Load

Overvoltage
first violation 9,442 5,454
50% scenarios with violation 9,578 5,536
All scenarios with violation 9,659 5,722

Voltage
deviations

first violation 1,756 2,776
50% scenarios with violation 1,834 2,970
All scenarios with violation 1,909 3,088

Voltage
unbalance

first violation 0 5,760
50% scenarios with violation 0 6,101
All scenarios with violation 0 6,291

Table 3.5: PV hosting capacity from [51] (copied with authorization).

3.4.2 Paper 2: “Assessing the Potential of Network
Reconfiguration to Improve Distributed Gener-
ation Hosting Capacity in Active Distribution
Systems” by Capitanescu et al. [53]

This research explores how to increase DG hosting capacity using network
reconfiguration. The study is conducted in two parts: the authors first
determined the HC and then studied how to use reconfiguration to improve
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it. In the context of the present chapter, only the first part is of interest
and is detailed.

The method proposed is applied on a 34-bus 12.66-kV distribution sys-
tem network model. The network has 37 lines, 34 nodes and one feeder,
more information about the network can be found in [54]. In this network,
a subset of 8 customers (G1,..., G8) are selected to have new installa-
tions. The choice of using a subset of customers is justified by (i) the fact
that tools can be used to determine most suitable locations and; (ii) these
locations might be enforced, for instance, by regulatory rules.

Although the methodology is given for general DG, the test case is
made using wind turbines as the installation type thus, H = {WT}. The
considered option for the installation is the size. Two sizes, related to two
different wind profiles (WP), are available and, for simplicity, the sizes are
named following the profiles: IWT = {WP1,WP2}.

This study is time variant and the time period is composed of 146
time steps (|T | = 146). The exogenous data accounted in these time
steps are historic demand and wind data.

Table 3.6 gathers a summary of the three considered scenarios (|Sc| =
3) of the study.

Scenarios
in Sc G1 G2 G3 G4 G5 G6 G7 G8

A ∅ ∅ ∅ ∅ WP2 ∅ ∅ WP1
B WP1 WP1 WP2 WP2 ∅ ∅ WP1 WP1
C WP1 WP1 WP2 WP2 WP2 WP2 WP1 WP1

Table 3.6: Considered scenarios (A,B,C ∈ Sc) for the [53] for installing
WT. The empty set ∅ means that no installation was added at that cus-
tomer.

Both voltage and thermal issues are considered. The minimum and
maximum voltage limits are respectively set to 0.95 p.u. and 1.05 p.u. at
all nodes, and the thermal limit of all lines is set to 6.6 MVA. Both limits
are further addressed in Section 3.5.2.

Finally, penetrations are defined as the sum of the nominal capacity
of the DG and g returns the sum of the maximal nominal capacity. The HC
for the three scenarios are 3.622MW, 4.161MW and 7.154MW for scenario
A, for scenario B and for scenario C, respectively. This study is considered
deterministic as no uncertainty is considered.
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3.5 Review and application

This section aims at showing how related works on hosting capacity prob-
lems can be easily compared using the generic framework.

This section is divided into three parts corresponding to the three steps
presented in Section 3.4 :

• First, the system assumptions are discussed in Subsection 3.5.1;
the methods used to construct the scenarios sets are explored and a
quick overview of the network and data each paper uses is done. How
papers address uncertainties is also highlighted.

• Second, the issues characterisation (often referred as limiting fac-
tors in the literature [41], [55]); Subsection 3.5.2 identifies the com-
mon issues used in various research to populate the set P and how
they trigger and aggregate them (i.e., their definition of the functions
f and ft).

• Finally, the hosting capacity computation. Subsection 3.5.3
gathers the most frequent types of penetrations (A) and how they
are computed (g).

3.5.1 System assumptions

This subsection details system assumptions, which are the different hypoth-
esises that are used to build the scenario sets S and Sc. The construction of
the system assumptions can be divided into three phases and the remainder
of this section will address these:

• First, network model has to be constructed and exogenous data has
to be gathered;

• Then, the model scope has to be defined. The scope determines the
accepted values for each previously defined sets (T , C, H and IH).

• Finally, uncertainty needs to be taken into account. Choices made to
manage and model the uncertainty restrict both the scenarios S and
exogenous data E spaces by methodology choices.

A summary of some assumptions can be found in Table 3.7. The differ-
ent categories used in the table are explained below.
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Papers
Data

(N & E)
Model scope (T , H and IH)

Uncertainty
(S & E)

Empirical
Data

Time
variant

Technology
Different
sizes

Single
phase

Considered

[56] #  HP # # #
[53] #  WT   #
[57]  # EV  #  
[58],
[59]

# # PV    

[60] # # PV  ?  
[61] # # PV  #  
[62] #  PV # #  
[63] #  PV  #  
[64] #  PV  H#  
[65] #  PV    
[66] #  PV  ?  
[67] H#  PV  H#  
[51]  # PV  #  
[68]   PV  H#  
[69]   PV  ? #
[70]   PV # ? #
[71]  # PV # #  
[72]  # PV  #  
[73]   PV    
[74]   PV # H# #
[75]   PV  #  
[76]   PV  #

[77] H#  
PV, EV,
HP, µCHP

   

[78] H#  BESS, [PV]  # #
[55]  H# PV, [EV] H#   
[21] H#  PV, EV #   
[79] #  PV, EV H#   

Table 3.7: References characteristics. Legend:  means the characteristic
is fully, H# partially, # not implemented and ? not specified. Note that
“Single phase” is ticked if all new installations are connected using only
one-phase connection.

Network and exogenous data: N and E

The network model N is a representation of a network with a variable
degree of sophistication depending on the work and the available data. It
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can be made from real-world, empirical data or from synthetic data (for
example the IEEE 33-bus or 123-bus feeders [58], [62], [79]), or from a mix
of both (see, e.g., [21], [56], [79]). This model also encompasses hypotheses
made on the network or on its simulation, e.g., the complexity and details
of the power flow computation. Exogenous data E are mainly historical
data or probabilistic approximations that are used as an estimate for the
future.

Model scope: T , C, H and IH
The model scope defines the values that populates each of the sets related
to the system assumptions, i.e. the set of time steps T , the set of connection
nodes for technologies C, the set of types of technologies H and the set of
technologies’ options IH.

Time invariant vs time variant: T
Electrical systems varies through time. The advantage of using time

series, and thus time variant models, is their closeness to reality. Indeed,
the model is able to reflect the time related phenomena that occurs in
real networks. Nevertheless, time representation is highly dependent on
the previous data assumptions and data availability. The model can thus
either be time invariant or time variant. Time-invariant modelisations only
use one time step. These studies often choose the worst-case time step and
are referred to as conservative. Methods using time series varies from one
another on:

• The granularity of the time series (i.e., the amount of time between
two time steps);

• The considered period. For instance, some papers consider multiple
full days, while others consider consecutive hours in a single reference
day. Some consider a range of hours in multiple days (e.g., Monday
to Friday from 09:00 to 18:00).

Connection nodes: C
Studies can either consider all customer nodes (e.g., [21], [51], [55],

[65], [79]) or only a subset of customers (e.g., [56], [58], [62], [66], [68])
as connection nodes.

Technology type: H
As the HC definition is not specific to one technology, it is worth men-

tioning which paper is studying which technology (i.e., set of types of tech-
nologies H). The most common technology is DG and more precisely PVs
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as they represent the first technology to have been used to define the hosting
capacity. Note that some studies develop methods to compute HC that are
not specific on a technology type and then test the methodology on one or
more technology types, often independently (e.g., [77]). In [77], these tech-
nologies are referred to as Low Carbon Technologies (LCT). They consider
micro combined heat and power units (µCHP) as generator.

Technology options: IH
Options varies from one technology type to another. The two options

encountered in the reviewed papers are the size of the technology and the
connection type. For the size, studies use one size or allow the flexibility of
different sizes. Note that some studies use several sizes but only one size is
available per run, e.g., they first attempt a run with IPV = {∅, 1 kWc} and
then another IPV = {∅, 2 kWc}. The connection type can be in one, two
or three phases, depending on the network, the available data, the authors’
choice and the technology itself. Some studies, such as [68], enforce that if
the customer is on a single phase the installation has to also be on a single
phase.

Uncertainties

Studies may or may not take uncertainties into account. For the one that
does, as previously mentioned, the literature identifies two categories of un-
certainty: aleatory and epistemic [46]. The aleatory uncertainties deal with
exogenous data (in E) such as the technologies’ consumption or production
and the customers’ consumption. These are inherently stochastic. These
are, in practice, sampled when computing f and g.

Epistemic uncertainties deal with the lack of knowledge for, for instance,
the type H and options of the technologies IH or their locations C. These
uncertainties are considered by evaluating several scenarios Sc.

In both cases, these uncertainties can be accounted for by using, for in-
stance, simple Monte Carlo simulations or more complex statistical meth-
ods. These uncertainties are not mutually exclusives: studies can use both.
Note that on the other hand, studies neglecting all uncertainties, referred
to as deterministic, are restricting both S and E with defined size and val-
ues. In recent papers, there is less and less deterministic methods, as the
underlying system is, in reality, stochastic.

Table 3.8 showcase how studies account for uncertainties. Deterministic
methods are omitted from the table for conciseness.
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Papers
Aleatory Epistemic

Customer Installation Installation

Loads
Loads or
Production

Location Size Type

[21], [57],
[59], [68],
[71]

# #  # #

[51], [60],
[61], [63],
[72], [73],
[76]

# #   #

[55] # H#  # #
[58] #    #
[67]  #  # #
[75]  #   #
[62], [79]   # # #
[64]–[66],
[77]

    #

Table 3.8: Uncertainties types for reviewed papers that take into account
uncertainties. Legend:  means the characteristic is fully, H# partially, #
not implemented. Partially means that not all simulations account for that
uncertainty.

3.5.2 Issues characterisation

This section discusses the elements inside the set P and how they are eval-
uated using the function f , for the papers already analysed above. As a
reminder f identifies whether any issues from P occurs in the network. In
some papers, the function f is sometimes not precisely defined or too com-
plex to display here; therefore the focus is put on some readable examples
to emphasise the genericity of the formalisation. Motivated readers are en-
couraged to read the original papers to gather the full definitions of f and
P.

There are four main categories of issue [80]: voltage dependant, load
dependant, protection and harmonics. These categories are not specific to
DER. Papers such as [41], [43], [55], [80], [81] attempt to define all existing
issues.

The following subsections are structured using these categories. Each of
these subsections showcases how the issues associated with the considered
category fit in the definition presented in Section 3.3. Note that there
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is no intent to be exhaustive in the list of limiting factors, only the ones
encountered in the papers reviewed are mentioned.

Voltage-related issues

Voltage issues are typically defined as voltage unbalance, voltage levels
(under- or over-voltage) or deviations:

• Voltage unbalance refers to an uneven distribution of voltage mag-
nitudes or phase angles in a three-phase electrical system. It occurs
when the three phases of the system have different voltage levels or
when the phase angles between the voltages are not equal. This trans-
lates Eq (3.6) into:

ft(s) =

{
1, if ∃m ∈M : |Vm,t,ϕ1

− Vm,t,ϕ2
| > β,∀ϕ1 ̸= ϕ2;ϕ1, ϕ2 ∈ Φ;

0, otherwise.

whereM is the set of monitored elements, V is the complex voltage
of an element of M for the phase ϕ, Φ is the set of phases, β is a
given threshold. Note that the difference can be computed taking
into account only magnitudes, or the angles, or both.

In several cases the hosting capacity could be improved by balancing
the network [22], [23].

• Voltage level issues happen due to an unusual use of the network.
In the case of PVs, or any other DG device, when there is greater
production compared to consumption, the remaining production is
injected in the network. This process is called reverse power flow
as the power flows in the opposite direction compared to the direc-
tion it was originally intended (i.e., from the centralised generation
to the distribution as opposed to from the prosumers DG to other
consumers). This can cause an over-voltage. In the case of EVs,
or any other bigger electricity consumer than first intended as nor-
mal network use, the consumption is bigger than that planned. And
the consumers, when peak consumption occurs, withdraw too much
electricity leading to an under-voltage as the production and the ca-
pacity of the cables were not made for such peak consumption. This
translates into:

ft(s) =

{
1, if ∃m ∈M : ν > Vm,t ∨ Vm,t > ν;

0, otherwise.

where M is the set of monitored elements, V is the voltage of a
node and ν and ν are given lower and upper bound thresholds. This

61



definition is a base that often varies from one paper to another. For
instance, the measured element can vary between studies (e.g., Vm,t

can be maxm Vm,t as in [71]) and some studies may have different
thresholds when they have more than one type of measured element
(e.g., [68]).

• Voltage deviation is the deviation in voltage from the initial net-
work (i.e., with no installation) to a full-penetration network.

ft(s) =

{
1, if ∃m ∈M : |V b

m,t − Vm,t| > µ;

0, otherwise.

whereM is the set of monitored elements, V is the voltage of a node
and V b is the voltage of the same node in the initial network, and µ
is a given threshold.

Note that the first two issues exist without new installations while the last
one is exclusively linked to the addition of new ones. Most researches use
standards to define the thresholds (β, ν, µ) for issue detection f . Several
standards were used to limit these thresholds, for instance EN-50160 is a
European standard, ANSI is an American standard, and VDE-AR-N is a
German standard. These standards might have some variations such as
BS EN-50160 which is the British version of EN-50160. Table 3.9 gathers
the papers by issues and standard. Some papers do not clearly specify the
standard, but the closer fit is assumed, and some do not explicitly use these
standards, for instance [57] uses a threshold set by the Brazilian government
for distribution.

Load-related issues

Load-related issues occur when transformers or cables experience thermal
overload, indicating excessive current flow that generates heat, potentially
causing damage or failure. Here is an example on how to define f to detect
overload by limiting the current:

ft(s) =

{
1, if ∃m ∈M : Im,t > α× I lm;

0, otherwise.

whereM is the set of measured elements, I is the current of an element and
I l is the rated capacity of the measured element, and α is a given threshold.

Some studies (e.g., [21], [56], [57], [61], [62]) limit the power which
is equivalent to limiting the current under constant voltage. To detect
the overload, most papers used two categories of measured element: the
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Papers Unbalance Levels Deviation Standard
[21], [61],
[62], [64],
[65], [71],
[72], [75]

#  # ANSI

[51], [59],
[63], [73]

   ANSI

[70] # #  EN50160
[60], [76] #   ANSI
[58], [68]   # ANSI
[67], [74]   # EN50160
[55]*,
[79],
[56]*,
[53], [77]

#  # EN50160

[69] #  # VDE-AR-N 4105
[78]    Australian Act 1945
[57]   # Other
[66] #  # Other

Table 3.9: List of voltage-related issues by papers.  means the issue is
taken into account, while # means it is not. The asterisk * means that the
standard was not properly mentioned but corresponds to the given one.

conductor current as in [56], [57], [61], [62], [68], [75] and the transformer
load [21], [57], [61], [62], [75]. The threshold varies from one study to
another (from 50% [57] to 187% [68]) and several thresholds can be used
in the same study for different types of measured element (e.g.[75]). These
thresholds are ratios of a rated capacity, but some papers used defined
values (e.g., [61], [62]). Also previously defined standards can be used for
overload such as EN50160 in [67], [74].

Protection-related issues

Protection-related issues are a vast category. They were defined in [80] as
issues taking more time to affect the user level in contrast to voltage and
load issues even though both also have direct consequences for the end user.

A first protection issue is rapid voltage magnitude variations [55]. These
occur because of variations in production or consumption over a period of
less than one minute. These rapid changes can cause flicker. An example
of a standard that limits these is IEC 61000-4-30. Standards to limit short-
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term (Pst) and long-term(Plt) flicker severity are defined in IEC 61000-4-15
[55].

Another protection issue is used in [58] which restricts the PV power
factor, i.e. the ratio of real power (in watts) to apparent power (in volt-
amperes), between 0.8 and 1 to contribute to the stability of the power
grid, stability in the sense of the ability to maintain a balanced and reliable
supply of electricity.

Harmonics-related issues

Harmonics issues occur when the current injections are not sinusoidal. Sev-
eral standard indices exist [55] for individual harmonics, interharmonics,
and for total harmonic distortions (THD) (e.g., IEEE 519, IEC 61000-4-7,
IEC 61000-4-30, IEC/TR 61000-3-6).

In [55], superharmonics are mentioned: these are waveform distortion
in the frequency range between 2 kHz and 150 kHz and are injected by
an increasing number of devices connected to the grid. Unfortunately, [55]
considers that using this issue as a limiting factor for the hosting capacity
is not feasible as no limits for distortion in this frequency range are set.
Furthermore, the main barrier for taking into account the harmonics as
a limiting factor is the lack of appropriate calculation models, especially
when considering low-voltage and medium-voltage networks [55]. Thus,
harmonics are not often used as limiting factors for the hosting capacity.

Issues aggregation

Some studies may consider several issues. They may consider them indepen-
dently and thus have several definitions of the f function giving a hosting
capacity per issue; or they may aggregate them to have one f function. The
aggregation of issues can be a complicated formula but most aggregations
are a simple OR operator over several issues. Furthermore, time aggrega-
tion of ft is necessary for time-variant studies such as in Eq (3.7). Another
example of time aggregation is an average during a time period (e.g., [70],
[75]). Most studies do not explicitly give how they aggregate the time and
the issues.

Issues summary

In Table 3.10 is a summary of all papers and the issues categories. Voltage
deviation issues are the most limiting factor [43]. Therefore, these issues
are addressed in the majority of studies as shown in Table 3.10. Both
Protection and Harmonics issues are less used and mostly not as the only
limitation.
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Papers Voltage Load Protection Harmonics
[51], [59],
[60], [63]–
[65], [70]–
[73], [76],
[79]

 # # #

[21], [55],
[56], [61],
[62], [67],
[68], [74],
[75], [53],
[66], [69],
[77], [78]

  # #

[57]   #  
[58]    #

Table 3.10: List of issues by papers.  means the issue is taken into account,
while # means it is not.

Most hosting capacity studies are considered as static as they do not take
into account the duration of the issues. Taking into account the duration
means that the aggregation f evaluates several consecutive time steps ft.
For instance, with a duration of i:

f(s) =


1, if ∃t ∈ {1, ..., |T | − i} :

ft(s) = 1 ∧ ft+1(s) = 1 ∧ ... ∧ ft+i(s) = 1

0, otherwise.

(3.20)

This means that f reports an issue only if it occurs for i consecutive time
steps. Studies that take into account the duration of the issues are referred
to as dynamic hosting capacity (DHC) such as in [63], [68], [70], [75], [77].

3.5.3 Hosting capacity computation

This section focuses on the final part of determining the hosting capacity:
penetration calculation. It is how the g function is defined for different
studies and the output/penetration format choice (A).

As the penetration is not a defined concept shared among all the re-
viewed papers, to compute the hosting capacity one has to first define the
wanted output of g, i.e., how to quantify the set of penetrations A. This
penetration can either be an absolute quantity that reflects the amount of
new technologies that are installed or a ratio between this absolute quantity
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and a reference. The encountered possibilities for the absolute quantity are,
with their abbreviated name given in bold to aid readability:

• The number of customers with a new installation, abbreviated asNC;

• The total production or consumption of a new installation, TP;

• The maximal capacity of a new installation, MC.

The encountered reference quantities are, again with their abbreviated
name:

• The total number of customers that can accommodate new installa-
tions, TNC;

• The total consumption of customers, TC;

• The maximal consumption (load) of customers also referred as peak
load, PL;

• The total capacity that is accepted by the transformer, also referred
as transformer rated capacity and thus abbreviated to TRC.

Each absolute and reference quantity has is perks depending on the
study. For instance, choosing the number of houses equipped with the
technology, as an absolute quantity, is intuitive; but from one house to an-
other the loads vary and thus this quantity can lack precision. Also, since
peak demand can put significant stress on the grid, evaluating the hosting
capacity based on maximum capacity, as a reference quantity, ensures that
the grid can handle high-energy demand without issues. Using the maxi-
mum capacity allows for unified approach for evaluating hosting capacity,
regardless of the specific technology being added. Neither does it require
detailed modelling of various DER operational conditions and thus sim-
plifies the planning process. Despite these advantages, it might not fully
reflect the actual average or expected output of the DER installation under
typical operating conditions.

Table 3.11 regroups all reviewed papers and organises them following
their HC computation choices. This table also shows the different output
types for each paper. These can be divided in four types:

• The set of penetration Af or As as a range, for instance the penetra-
tion is a number of customers, HC = Af = [0− 5; 7] meaning that all
considered scenarios with penetration in this set are feasible;

• The set of penetration Af or As as a range with probability density
function (PDF ). This means having the scenario distribution;
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Papers
Absolute
quantities

Reference
quantities

Units Types

[55] NC - Customers PDF
[57] NC - Customers SV

[21], [77] NC TNC - (%) PDF
[56] NC TNC - (%) OV
[74] NC TNC - (%) SV
[64] TP - Power Range, SV

[51], [65] TP - Power SV
[79] TP TC - (%) PDF
[71] TP PL - (%) Range
[58] TP PL - (%) SV

[61], [73] MC - Power Range
[66] MC - Power PDF

[62], [76] MC - Power OV
[53], [69], [70] MC - Power SV

[78] MC - Energy SV
[67] MC PL - (%) SV, Range

[59], [60] MC PL - (%) SV
[68] MC TRC - (%) OV
[63] MC -, PL Power, - (%) Range

[75] NC, MC TNC,-
Customers,

Power
SV

[72] NC, MC TNC,-
Customers,

Power
OV

Table 3.11: Summary of papers’ definition of hosting capacity computation.
Several acronyms are used for the readability of this table: NC for the num-
ber of customers, TP means total installation production or consumption,
MC for the maximal capacity of a new installation, TNC for the total num-
ber of customers that can accommodate new installations, TC for total
consumption of customers, PL for peak load, TRC for transformer-rated
capacity, OV for one value, SV for several values and PDF for probability
density function. One row reads as follows: Paper [55] uses the number
of customers with new installations (NC) as the absolute metrics to gauge
the penetration. This value is not compared to a reference, hence the “-”,
thus the hosting capacity is expressed as the number of customers as a
unit. They compute the set of penetrations and choose to represent the
distribution of scenarios over the penetrations using a PDF.
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• A penetration of this set corresponding to one scenario, i.e., one value.
This would happen for instance in a deterministic study having an
iterative workflow (Figure 3.7b) or considering one scenario;

• Several penetrations of this set corresponding to the output of several
scenarios, i.e., several values.

Note that studies might consider the same scenario with different E and
thus still be considered as outputting one value (e.g., [56]).

As mentioned in Section 3.3, papers computing the one-dimensional
HC and with output type one value, choose stricter limits for the hosting
capacity: all dominated penetrations are feasible (As) and output the min-
imal hosting capacity. Some of these papers also choose to output maximal
hosting capacity such as in [51], [63], [65], [73]. On the other hand, in
any dimension, papers that compute either the set Af or As, use PDFs
to showcase the distribution of scenarios over the penetrations e.g., in [79]
with two dimensions.

3.6 Intermediate conclusion

The need to determine network hosting capacity is now widely acknowl-
edged, and numerous researchers have worked on the subject these last
years. However, there was, prior to this work, no well-defined formalism.

This chapter introduces a general definition of the hosting capacity prob-
lem along with definitions of all the elements necessary for its formulation.
First, the deterministic definition has been presented, followed by the explo-
ration of various methods for incorporating uncertainties, thus stochasticity.

The definition is then applied to a small fictitious example and then to
two prominent papers from the hosting capacity research domain. These
latter papers serve to illustrate the use of the definition in concrete and more
complex cases while the small example ensure that the different aspect of
the definition are commonly understood.

The central focus of the definition is to establish a common ground for
concepts; thus, it does not prescribe how to construct different sets or com-
pute hosting capacity, recognising the diversity in approaches. Nevertheless,
the related work section provides several examples from the literature on
how these tasks are accomplished. This restricted but systematic review of
hosting capacity field demonstrates the ease with which related works can
be conducted to compare studies using the presented framework.

Future works stand to benefit from this formalism to clarify terminol-
ogy for subsequent research and identify with more clarity the gaps in the
literature that need addressing.
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Chapter 4

Individual hosting
capacity assessment

In the end we retain from our studies only
that which we practically apply.

Johann Wolfgang Von Goethe

The increase of photovoltaic panels and electric vehicles in low-voltage
distribution systems leads to over-voltage, under-voltage, and congestion
issues. These issues, related to new installations, add a considerable cost
to distribution system operators, and therefore to customers. Distribution
system operators want to limit these costs by determining the impact of
photovoltaic panel production and electrical vehicle charging. This chapter
presents a probabilistic method enabling operators to evaluate the network
capacity, defined as the number of new installations that can be added to
the network without adapting it to overcome under- and over-voltage. The
method provides multiple probabilistic performance indicators reflecting
a large number of possible configurations resulting from new installations
added to the low-voltage network. The evaluation of this method is done
using a case study based on an existing European network. The method
provides tangible results as the maximum number of photovoltaic installa-
tions or electric vehicle chargers within a defined confidence level. Results,
in the test case, show that the individual capacity of the network is eval-
uated as a 45% penetration rate for photovoltaic installations, or 4% for
electric vehicle chargers, with a 5% violation of operational indicators.
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4.1 Notations

Sets
T Set of time steps
N Set of nodes
E Set of edges
P Set of phases
I Set of indicators
Sk,n Set of power injections in configuration k at node n
Cr Set of configurations for a penetration rate r
K Set of considered configurations for a penetration rate r,

K ⊆ Cr with |K| ≤ K
An Set of new possible installations type for node n
Mk,n Set of installed types for node n in configuration k

Variables
∆t Interval between consecutive time steps
r Penetration rate, number of installations in the network
ri Maximum penetration rate tolerated for indicator i
K Number of configurations
R Hosting capacity

hi Threshold rate for indicator i
F i Risk tolerance for indicator i
V Over-voltage threshold
V Under-voltage threshold
Ze Impedance of edge e ∈ E
Sb
n,p Initial base power injection of n ∈ N in p ∈ P

Sn Power injection of n ∈ N
Sk,n Power injection at node n ∈ N for configuration k
Sk,n,m Power injection of installations of type m ∈M

at n ∈ N for configuration k
Vn Voltage of n ∈ N
Vk Voltages of all nodes in configuration k
Vk,n Voltage of n ∈ N in configuration k
Ie Edge current of e ∈ E
Ik Edge currents for all edges of configuration k
Ik,e Edge current of e ∈ E in configuration k
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4.2 Introduction

The European Union directives [82] - [83] encourage increasing penetration
rates for both Electric Vehicles (EVs) and Photovoltaic (PV) installations.
However, this has become a concern for Distribution System Operators
(DSOs). Indeed, adding new installations of these types to the Low-Voltage
(LV) network leads to several issues such as over-voltages or under-voltages.
To prevent these issues, and to plan future corrective actions, DSOs need
to quantify the impact of such installations on their LV networks by evalu-
ating the potential network capacity given likely future new installations in
the network. The problem that complicates this quantification is that the
decision to install these new devices is not made by DSOs but by the cus-
tomers themselves according to their financial means and needs. For DSOs,
this translates into uncertainty in the type of added installations, their ca-
pacity, and the order in which they will be connected to its network. These
uncertainties turn the network capacity assessment into a complicated, but
equally important problem.

One common method to evaluate this capacity is to check if there exists
a possibility of under- or over-voltage, with a power flow for a given set
of fixed installations. If it is the case, DSOs consider this set of PV and
EV installations as unacceptable when trying to prevent network issues and
avoid customers complaints. This conclusion is, however, too conservative
with respect to what happens in practice. For instance, when a PV instal-
lation produces and the PV inverter detects an over-voltage, it temporarily
disconnects the installation from the network. This action of the inverter
prevents any significant over-voltage from occurring in the network. There-
fore, checking the possibility of over-voltage for a fixed set of installations
is not an appropriate method to quantify the network capacity. The real
impact for customers and DSOs is that energy not produced due to inverter
curtailment resulting from network issues. The same reasoning is applied to
EVs as when an under-voltage is detected, charging of EVs is interrupted.

This chapter extends the network capacity assessment by (i) determin-
ing the number of new PV or EV installations that can be added to the
network; (ii) considering the uncertainty related to the position of new
installations; (iii) considering time variance by using time-series and (iv)
quantifying the capacity in terms of energy. The energy quantification are
stochastic functions of the set of installations obtained using Probability
Density Functions (PDF).

The rest of the chapter is presented as follows. Related work is pre-
sented in Section 4.3. Section 4.4 presents the network capacity assessment
problem. Section 4.5 explains a stochastic approach to solve this prob-
lem. Section 4.6 presents the results obtained on two applications. Finally,
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Section 4.7 concludes the chapter and presents some discussions.

4.3 Literature review

The hosting capacity assessment problem is a stochastic problem as it
involves uncertain parameters. These uncertainties are categorised into
aleatory and epistemic [46]. The former refers to power consumption and
injection that are unknown variables. The epistemic uncertainties relate to
the location or size of future installations in the network.

Several researches, reviewed in [43], [46], study the low-voltage network
capacity assessment problem. All reviewed methods rely on power-flow
analyses and can be divided into three categories [46]: (i) time-invariant
deterministic, (ii) time-invariant stochastic, (iii) time-variant determinis-
tic. Time-invariant deterministic methods use one typical value for each
node as its injection or consumption representing the worst-case scenario.
Such consideration leads to a pessimistic assessment that does not represent
the real network operation under time-variant production and consumption
patterns. Time-invariant deterministic methods discard aleatory uncertain-
ties. Time-invariant stochastic methods capture the stochastic nature of the
hosting capacity assessment problem by considering both types of uncer-
tainties. Epistemic uncertainties are only included in some of the stochastic
techniques. Deterministic time-series capacity assessment methods ensure
the correlation between injections and consumptions are satisfied and entail
modelling aleatory uncertainties.

Paper [55] presents a method that addresses epistemic uncertainties for
the capacity assessment of EV and PV installations. Epistemic uncertain-
ties are handled with Monte-Carlo simulations, randomly selecting installa-
tion sites. To assess the capacity of PV installation, the lowest consumption
of the year is taken as a reference consumption and the maximum total PV
production is selected for the installations. For EV assessment, the highest
consumption values and various nominal charging powers are considered.

The difference in results between [55], [84] and [85] highlights the im-
portance of considering correlated injection/withdrawal time-series. The
authors of [85] conclude on the importance of considering high-resolution
time-series, but this can only be done at the cost of a shorter study time
window that does not truly enable capturing and quantifying the impacts
of uncontrolled EV charging.

Most of the papers reviewed in [43], [46] conclude that the voltage issues
are the most important to consider as they occur before any other network
issues. Indicators based on these are privileged to quantify the hosting
capacity limit. Several papers reviewed in [43] consider certain technical
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enhancements to increase this limit.
In the scientific papers reviewed, the capacity assessment problem was

not addressed with both time-variant and stochastic methodology. This
chapter presents a methodology that uses time-series to model the aleatory
uncertainty and stochastic capacity assessment to consider epistemic un-
certainty.

4.4 Problem Statement

The notations defined in Section 2.4 are used in this chapter. This highlights
that the presented methodology is applicable on both an estimated topology
or a real topology.

This study considers an unbalanced three-phase LV network. The net-
work topology is represented by a tree graph G = (N , E) where N is the
set of nodes in the network and E is the set of edges linking these nodes.
The observation period T of the network is the set of all consecutive time
steps denoted t. A variable x followed by a subscript t, that is xt, refers
to the value of x at time t while boldface x refers to the entire time-series.
The set P denotes the set of phases.

Let An be the set of new possible installation types, e.g. photovoltaic
panels (PV) or electric vehicles (EV), at a node n of the network. A specific
configuration k of new installations can be defined by selecting a set of
installed typesMk,n ⊂ An and their corresponding power injections Sk,n,m,
for each node n, and each installation m. The set of power injections in
configuration k at node n is:

Sk,n = {Sk,n,m|m ∈Mk,n}. (4.1)

These power injections Sk,n,m ∈ C3|T |, add up to the base power injections
of the nodes:

Sk,n = Sb
n +

∑
s∈Sk,n

s. (4.2)

The injected powers of the new installations change the network voltages
and currents. By solving the power flow equations G for the network with
new power injections, the updated values of network variables can be ob-
tained:

{Vk,n|n ∈ N}, {Ik,e|e ∈ E} = GG({Sk,n|n ∈ N}). (4.3)

A set of indicators I, such as the maximum loading of the main MV/LV
substation, evaluates each configuration of installations to identify unac-
ceptable ones. This process can be performed with any set of indicators
representing the network safety, reliability or other operational criteria.
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Each indicator i ∈ I is a function of the voltages for each node in N and
currents of each edge of E both over each time step in T :

hi(V, I) : C|N ||T | × C|E||T | → R. (4.4)

The DSO can define a threshold rate hi over which a configuration i is not
acceptable.

Defining these thresholds {hi|i ∈ I} enables to determine the number of
installations the network can support. For a fixed number of installations
r to distribute across the number of nodes #N , #N !

(#N−r)!·r! combinations

exists. The set of configurations Cr contains all possible combinations with r
installations. Let fi,r : R→ R+ be a probability density function (PDF) of
hi over the configurations within the set Cr. Values of indicator i, obtained
for the set Cr, are the support of the PDF. The distribution is assumed to
be uniform.

The maximum tolerated number of installations r, i.e., network hosting
capacity, depends on the accepted level of risk for the DSO. The tolerated
number of installations ri for an indicator i with the level of risk defined as
F i ∈ [0, 1] is as follows: ∫ +∞

hi

fi,ri(hi)dhi ≤ F i (4.5)

where the integral of the indicator i PDF, from the maximum threshold
rate hi to +∞, i.e., the black area in Figure 4.1, gives the probability that
hi violates its threshold.

Having a set of several indicators I, the hosting capacity of the network
R is the minimum of ri values obtained:

R = min{ri|i ∈ I}. (4.6)

R presents the network hosting capacity for new installations, without any
indicator violating the defined threshold hi, with a probability equal to or
less than the risk tolerance F i.

4.5 Hosting capacity assessment algorithm

The methodology takes as inputs the identified network graph G of Chapter
2 and its impedances Ze ∀e ∈ E , the forecasted values for initial base
power injection time series Sb

n,p ∀(n, p) ∈ N × P and sets An ∀n ∈ N of
new considered installation types, for each network node n. The maximum
number of configurations is limited toK ∈ R for computational tractability.
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Figure 4.1: PDF of an indicator i for a given penetration rate ri. The
black filled area represents the probability that a configuration violates the
threshold.

The algorithm pseudo code is presented in Alg. 1. For each number of
new installations r, K configurations are generated. For each configuration,
a power flow is performed to find the network currents and voltages, which
are used to compute indicators for each configuration. Line 6 computes the
ratio of generated configurations having indicators values higher than their
accepted limit. These ratios are the probabilities defined in Eq. (4.5) for a
configuration which has indicators violating their limit. The probabilities
are compared to the corresponding risk tolerance of their indicator F i, the
first indicator ratio to exceed its limit has the smallest r and is set as the
total capacity of the network R [21].

Three indicators are considered. The indicator α denotes the power
flowing through the main MV/LV substation transformer, to assess the
total impact of installations on the network.

hα,k = max
(p,t)∈P×T

|Sk,0,p,t| (4.7)

where 0 represents the network main substation node.
The other two indicators evaluate the impact of installation curtail-

ment. Installations such as PV panels, when their connection node voltage
exceeds a threshold V , temporarily disconnect from the network. For a con-
figuration k, the indicator β, represents the energy spilled and is defined as
follows:

hβ,k =
∑

(n,p,t)∈N×P×T :Vk,n,p,t>V

|Sk,n,p,t| ·∆t (4.8)
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Require: K, GG(S), {An|n ∈ N}
1: r ← 0
2: while r <

∑
n∈N |An| do

3: K ← sample K configurations with r installations
4: {Vk, Ik|k ∈ K} ← {GG(Sk)|k ∈ K}
5: for each i ∈ I do
6: Fi,r ←

∑
k∈K:hi(Vk,Ik)>hi

1 / |K|
7: if Fi,r > F i then
8: R← r − 1
9: return R

10: end if
11: end for
12: end while
13: R←∑

n∈N |An|
14: return R

Algorithm 1: Network capacity assessment algorithm [21].

where ∆t is the interval between consecutive time steps in hours.
This indicator represents the sum of the energy spilled over the study

interval, due to PVs disconnection because of the over-voltage limit.
When there is an under-voltage detected in the EVs’ connection point,

the charging might be interrupted. Therefore, for this type of installation,
an indicator γ is defined to quantify the energy not served due to an under-
voltage:

hγ,k =
∑

n,p,t∈N×P×T :Vk,n,p,t<V

|Sk,n,p,t| ·∆t (4.9)

This indicator represents the sum of the energy not served to charge EVs
over the study interval, due to the interruption of their charging, due to
under-voltage.

4.6 Applications

This section presents the results for hosting capacity assessment applied
on the network model retrieved from Chapter 2. To reduce the factorial
growth of the number of considered configurations, K is limited for each
penetration rate. The value of K is set to 500 for PVs and 350 for EVs.
This limit is chosen according to a trade-off to analyse as many configu-
rations as possible, and still be computationally feasible. For each config-
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uration, the number of installations depends on the penetration rate and
the installations are randomly positioned. A load flow is performed for
each configuration over a period of one week with a 30-minute time step to
compute KPIs.

4.6.1 Capacity assessment for photovoltaic panels

As the network is based on an existing Belgian one, the PV panel energy
production was extracted from a Belgian provider [11]. The number of
panels per installation is set to 13 to fulfil the average household energy
consumption in Belgium as described in [86]. To be consistent, the wattage
peak of each panel is 290W, which is the common wattage peak of Belgium
panel production [86]. Figure 4.2 shows the resulting power production
over the considered week for one installation. The same reference PV panel
and the same number of panels by installation were used for each new
installation.
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Figure 4.2: Reference PV production over a week (336 time steps of 30
minutes granularity) for the network case study.

The energy spilled computed using Eq. (4.8) is shown in Figure 4.3. On
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this figure, the energy spilled is aggregated using the mean at each time
step of all 500 configurations for both 43 and 70 installations. The peak PV
production induced by the sun cycle occurs at the same period of time, i.e.
between 11am and 1:30pm, as the lower consumption period of households,
and this results in a peak of energy spilled during that period. Note that
for both 43 and 70 installations, the energy spilled has the same pattern as
the PV production. As expected, the more PVs added, the more energy is
spilled.
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Figure 4.3: Energy spilled by day over 500 configurations and 336 time
steps (i.e. a week), with 43 and 73 installations.

The approximated PDFs of the ratio of energy spilled over the potential
PV production is shown in Figure 4.4. This is an approximation of the
PDF, as not all configurations were considered. The configurations were
sampled randomly. This figure allows to visualise how the distribution of
energy spilled changes with increasing penetration. The lower and upper
arrows represent, respectively, the maximum and minimum values of the
PDF, while the thick middle line is the median. The darker area around
the median is the typical range, i.e. between percentile one and three.
The lighter blue area is the extended range using the interquartile range
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Figure 4.4: Distributions, over 500 configurations of the ratio of energy
spilled over potential energy production. The dark-shaded area represent
the range between the first and third quartiles, indicating the typical data.
The lighter-shaded area extends this range to encompass the interquartile
range. The upper and lower triangles mark the maximum and minimum
values, respectively. The red vertical line denotes the 5% threshold of al-
lowed energy spilled compared to production based on a 50% risk tolerance
(the median of the distribution).

(IQR). Thus, this area is [Q1 - IQR; Q3 + IQR] and highlights unusual
extremes in the distribution, for instance the maximum values that are far
from this zone. This figure shows that if all customers add PV panels, the
energy spilled would represent 35% of the potential installed production
over the considered week of computation. If the DSO decides to set the
ratio threshold of energy spilled hβ to 5%, with a risk tolerance F β of 0.5,
which is the median, the penetration rate allowed is 43% and is represented
by the red vertical line in Figure 4.4. The figure shows that using PDF
enables more realistic results with respect to worst-case scenario planning.
Here, the worst-case would induce a penetration rate of 11%, corresponding
to the first occurrence of violating the 5% limit. Any penetration rate below
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33%, corresponding to the first penetration rate for which the typical and
extended areas in blue cross the 5% mark, is too conservative as only outliers
trespass the 5% threshold.
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Figure 4.5: Distributions of the medium-voltage substation loading as a
function of PV penetration rate, considering only the maximal power flow-
ing through for each configuration. The dark-shaded region represents the
typical range of substation loading, spanning from the first to the third
quartiles, while the lighter-shaded area extends to the interquartile range.
The upper and lower triangles mark the maximum and minimum loading
values, respectively. The red vertical line represents the KPI threshold, set
at 250 kVA for substation loading.

Figure 4.5 shows the ratio of maximum power flowing through the sub-
station KPI, hα, over the authorised maximum value set by the DSO. For
this case study, the maximum power capacity allowed is 250kVA. The upper
and lower bounds for the maximum power passing through the substation
for penetration rates over 70% are nearly the same. This results from higher
numbers of added PVs leading to less possibilities for connection points (i.e.
similar configurations) and thus, similar total load. The tolerance risk in
that region of the graph is thus monotonous. The red line represents reach-
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ing 100% of the maximum power capacity of the substation (i.e., 250kVA).
For this KPI, the allowed penetration rate is 83%. Note that with no
installations, i.e., a zero-penetration rate, the power passing through the
substation is already at 40% of its capacity.

Table 4.1: The hosting capacity (HC) obtained for 500 configurations and
336 time steps with PVs.

Indicator Threshold
HC with
minimum
risk tolerance

HC with
median
risk tolerance

HC with
maximum
risk tolerance

Energy
spilled

5% 11% 43% 49%

Substation
loading

250kVA 82% 83% 84%

As indicated in Eq. (4.6), the stricter KPI limit determines the allowed
hosting capacity. Table 4.1 regroups the results obtained for both consid-
ered KPIs. As can be seen, for this case study, the allowed penetration rate
of PV panels is determined by the energy spilled.

4.6.2 Capacity assessment for electric vehicles

For this case study, a similar EV model was chosen for all the EV charging
installations. This EV battery capacity was set to 40kWh, as a common
value for available EVs. For the sake of simplicity, only one charging power
limit of 3.6 kW was used. Both the battery capacity and the charging pow-
ers were sourced from [87]. For each new EV charger installation, the EV
charging time series was randomly generated using the probability distri-
bution shown in Figure 4.6. The distribution models drivers commuting
during peak hours.

The non-served energy computed following Eq.(4.9) was aggregated by
computing the mean of all configurations for each time step to depict the
daily trend and is shown in Figure 4.7. The daily trend of non-served energy
follows the EV charging probability.

Figure 4.8 shows the non-served energy distribution rationed over the
potential energy consumption distribution. For a hundred percent penetra-
tion rate, the non-served energy represents more than 65% of the potential
consumption. In the case of a non-served energy ration threshold hγ of 5%
of the potentially consumed energy, the median risk tolerance allows 1% for
this case study. The third percentile is not much greater, and the best-case
scenario (risk tolerance of 1) only allows for a 14% penetration rate.
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Figure 4.6: Daily probability distribution of EV charging for the network
case study.

The results of the ratio of maximum power flowing through the substa-
tion KPI over the DSO threshold, of 250KVA, is shown in Figure 4.9. The
allowed penetration rate is 23% for this KPI. Table 4.2 regroups the results
obtained for both considered KPIs. As can be seen, for this case study,
maximum power flowing through the substation KPI is more permissible
than the energy non-served.

Table 4.2: The hosting capacity (HC) obtained for 500 configurations and
336 time steps with EV as installations.

Indicator Threshold
HC with
minimum
risk tolerance

HC with
median
risk tolerance

HC with
maximum
risk tolerance

Energy
non-served

5% 1% 1% 14%

Substation
loading

250kVA 20% 23% 29%
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Figure 4.7: The distribution per day of non-served energy with 79 installa-
tions over 350 configurations and 336 time steps.

4.7 Intermediate conclusion

This chapter presents a new method to assess the individual network ca-
pacity considering uncertainty on installation positions and production or
consumption time-series. Two types of installations (DERs) are considered:
PV and EV. The impact of adding PV installations to a network is quan-
tified by the energy not produced due to the curtailment by the inverter
when detecting an over-voltage. For EVs, a symmetric reasoning is applied;
the capacity is defined as the non-served energy due to under-voltage limit
curtailment. The proposed method is able to consider the uncertainties in
installation location and production or consumption time series, providing
stochastic results as a set of KPIs. The simulation studies were performed
assuming that the LV network model was not available. Results obtained
with a full-size European-based test case from Chapter 2 show an individ-
ual capacity of 45% penetration rate for photovoltaic installations and an
individual capacity of 4% for electric vehicle chargers, with 5% tolerance for
energy spilled and energy non-served, respectively, and 0.5 risk tolerance.
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Figure 4.8: Distributions, over 350 configurations of the ratio of non-served
energy over potential energy consumption. The dark-shaded area represent
the range between the first and third quartiles, indicating the typical data.
The lighter-shaded area extends this range to encompass the interquartile
range. The upper and lower triangles mark the maximum and minimum
values, respectively. The red vertical line denotes the 5% threshold of al-
lowed energy non-served compared to potential consumption based on a
50% risk tolerance (the median of the distribution).

The method is applicable on any distribution system, it has low data re-
quirements, and it provides tangible results which can be of help for DSOs
in their real-world practical cases.

This work can be extended along several lines. Improvements should
first be focused on optimising the computation time to enable considering
both EV and PV installations simultaneously to compute more granular
network capacity. Two options are possible to minimise this computation
time: decreasing the number of evaluated configurations or the number
of time steps simulated. The current number of configurations could be
reduced using more-complex scenario-selection methods such as sampling
techniques. Selecting a subset of days representing most days of a year
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Figure 4.9: Distributions of the medium-voltage substation loading as a
function of EV penetration rate, considering only the maximal power flow-
ing through for each configuration. The dark-shaded region represents the
typical range of substation loading, spanning from the first to the third
quartiles, while the lighter-shaded area extends to the interquartile range.
The upper and lower triangles mark the maximum and minimum loading
values, respectively. The red vertical line represents the KPI threshold, set
at 250 kVA for substation loading.

would significantly decrease the number of time steps evaluated by the
method while providing an overview of the network capacity on the entire
year. Finally, another extension of this work could be simultaneous capacity
assessment for different types of installations. However, this will increase
the connection possibilities, and hence the computation time.
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Chapter 5

Impact of phase selection
on hosting capacity

By failing to plan, you are preparing to fail.

Benjamin Franklin

Networks in distribution are three-phases but most the customers’ loads
and distributed energy resources (DERs) are single-phase. As the connec-
tions are mostly unknown and installed randomly, this causes an imbalance
between the phases in the network. The recent major increase in decen-
tralised energy resources such as photovoltaic panels and electric vehicle
alters the loading profile of distribution systems (DSs) which exacerbates
the imbalance in DS network. Distribution system operators (DSOs) try
to manage the deployment of new DERs to decrease the operational costs
that reverberates on customers. However, DER location and size are fac-
tors beyond any DSO’s reach. This chapter presents a practical method
to enhance the hosting capacity of a given DS network by minimising its
operational costs due to new DER deployments, through optimal selection
of their connection phase.

This chapter presents a practical method to minimise the DS opera-
tional costs due to new DER deployments, through optimal selection of
their connection phase. The method is designed as a simple and practi-
cal tool for DSOs and it provides tangible actions to increase the hosting
capacity (HC) while lowering the costs with minimum effort. The results
obtained on a network based on a real-life Belgian low-voltage distribution
network for photovoltaic panels (PVs) and electric vehicles (EVs) individ-
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ually show how this simple optimal decision can help DSOs to decrease
their operational costs and thus increase the hosting capacity. The im-
pact of such distribution grid management efforts on aggregated demand
for higher voltage levels in the case of PVs is also evaluated and discussed
in this chapter.

5.1 Notations

Sets
T Set of observation periods
N Set of nodes
E Set of edges
P Set of phases
I Set of DER

Variables
ϕi Connection phase of DER i ∈ I
Ze Impedance of edge e ∈ E
Ie Edge current of e ∈ E
Sn,p Power injection of n ∈ N in p ∈ P
Pi,ϕi

Power injection of i ∈ I in ϕi
Pi Maximum production of DER i ∈ I
Vn Voltage of n ∈ N
V Over-voltage threshold
V Under-voltage threshold
γ Power-to-energy conversion coefficient

epricet Electricity price at time t
PNL
t Total network active power loss at t
P c
i,t Production or load of the DER i at time t
P root
t Power fed to the feeder by the grid at the root node at t

P input
t Total power fed to the network at t
P load
t Total loads of the network at t
CNL

t Cost due to network losses at t
CDER

t Cost due to curtailment of DER production or load at t

5.2 Introduction

Phase imbalance is not a new phenomenon encountered by distribution
system operators. The imbalance usually results from an uneven allocation
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of loads, random consumer behaviour, and structural asymmetries [88].
However, with the random connection of emerging decentralised energy
resources, such as photovoltaic panels, the phase imbalance may increase
considerably [89]. This, in turn, results in frequent voltage and current
issues, which are typical limiting factors for DS hosting capacity for re-
newable energy sources, RES [68]. For instance, over-voltages may lead to
curtailment of DG production, which is currently only permitted to avoid
network issues and to ensure power security [90]. If these issues are not
mitigated, they may considerably influence the operational costs for dis-
tribution system operators and limit the network hosting capacity for new
DERs.

While DSOs might have to reinforce their network infrastructures to
host substantial volumes of new DERs, this represents considerable finan-
cial investment. There are several solutions proposed in the literature to
mitigate the problem and increase the hosting capacity without reinforcing
the grid [91]. In [53], [92] the authors propose a network reconfiguration
to maximise the hosting capacity. Network reconfiguration is a major DSO
control tool for loss minimisation and post-fault service restoration. How-
ever, real-time reconfiguration is not a practical solution at the LV level
due to the scarcity of remotely controlled switches at this level. Active
network management, ANM, is proposed as another solution to maximise
the generation of already installed PV units through the optimal setting of
available control variables [93]–[95]. In [96] the authors propose a method
for optimal placement and sizing of PV units to reduce active power losses
while achieving a high penetration level. However, the location and size
of residential DER (EVs and PVs) are usually decided by the unit’s owner
based on several factors such as available area and financial means. Studies
managing the charging of EVs rely on the potential flexibility of the charg-
ing time as well as the possibility to charge an EV at a different location.
Papers [97]–[99] present methods to rebalance the network by controlling
either the location and/or the time of EV charging. Paper [98] uses the
battery flexibility of EVs to counter network imbalance. The network con-
trol strategies focus mainly on automatic switches [100]–[104]. There are
also papers on optimal placement of equipment such as harmonic filters,
battery storage units, phase-reconfiguration devices, and voltage regulators
to increase the network hosting capacity [105]–[108]. Massive integration
of such devices at the LV level demands considerable investment.

This research investigates a simple solution to manage DS operational
costs by connecting new DERs, such as PV units and EVs, to optimal
phases. A practical framework for identification of the optimal connection
phase of new single-phase personal DERs is proposed. The optimal selec-
tion of the connection phase of DERs is a less-investigated solution, though
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it is a technique which requires the least effort from the DSO’s point of
view. The framework is composed of two main building blocks: I. a mod-
ule which calculates a defined cost for a given set of connection phases of
network single-phase DERs, II. a derivative-free optimiser that finds the op-
timal connection phase of network single-phase DERs in conjunction with
the module. The methodology is examined through simulation studies on a
low-voltage distribution network based on a real-life Belgian network indi-
vidually on EVs and PVs. Furthermore, the impact of such local decisions
on the DS aggregated demand profile is analysed in the case of PVs.

The optimal phase selection method is designed from a practical point
of view. Each time the DSO receives a notification of the installation of
a new DER by a customer, the proposed method helps to find the correct
connection phase of the DER to maximise the network hosting capacity,
and to minimise the operational costs due to phase imbalance during the
study horizon. In parallel, the method checks if it is cost-effective to switch
the connection phase of all DERs already installed in the network. Finally,
the method presents the optimal decision to the DSO.

The remainder of this chapter is organised as follows. Section 5.3
presents the proposed methodology for DER optimal connection phase se-
lection. Results obtained on a Belgian network case study for both EVs
and PVs are discussed in Section 5.4. Finally, Section 5.5 concludes this
chapter.

5.3 Methodology

The proposed solution finds the most appropriate connection phase for
new DERs. Each time a new DER needs to be added to the network, i.e.,
a customer buys PV panels or EV charger and notifies the DSO, a first
step of the algorithm finds the connection phase that leads to less over-
or under-voltage and less operational costs in a future horizon. Then, a
global optimiser finds the set of phases for each previously added DER unit
that again minimise the over- or under-voltage and operational costs. As
rephasing existing customers with DER means DSOs will incur a labour
cost, the global optimal solution is applied only when it is cost-efficient.

Consider an imbalanced three-phase distribution network. The network
topology can be represented by a tree graph G = (N , E) where N is the
set of network nodes and E is the set of edges linking the nodes. The set
P = {a, b, c} denotes the set of phases. The impedance of an edge e ∈ E
is denoted by Ze, representing the impedance of a three-phase cable and
neutral conductor. The node voltages and edge currents are denoted by
Vn|n∈N and Ie|e∈E respectively. The network is observed over a period T
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with time steps denoted by t and of length δt. For each phase p ∈ P of node
n ∈ N , the load is represented by a time-series denoted by Sn,p ∈ C|T |.
The set I is the set of DERs. Let ϕi ∈ P be the phase on which the DER
i ∈ I is connected. The time-series of a DER unit i ∈ I on phase ϕi ∈ P
is denoted by Pi,ϕi

∈ R|T |. When the considered type of DER is one that
produces electricity, the maximal production of such DER unit is referred
to as P i.

The network is assumed to have an initial number of DERs and an
acceptable level of imbalance. The method is designed to act as a practical
tool for DSOs. Each time the DSO receives a request for a new DER
installation at a random customer location, the proposed method performs
an individual selection (IS) to find the optimal connection phase of the
DER unit. The methodology inputs are DERs production or load Pi,ϕi

and
network loads Sn,p time-series forecast for a time horizon T . The optimum
connection phase of the new DER is identified as the one that minimises a
cost function. The considered cost function has two main components:

• The first component is the cost directly related to imbalance. Several
terms can be considered in the cost due to imbalance, including the
equipment ageing cost, additional network investment costs because
of the inefficient use of its capacity, extra energy losses, and nuisance
tripping. Without losing the generality of the proposed method, only
the cost of network losses is considered for this study.

• The second component of the cost function is related to voltage levels
and it is the cost of curtailing DER production or load.

The cost of curtailing production or load and the cost due to network losses
are denoted by CDER and CNL, respectively. The minimisation problem
for a new DER unit i is defined as follows:

min
{ϕi}

(∑
t∈T

(CNL
t + CDER

t )

)
(5.1a)

subject to

0 ≤ Pi,t,ϕi
≤ P i, ∀t ∈ T , i ∈ I (5.1b)

V ≤ |Vn,t,p| ≤ V ∀n ∈ N , t ∈ T , p ∈ P (5.1c)

where the network nodal voltages and edge currents for each time step t
are computed by performing a three-phase power flow:

Vn,t, Ie,t = PF (G, Pi,t, Sn,t, Ze),

∀n ∈ N , e ∈ E , t ∈ T , i ∈ I (5.1d)
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Constraint (5.1b) ensures that the DER i is within its production or
load limits (P i). Equation (5.1c) ensures that nodal voltages, computed
through power flow (PF) (5.1d), respect the voltage minimum and maxi-
mum thresholds. When voltage limits are not respected, DER productions
or loads are curtailed based on a defined policy. The curtailment ensures
the acceptable level of imbalance in each time step. The pseudo code Algo.
2 presents the IS algorithm.

Require: G, Ze|∀e∈E , Sn|∀n∈N , Pi|∀i∈I
1: for each ϕ ∈ P do
2: for each t ∈ T do
3: Vn,t, Ie,t ← PF (G, Pi,t, Sn,t, Ze)
4: if Vn,t|∀n∈N > V then
5: P c

i,t, Vn,t, Ie,t ← curtail(Pi,t, Vn,t,G, Sn,t, Ze)
6: else
7: P c

i,t = Pi,t

8: end if
9: costϕ,t+ = (CNL

t + CDER
t )

10: end for
11: costϕ+ =

∑
t∈T costϕ,t

12: po = ϕp | costp = min(costϕ)
13: end for
14: return po

Algorithm 2: Individual selection algorithm, where PF designates the
power flow computation function, cost is the cost function and curtail is
the curtailment function.

After installing several DER units in the network, it might reach a
condition where modifying the connection phase of all previously installed
DERs is cost-efficient. To check this, the method runs a global optimisation
(GO) to find the optimal connection phase of all the DER units connected
to the network. The optimal set of phases ϕi|∀i∈I is the one which minimises
the cost function:

min
{ϕi|∀i∈I}

(∑
t∈T

(CNL
t + CDER

t )

)
(5.2)

Global optimisation is performed using a genetic algorithm. Of course,
modifying the connection phase of the all previously installed DERs has
a cost. This is the cost to change some customers connection phases to
coincide with the GO result. Considering this cost aims to avoid frequent
changes of connection phases. If the IS cost is greater than the sum of the
GO cost and phase-switching cost, the customers connection phase will be
switched according to the GO result. Otherwise, the new DER unit will
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be connected to the optimum phase selected by the IS. A flowchart of the
general architecture is shown in Fig. 5.1.

Figure 5.1: General architecture of the proposed method.

As previously mentioned, for the sake of this study, only costs caused
by network losses CNL and DER curtailments CDER are considered. For
each time step t, the CNL

t is defined as:

CNL
t = PNL

t × γ × epricet , (5.3)

where γ is the power-to-energy conversion coefficient considering a constant
power during period δt, epricet is the electricity price and PNL

t is the total
network active power loss defined as:

PNL
t = P input

t − P load
t , (5.4)

where the considered loads include, when applicable, the added DER load:

P load
t =

∑
∀i∈I

Pi,t + P c
i,t (5.5)
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and where P input
t is the power fed to the network:

P input
t = P root

t +
∑
∀i∈I

P c
i,t, (5.6)

where P c
i,t is the production of DER unit i for time interval t after cur-

tailment and is only considered when the installed DER can produce (e.g.
PV) and P root

t is the active power fed to the feeder at the root node, and
is calculated from the power flow results.

The curtailments’ CDER
t cost is defined as:

CDER
t =

∑
∀i∈I

(Pi,t − P c
i,t)× γ × epricet , (5.7)

The curtailment strategy is not a part of the methodology. Rather, it
serves as a way to take into account voltage issues in the cost. Therefore,
the curtailment policy is not discussed in this section.

5.4 Case studies

The simulation study was conducted on an LV distribution network in-
spired by a real-life European network [21] shown in Fig. 5.2. The network
has 128 customers nodes spread on four feeders and a total of 256 nodes.
Each customer is represented by a coloured circle and the three phases are
represented by a different colours.

The cost for switching the connection phase of a PV unit owner was
arbitrarily set to 100 euros. The price of electricity was set to 0.2702 euros
per kWh, in line with average price in Belgium in 2020 [109]. This price
was set constant for each time steps.

5.4.1 PVs as DER

This section presents the results for simulation on the presented network
with PV as DER.

The number of PVs in one unit is set to 13 as it is the minimal number
to accommodate Belgian household load and the watt peak of each PV is
290W [86]. The PV production time-series were retrieved from [11]. The
curtailment strategy of GO is the same as that which is considered for IS.
The GO is carried out using the genetic algorithm package geneticalgorithm
[110].

A simple curtailment policy, that curtails all active PV units when an
over-voltage occurs, was considered for the sake of simplicity. The over-
voltage threshold was set to +5% of the nominal voltage. More sophisti-
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Figure 5.2: Network case study.

cated policies such as the one proposed in [94] can be incorporated in the
proposed architecture.

A scenario was designed to test the performance of the proposed method
and to show the impact of the DSO decisions on higher voltage levels. In
this scenario, 45 customers (i.e., 35% of all the customers) have already
installed PVs. The 45 customers were chosen randomly to install PV units
at their connection phase. Then, the addition of 5 new PV units is con-
sidered sequentially. The cost results for this scenario are shown in Table
5.1. In this table, ‘IS cost’ for each phase refers to the cost of selecting that
phase for the new PV unit without changing the phases of the previously
installed PV units. Then, ‘GO cost’ shows the minimum cost obtained
with the optimal phases while ‘total GO cost’ refers ’GO cost’ plus the
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Table 5.1: The obtained costs for six new sequentially added PV units on
the network with 45 initial PV units. Costs are in euros. The selected
option is in bold. IS cost for each phase is the output of IS for the phase.
GO cost if the cost of changing several connection phase without the labour
cost while the total GO is the sum of the labour cost (number of phase to
rephase multiplied by 100€) and the GO cost column.

Total number
of PVs

IS cost
phase A

IS cost
phase B

IS cost
phase C

GO cost

Total GO
cost
(number of
customers
to rephase)

46 22874 23286 19064 283 2983 (27)
47 277 275 276 273 3973 (37)
48 282 282 280 279 2779 (25)
49 289 291 290 286 3486 (32)
50 293 295 292 287 4087 (38)

labour cost for modifying the connection phase of previously installed PV
units. As can be seen, for the first added PV unit, the total GO cost is
smaller than all IS costs. Thus, the decision is to modify the connection
phase of 27 PV units according to the GO outputted phases. This rephas-
ing enables to considerably decrease the next costs as shown in Fig. 5.3.
This figure depicts the difference between using the proposed solution, and
connecting PVs to the customer’s current connection phase. The cost of
curtailment dominates the total cost for the first PV unit. The costs with
the proposed solution are the ones in bold in Table 5.1. With the proposed
solution and by modifying the connection phases of PV units, the total cost
is considerably decreased and is limited to the cost of network losses.

Fig. 5.4 shows the total curtailment without applying the method pro-
posed rephasing action after the first added PV unit. By rephasing 27 PVs,
the over-voltages and thus the frequent curtailments are avoided.

Results shown in Fig. 5.3 and Table 5.1 were obtained using accurate
time-series for both production and load. However, in practice, such accu-
rate time-series are not available in advance for DSOs. There are several
studies, such as [111]–[113], on forecasting the load and PV production
time-series. To assess the performance of the proposed method without
accurate time-series, the method was also evaluated using inaccurate time-
series. The load time-series were generated by random variation of each
load time-series within a 30% deviation with normal distribution. The
same process generated the PV production time-series within a 5% devia-
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Figure 5.3: Comparison of costs with and without the presented solution.
The simulations start with already 45 PV installations. Then, when using
the presented solution, at each new installation added both the GO and
the IS are preformed before choosing the adequate solution. The costs on
the ordinate are the costs of the actions performed when adding the novel
installation. When not using the presented solution, the new installation is
directly added to the current phase of the customer.

tion with normal distribution. Fig. 5.5 shows the costs for adding the same
PVs as previously but with inaccurate time-series and accurate time-series
both using the presented method. For the first added PV, the presented
method with inaccurate time-series chooses to rephase 31 customers, while
27 customers were rephrased with accurate time-series. For the next added
PVs, the curve trend is similar to the case with accurate time-series. Both
costs of this figure are still considerably smaller than the cost without the
presented method in Fig. 5.3.

Fig. 5.6 shows the effect on the aggregated active power demand. The
main impact is that by avoiding frequent PV curtailments, the profile of
network demand, particularly during the day, is considerably improved and
phases are more balanced. It is interesting to note that the absolute values
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Figure 5.4: Power curtailed over one month period (1440 time-steps) when
adding 46 PV units when connecting the PV installations to the current
phase of the customer, i.e., without any rephasing.

of demand without the presented solution is lower. This can lead to lower
network losses in this case. However, since the cost of curtailment dom-
inates the total cost, the proposed solution maximises the production as
shown by the negative values mid-day in the figure. This shows that simple
actions taken by DSOs on LV networks can have a considerable impact on
higher voltage levels.

The current DSO practice for new PV units is to connect them to the
current customer connection phase. This practice may increase the network
operational costs due to imbalanced operation, and may also increase the
frequency of network issues such as over-voltage. The imbalance can be
improved by proper addition of PV units to an optimal phase, but the
question is how to choose the optimal phase each time the DSO receives
a request for a new PV installation. The other question is what to do if
the operational costs for all three connection phases are unacceptable. This
chapter presents a simple and practical method designed from the DSO’s
point of view to provide suggestions for such questions. The results indicate
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Figure 5.5: Comparison of costs with presented solution using inaccurate
or accurate time-series as input. The simulations start with already 45
installations. Then, one by one, a new installation is added and both GO
and IS are preformed before choosing the adequate solution. The costs on
the ordinate are the costs of the actions performed when adding the novel
installation.

that despite the simple procedure, the method can provide good suggestions
to considerably reduce the network operational costs.

The proposed method requires a forecast of PV and load time-series to
consider the variation of load and production over time. There are methods
to predict load and production profiles with a fair accuracy [111]–[113]. The
obtained results indicate that the inaccuracies in the forecasted time-series
can impact the results of the proposed method. However, the costs with
selected phases with inaccurate inputs are still close to the optimal solution
and considerably lower than those observed with the current DSO practice.

Considering both stochastic and time variations in an optimisation pro-
cedure that repeats the computations over and over may not be compu-
tationally tractable. Designing a computationally efficient algorithm to
consider stochasticity can be a line for future work. Further studies can
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Figure 5.6: Aggregated active power demand by time of the day for three
consecutive days.

investigate the study horizon T , electricity price, and phase-switching cost,
as they impact the final decision. Moreover, more cost terms could be
considered as well as a more sophisticated curtailment policy.

5.4.2 EVs as DER

This section presents the results obtained while applying the methodology
to the same test system inspired by an existing Belgian three-phase LV dis-
tribution network with EV chargers as DERs. As a reminder, the network
has 128 customer nodes spread on four feeders and these nodes are possible
EV charger locations. The EV chargers are assumed to be connected to
the customer load phase. The EV charging time-series are generated from
charging probabilities depicted in Fig. 5.7 [21] which is the same as Fig.
4.6 in Chapter 4. The nominal power of EV chargers considered is 7kW.
Two scenarios are considered to highlight the impact of the methodology
for EV chargers on the network.

In the first considered scenario, six EV chargers are assumed to be
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Figure 5.7: EVs charging probability in percent by hours.

Table 5.2: Cost results, in euros (€), obtained for adding sequentially four
new EV chargers on the case study network with six initial EV chargers.
The selected connection phase is in bold. IS cost for each phase is the
output cost of IS for that phase, GO cost is the output of GO without
labour cost and total GO cost take into account the labour cost that is
100€times the number of customers to rephase shown in parenthesis.

Total
number
of EVs

IS cost
phase A

IS cost
phase B

IS cost
phase C

GO cost

Total GO cost
(number of
customers
to rephase)

7 9499 11129 2484 2236 2636 (5)
8 2648 2651 2677 2207 2807 (6)
9 8502 3020 5111 2834 3334 (5)
10 3206 3159 3208 2297 3097 (8)

initially connected to the network. Then, sequentially, to mimic several
consecutive EV buyers, four chargers were set up according to the hosting
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Feeder 1

Feeder 2

Feeder 3

Feeder 4

1

2

3

4

Customer connected to phase A

Customer connected to phase B

Customer connected to phase C

Customer with initial EV charger

Customer with new EV charger, 

x being the order of addition

x

Figure 5.8: Initial network case study for the EV simulations. Each phase
has a different colour. The initial EV installations are highlighted with the
black rectangles while the new installations have a red rectangle with the
around it being their order of installation in the simulation. The phase are
the initial ones, i.e., not modified using the proposed method.

capacity found in [21]. The situation on the initial network is shown in
Fig. 5.8. The black rectangles are the six initial installations and the four
red ones with the order over them are the four chargers that are added
consecutively. Table 5.2 shows, by total number of installations, the dif-
ferent costs obtained for the corresponding addition of these four chargers.
The first new installation is on feeder 4. On this feeder, an EV charger
was initially connected to phase A and most of the customers were con-
nected to phases A and B. For phase B, the customers were mainly at the
downstream of the feeder. As expected, and as shown in Table 5.2, phase
C is selected. As another example, the third new installation is on feeder
1. On this feeder, two initial EV chargers are connected. One of them is
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connected to phase A and is located at the downstream of the feeder while
the other one is connected to phase C at the upper section of the feeder.
The single-phase customers are almost equally distributed between phases.
The new EV charger is, thus, selected to be connected to phase B. The
results show that the cost varies depending on the location of the charger.
For all the four new EV chargers, the GO finds a set of connection phases
for all EV chargers that leads to a smaller operational cost, but the labour
cost stops the rephasing from being cost effective.

Figure 5.9: Comparison of costs, in euros, with and without the presented
solution. The simulations have six initial EV chargers installations. Then,
when using the presented solution, at each new installation added both the
GO and the IS are preformed before choosing the adequate solution. The
costs on the ordinate are the costs of the actions performed when adding
the novel installation. When not using the presented solution, the new
installation is directly added to the current phase of the customer.

Fig. 5.9 shows the costs evolution with the proposed solution and with-
out it. The cost with the proposed solution is the one in bold shown in Table
5.2. The cost without the proposed solution is the cost while installing the
EV chargers at the node customer connection phase. For the first new EV
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charger, the connection phase without the proposed solution would be the
customer’s current phase, phase B, with a cost of 11129€during the con-
sidered time horizon. However, the proposed solution proposed to connect
it to phase C with a cost of 2482€for the same time horizon. The differ-
ence in slop of the two lines shows that the proposed method finds better
connection phases. From this figure, the method reduced the costs by up
to, on average, 78%.

To highlight the improvement in decreasing the curtailment, a second
scenario with eight initial EV chargers is considered. In this case, the total
corrective cost, including rephasing costs of four chargers, is 3984€. This
cost is smaller than the preventive selection (IS) cost, which is 15637€.
Fig. 5.10a shows the curtailment without corrective rephasing (GO) with
nine installations and Fig. 5.10b shows the curtailment powers with. The
use of the proposed solution can lead to a significant increase of network
availability and decrease of curtailed power.

5.5 Intermediate conclusion

With massive integration of DERs, DSOs are facing increasing challenges
such as greater voltage imbalance and decrease of power quality in fre-
quency, both leading to higher operational costs. Optimal selection of the
connection phase of DERs requires least effort but is a less-investigated
solution to this problem. This chapter has presented a two-step method
to this end. The method performs an optimal selection of the connection
phase of each new DER of a given network to enhance its hosting capacity,
and it simultaneously checks if it is cost-effective to modify the connection
phase of all the installed network DERs to the optimal phases identified.

Results on an LV network simulation with PV as a DER shows that us-
ing optimal selection of the connection phase helps to considerably decrease
the curtailment and the over-voltage, thus increase the hosting capacity
while decreasing the DS operational costs. The results also highlighted the
impact of LV management with the proposed actions on the aggregated
demand. Both the imbalance and the active power demand decrease with
the proposed method.

Results obtained show that using optimal selection of the connection
phase of EV chargers enables a saving up to 78% in operational cost for a
given scenario.

The method has a simple logic and is applicable to any distribution
system. It provides actions which can be helpful for DSOs in real-world
practical cases. The proposed methodology, as HC studies, is intended as
a planning study; therefore, the running time was not investigated.
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(a) Curtailment powers for 9 installations without GO
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(b) Curtailment powers for 9 installations with GO

Figure 5.10: Simulation curtailment powers for the nine installations with-
out and with GO.

While some possible future works have been addressed in the discussion
for the case of PVs, in general, this work can be extended along several lines.
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First, a well-thought methodology for careful selection of the study horizon,
curtailment, network loss and phase switching costs could be developed, as
they affect the final decision. Also, more terms can be considered in the
cost function and more sophisticated curtailment strategies or more appro-
priated flexibility policies should be considered. Second, the tool could take
other types of installation into account and the technologies could be eval-
uated simultaneously. Finally, in this study, future loads and time-series
are initially assumed to be known. While some uncertainty for these have
been explored for the PV production, further studies should involve the
uncertainty in DER characteristics as well as in the customer loads. The
method could, thus, be extended to improve its stochasticity.
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Chapter 6

Combined hosting
capacity assessment

Nothing in life is to be feared, it is only to
be understood. Now is the time to
understand more, so that we may fear less.

Marie Curie

This chapter presents an analysis of the combined hosting capacity
(HC) of photovoltaic panels (PVs), electric vehicles (EVs), and heat pumps
(HPs). The HC problem is defined using a generic formalism previously
introduced Chapter 3. It is applied to a reconstruction of a low-voltage
Belgian electrical distribution network, which was reconstructed using a
topological path identification (TPI) methodology. Exogenous data needed
for the HC analysis is provided by an observation tool developed by the
Belgian distribution system operator (DSO), RESA. To ensure a realistic
representation of the impact of the combined technologies, time-series with
a granularity of 15 minutes are used. Results show that under-voltage is
encountered rapidly for both EV and HP penetrations higher than 50%.
Over-voltage is not faced before 75% of PV penetration. By contrast, even
with high penetration rates for all three technologies, the lines of the case
study network are not overloaded.
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6.1 Notations

N Network
T Time

Sets
P Set of network issues e.g., P = { over-voltage, overloading }
N Set of nodes
E Set of edges
C Set of customer nodes
H Set of types of technologies { PV, EV, HP}
Ih Set of installation options of technology h ∈ H

e.g., IEV = { 0kW, 3kW, 7kW}
T Set of time steps, T = {1, ..., T}.
S Set of all scenarios
Sc Set of considered scenarios
Sca Set of considered scenarios with penetration a
Ac Set of considered penetrations
Af Set of feasible hosting capacities

Variables
Pt,c Power consumption of customer c at time-step t
Pt,c,h Power consumption or production at time-step t

of technology h installed at customer c
is,c,h The installation of the technology h at customer c in scenario s
Vmax Maximal Voltage limit
Vmin Minimal Voltage limit
Vt,n Voltage at node n at time-step t
It,e Current at edge e at time-step t
I le Nominal current of edge e
Lt,e Edge e loading at time-step t
Lmax Overloading threshold

6.2 Introduction

The urge for carbon neutrality driven by the European Union (EU) has led
to a significant increase in purchase rates in recent years of electric vehicles
(EVs), photovoltaic panels (PVs), and heat pumps (HPs). Such increases in
low-voltage distribution networks can stress some networks to their safety
operation limits. Determining the combined hosting capacity (HC) of PV-
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EV-HP systems is a crucial metric for distribution system operators (DSOs)
to assess the ability of a power network to accommodate these technologies
without adverse effects and plan investments accordingly.

While the topic of HC has been well-researched for several decades,
studies involving combined technologies seem to be less mature. There are
three categories of methods to evaluate PV-EV-HP HC:

(i) Individually, by evaluating each technology independently;

(ii) Simultaneously, by evaluating combined pairs of technologies;

(iii) Simultaneously, by evaluating all three technologies combined.

The first category (i) is the straightforward increment of the traditional
PV HC. For instance, authors in [114] individually compute the HC of
the PVs, EVs, and HPs technologies. The second category (ii) accounts
for the cumulative influence of a pair of technologies on the network. In
[115], the combined effects of the PVs-EVs, EVs-HPs, and PVs-HPs pairs
are studied. The third category (iii), which aims to assess the combined
impact of all three technologies, is addressed in more recent studies. Au-
thors in [115] consider several penetrations per technology while in [116]
equal penetration levels (e.g., 25% for all technologies) are considered. To
simultaneously account for multiple technologies, most HC studies focus
on the second category (ii) as the third one (iii) is difficult to formalise
and complex to implement. To address this problem of formalism, Chapter
3 based on [20] presented a generic formalism for the HC problem with
multiple technologies. This formalism enables a comprehensive analysis of
all aspects of HC, facilitating clear communication in the field. It also al-
lows for consistent comparison of results and tracking of advancements over
time. The present chapter exploits this formalism on a real-life combined
HC problem with multiple technologies (PV-EV-HP).

Additionally, the study carries out an HC analysis using several inde-
pendent penetration rates for each technology. To ensure the accuracy
of this analysis, empirical data provided from available information from
RESA, a Belgian DSO, is used. Using empirical data provides practical in-
sights into network behaviour under actual operating conditions. Authors
in [115], [117] use a real network but, as time-series related to the used
network are not available, they use publicly available standard load profiles
(SLP) for customer loads. In [116], authors use both a real network and
the customer loads associated with it. In this study, a reconstruction of a
real low-voltage distribution network as well as the smart meters data for
the loads are used.

To summarise, the contributions of this chapter are:
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• Adopting the generic formalism [20] for the combined HC problem
with three technologies simultaneously (PV-EV-HP) ;

• Using a reconstruction of a real low-voltage distribution network along
with its smart meter data;

• Analysing the impact of combined PV-EV-HP on several penetration
rates.

The rest of the chapter is structured as follows: Section 6.3 introduces
the HC problem. Section 6.4 presents the case study. Section 6.5 develops
the implementation to compute the combined HC and Section 6.6 discusses
the obtained results. Finally, Section 6.7 concludes the chapter with a
summary and future prospects.

6.3 Problem Statement

This chapter follows the formalism defined in [20] and presented in Chapter
3.

Let N be an unbalanced three-phase network. The network, N, is com-
posed of nodes and edges. The sets of all nodes and edges are denoted by
N and E , respectively. The network contains a set of customers C, that is
a subset of the nodes: C ⊂ N .

The study is conducted over a period of time T and the set of all time-
steps is T = {1, ..., T}, a time-step of T is referred to as t. For each
time-step t, the consumption of a customer c ∈ C is denoted as Pt,c. In
addition to their load, customers can install new technologies from a set
of new technologies H. The technologies can have different sizes, and the
set of the possible sizes for a technology h ∈ H is Ih. The production or
consumption of a technology h ∈ H of a customer c ∈ C at time-step t ∈ T
is denoted Pt,c,h.

Given that customers can install different technologies with different op-
tions at different time-steps, different possible scenarios are possible. Each
scenario represents a combination of installed technologies across the net-
work. The set of all scenarios is referred to as S. A scenario s from this set,
s ∈ S, is formally defined as the tuple of installed sizes of each technology
at each time-step for each customer:

s = (ic,h,t|∀c ∈ C, h ∈ H, t ∈ T ) (6.1)

where ic,h,t ∈ Ih is the size of the technology h installed at customer c at
time-step t. Note that bold characters are used for tuples.
Given that the set of all possible scenarios is intractable, a subset of it,
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defined as Sc, is considered for the analysis. The construction of this subset
is further explained in Section 6.4.

Let Ac ∈ R|H| be the set of all considered penetrations. A penetration
a ∈ Ac is a tuple that gauges the amount of new installations in the network
for each technology in a given scenario. The function g(s) : Sc → Ac

computes the penetration tuple for a given scenario s:

g(s) = (gh(s) | ∀h ∈ H) (6.2)

where the penetration of a technology is chosen as the ratio of the number of
customers with that technology installed to the total number of customers,
and computed using the function gh(s) defined as:

gh(s) =
|{c ∈ C | is,c,h ̸= ∅}|

|C| (6.3)

where is,c,h designates the installation of the technology h at customer c in
the scenario s.

To detect if any issue occurred in scenario s the function f is defined as
follows:

f(s) =

{
1, if ∃t ∈ T : ft(s) = 1;

0, otherwise,
(6.4)

where ft is the function that detects any issue that occurred in the scenario
s at time-step t. This function ft that detects the considered issues P is
defined as:

ft(s) =

{
1, if

∨
p∈P f

p
t (s);

0, otherwise,
(6.5)

where fpt (s) is the function that evaluates if the issue p ∈ P occurs at time-
step t of scenario s. Two voltage level (VL) issues are considered: over-
(OV) and under-voltage (UV); alongside the overloading (OL) of the lines.
Therefore, the set of considered issues is P = {VL,OL}.

The voltage level issues are detected by the function fV L
t (s) defined as

follows:

fV L
t (s) =

{
1, if ∃n ∈ N : Vmin > Vt,n > Vmax;

0, otherwise,
(6.6)

where Vt,n is the voltage of node n at time t and, Vmin and Vmax are, re-
spectively, the minimal and maximal allowed voltages. The function fOL

t (s)
detects lines overload, and is defined as:

fOL
t (s) =

{
1, if ∃e ∈ E : Lt,e =

It,e
Il
e
, Lt,e > Lmax;

0, otherwise,
(6.7)
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where Lt,e is the edge loading at time-step t, It,e is the current at edge e at
time t, I le is the nominal rated current of edge e and Lmax is the threshold
for line overloading.

The voltages Vt,n at each node and the currents It,e at each edge are
obtained by computing a power flow (PF) on the network with both the
customers’ loads (Pt,c) and the installations’ production or consumption
(Pt,c,h):

{Vt,n,∀n ∈ N}, {It,e,∀e ∈ E} = PFN(Pt,c, Pt,c,h),∀t ∈ T . (6.8)

The HC is the set of penetrations the network can sustain while not
encountering any issues. In this study, the HC is chosen as the feasible
penetrations Af , defined in [20], which are penetrations that are associated
with scenarios with no issues:

Af = {g(s)|∀s ∈ S : f(s) = 0}. (6.9)

6.4 Case study

This section introduces the case study network along with exogenous data
and outlines the scope of the study.

6.4.1 Network

The network considered in this chapter is a reconstruction of a real Belgian
distribution network.
The network is reconstructed using the systematic procedure proposed in
[118]. The network is obtained by using transformation functions to trans-
form raw data from the DSO into well-defined information. An optimisa-
tion algorithm identifies the optimal paths to connect customers to their
respective feeder.

Figure 6.1 shows the full network. This is a three-phase unbalanced
network, where customers are connected to either only one phase or all
three of them.

Given its size and the radial operation of the network, the proposed
HC computation will focus only on one substation, but the work can be
extended to the whole network. The selected substation is shown in Fig.
6.2.

The substation has two feeders, distinguished by purple (left feeder)
and blue (right feeder) lines. Different feeders are only interconnected at
the MV/LV substation itself, or through switches that can be opened or
closed to control power flow. Table 6.1 details the number of elements per
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Figure 6.1: Representation of the reconstructed Belgian network. Each
colour represents a feeder and the substations are presented using the com-
mon two-circle symbol.

Figure 6.2: Considered network which consist of a subpart of the recon-
structed Belgian network that have one single substation connected to two-
feeders.

category of the considered subnetwork. In the remainder, this subnetwork
is referred to as the network.
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Table 6.1: Description of the considered single MV/LV transformer net-
work.

Category Number of elements
customers 23

lines 42
feeders 2

MV/LV substations 1

Among the 23 customers present in the network, 15 of them have smart
meters (SM). Both single-phase customers and customers without an SM
are randomly connect to a phase. As the time series for customers without
SM are missing, an SM time series from a customer with a similar annual
consumption is attributed to these customers.

6.4.2 Technologies

The considered technologies are: PVs, EVs and HPs leading to technology
set: H = {PV,EV,HP}. The penetration tuple defined in Eq. (6.2) is:

g(s) =
(
gPV (s), gEV (s), gHP (s)

)
. (6.10)

For each technology, the set of options is limited to their size. A single PV
installation of size of 20 PVs with a 290-watt peak is available. Two types
of EV chargers, 3kW and 7kW, and two heat-pump sizes, 7.5kW and 15kW,
are available. The different available sizes per technologies are summarised
in Tab. 6.2.

Table 6.2: Technology size per technology

Technology type Technology size
PV IPV = {0, 20× 290Wpeak}
EV IEV = {0, 3kW, 7kW}
HP IHP = {0, 7.5kW, 15kW}

In this study, the size of a given technology for a customer cannot change
during the time period and new installations are added at the first time-step
(t = 0), thus ic,h,0 = ic,h,t,∀c ∈ C, h ∈ H, t ∈ T .
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6.4.3 Considered scenarios

The considered scenario set Sc is constructed by first reducing the consid-
ered penetration set Ac = {Ac

h | ∀h ∈ H}: for each technology h ∈ H,
the considered penetrations are Ac

h = {25%, 50%, 75%, 100%}. Since these
penetration levels are independent for each technology, the total number
of possible combinations is the product of the number of choices for each
technology. Therefore, the total number of possible combination in Ac is
|Ac| = 4× 4× 4 = 64.

Given a tuple a ∈ Ac, the size of the subset Sca is m, with m ∈ R+. The
value m represents the number of scenarios analysed for each penetration
tuple a. In this study, m is chosen as 100 as it is a good trade-off between
the number of scenarios tested and the total computation burden.

As the number of considered scenarios is restricted, each customer c ∈
C is assigned a probability for any technology h ∈ H. This probability
represents the likelihood of the customer c of installing the technology h.
When building a scenario s ∈ Sca, the probabilities are used to decide which
customer will install a particular technology. The probabilities are chosen
proportional to the household size as considering the household size enables
the accounting for the socio-economic aspect of buying a new technology
and reflects the link between the household size and the installation of
new technologies. Larger households are generally associated with higher
income levels, and studies suggest these customers are more likely to adopt
these technologies [119].

Table 6.3: Probabilities of installing any type of technology per household
size with the corresponding assumption on the number of people per house-
hold.

People per
Household

Household
size (m2)

Probability (%)

1 [0,50) 20
2 [50, 75) 40
3 [75, 100) 50
4 [100, 125) 60

5 or + [125, Inf) 80

Five groups of household size are considered: a person living alone,
referred to as isolated; two-people household, three-people household, four-
people household, and five- or-more-people household. The distribution of
customers in C in these categories is shown in Fig. 6.3. Table 6.3 gives
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the number of people per household size and the associated probabilities of
installation. In this work, in the absence of specific supporting data, for a
given customer, the probabilities of installing each technology are assumed
equal.

Figure 6.3: Customers to household size distribution.

6.4.4 Exogenous data

Exogenous data gathers all the necessary input data, except the network it-
self, needed to compute the HC. The main exogenous data is the customers’
load profiles and the new technologies’ profiles. Both customer load profiles
and technology profiles were provided by RESA. Customer load profiles are
directly taken from SM data while technology profiles are derived from raw
data and predictions done using the Sirius tool [120].

Simulating an entire year for each penetration with a 15-minute gran-
ularity for all considered scenarios would be computationally challenging.
To reduce this burden while still using time-series to allow one to compute
a relevant hosting capacity, one strategy consists of reducing the window
of time steps considered in a day, as in [68]. Another approach is to cluster
the year into representative days and reduce the evaluated time steps to
only these days. As only considering parts of the day does not reduce the
workload sufficiently when considering PV-EV-HP, the representative days
approach is used in this chapter to reduce the computational workload.

The representative days are the same as the Sirius study [120]. These
are either days when the load is completely different from other days and
thus do not represent many days in the year but rather an impactful day;
or days when the load profile behaviour is highly common in the year.
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In total, twelve days are designated as representative days. The number of
days that are similar during the year to the considered representative days
are presented in Tab. 6.4.

Table 6.4: Number of days in a year of 366 days that are similar to the
considered representative days

Day # similar days Day # similar days
1 33 7 20
2 42 8 42
3 13 9 23
4 24 10 3
5 51 11 10
6 55 12 50

6.4.5 Uncertainties

The process of computing the HC depends on future installations, which
leads to uncertainties. Two categories of uncertainties for HC were intro-
duced by [46]: epistemic uncertainties which are due to lack of knowledge
and aleatory uncertainties which come from elements that are inherently
stochastic [20]. In this study, uncertainties from both categories are con-
sidered. Table 6.5 gathers the uncertainties by technology type and if they
are considered or not. In addition to these and as previously mentioned,
the installation type, which is an epistemic uncertainty, is considered.

6.5 Implementation

The iterative implementation of HC analysis for the combined PV-EV-HP
technologies of the Belgian network is showcased in the flowchart in Figure

Table 6.5: Summary of the considered uncertainties by technology type.

Installation
type

Uncertainties
Epistemic Aleatory

Localisation Size
Production/
consumption

PV ✓ ✗ ✓

EV ✓ ✓ ✗

HP ✓ ✗ ✗
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6.4. The simulations were run using PandaPower [50].

The voltage thresholds used for the detection of issues are from the
European EN50160 standard: Vmin = 0.95 and Vmax = 1.05 in Eq. (6.6).
As the time step granularity is 15 min, the duration limit of EN50160 is
not considered as it evaluates mean voltage over 10-minute periods. For the
lines, an overload (OL) in Eq. 6.7 of at most Lmax = 150% of the nominal
rate of the lines is allowed.

Figure 6.4: Flowchart describing the implementation of the presented HC
analysis.
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6.6 Results

The HC as defined in Eq. (6.9) is given as follows:

HC = {(25− 50%, 25%, 25− 100%),

(25%, 100%, 100%),

(25%, 50%, 25− 100%),

(50%, 75%, 25− 75%),

(25%, 75− 100%, 25− 50%),

(50%, 100%, 25− 50%),

(50%, 50%, 25− 100%)}.

Recall that the penetration tuple is defined in Eq.(6.10) as (aPV, aEV, aHP).

To analyse the HC and the different penetrations, a graphical approach
is used as in [79] as it enables to show the combined penetrations. For
readability, all voltage points for all customers and time-steps given a pen-
etration are plot on Fig. 6.5 on a hypothesis space of continuous probability
density functions (PDFs). The same is done for line loadings in Fig. 6.6.
As anticipated based on the findings of other studies, the lines are not over-
loaded for all the PV penetrations. There is also no overloading for all EV
and HP penetrations, which was not anticipated. It is worth to mention
that the transformer load does not even reach 40% of its rated capacity.

The voltage level constraints are, as usual, more limiting. OV is not
encountered before 75% of PV penetration. Under-voltage is encountered
rapidly for both EV and HP penetrations higher than 50%.

DSOs may decide to accept some scenarios with issues to increase the
HC since, from the results, it appears that most tuples are just outside the
limits for a small number of scenarios. For example, the tuple (25%; 75%, 75%)
presents a small amount of scenarios with a slight UV. Indeed, considering
the median or the third percentile, shown in the boxplot, would lead to a
bigger hosting capacity set with higher penetrations allowed.

The granularity of 25% for the penetration rate in this case study was
arbitrarily chosen to provide a broad overview of the network’s hosting
capacity. However, this can be further refined with smaller increments to
examine specific areas of interest more closely. Additional simulations with
finer granularity around key regions can offer deeper insights and allow for
more precise assessments where needed.

119



Figure 6.5: HC analysis for bus voltages using violin plots. Each violin
plot represents a combination of the three penetration rates (PV, EV, HP).
The upper and lower red-dashed lines represent the maximal and minimal
voltage thresholds.

6.7 Intermediate conclusion

This chapter presents a combined PV-EV-HP HC analysis, following the
formalisation [20] of the HC presented in Chapter 3, on a Belgian network.
The analysis conducted with the real data available to the DSO and the
usage of probabilities of installation for each technology allowed for a more
realistic evaluation of the HC. The results obtained show that the network
allows the installation of up to 50% of penetrations for every technology,
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Figure 6.6: HC analysis for line loadings using violin plot. Each violin plot
represents a combination of the three penetration rates (PV, EV, HP). The
loading threshold is not represented as the values are far from violating it.

while 75% penetration rates are still acceptable if the DSO accepts a number
of scenarios with some issues in the network.

To extend this work, considering quasi-static time-series (less the 10
min) would allow one to perform a dynamic hosting capacity analysis, tak-
ing into account the duration of the issues. Furthermore, another set of
representative days as well as a thoroughly studied motivation behind their
selection would lead to a baseline that could validate the obtained results
for the considered days. This means carefully considering different factors,
such as typical weather conditions, energy consumption patterns, and any
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seasonal variations, to ensure that these days reflect a range of real-world
situations.

Pairing the present work with network management techniques that are
used to enhance the hosting capacity should be considered as an extension.
Indeed, this extension could use techniques such as dynamic operating en-
velopes (DOEs) that manages the operation of distributed energy resources
(DERs) [121] or active network management (ANM), which manages the
overall network infrastructure [122]. Enhancing the hosting capacity with
these techniques would increase the resilience, reliability, and overall effi-
ciency of the distribution networks, with a better energy management in
the face of increasing renewable penetration.

Finally, collecting socio-economic data would significantly enhance the
ability to model and implement more realistic probabilities when attribut-
ing installations to different customer segments. By incorporating factors
such as income levels, property types, energy consumption patterns, and re-
gional demographics, it becomes possible to better understand which groups
are more likely to adopt distributed energy resources. This data-driven ap-
proach allows for the creation of more accurate, granular models that reflect
the diversity of customer behaviour and financial capabilities.
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Chapter 7

Conclusion

Knowledge has to be improved, challenged,
and increased constantly, or it vanishes.

Peter Drucker

7.1 Summary of the contributions

Distribution networks are ageing and the climate transition is right at the
corner. As distributed energy resources (DERs), such as photovoltaic units
(PVs), electric vehicles (EVs), and heat pumps (HPs), are rapidly deployed,
they pose operational challenges for distribution system operators (DSOs),
such as voltage regulation and network congestion. The maximal amount of
DERs that can be adopted in a network without causing these operational
issues is referred to as the hosting capacity (HC). The task of determining
the hosting capacity became essential for DSOs to ensure the reliability of
the grid.

This thesis focused on addressing the challenges related to the integra-
tion of DERs in distribution networks by exploring methods to evaluate
and improve the hosting capacity. Five contributions were presented that
address these challenges. In Chapter 2, the focus was on topology iden-
tification, a crucial step for accurately computing hosting capacity. By
identifying the network structure, DSOs are better equipped to assess the
potential impacts of new DER installations and determine the hosting ca-
pacity more effectively. The results demonstrated that the network model
reconstruction algorithm, even with limited observability, could estimate a
reliable network model. The voltage time series obtained through load flow
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analysis on this estimated model closely matched the values from the initial
network model.

Chapter 3 introduced a formal definition of hosting capacity as a uni-
fied framework. This chapter established the theoretical foundation for
understanding HC and created a standardised approach to measure and
compare the network’s ability to integrate DERs. The deterministic defini-
tion was presented first, followed by methods for incorporating uncertain-
ties to account for stochastic elements in the network. This formalism was
complemented by a systematic review of the hosting capacity literature,
demonstrating that the framework can accommodate and unify existing
approaches. Reviewing past works shows that the definition offers a clear
and consistent way to assess and compare hosting capacity across different
contexts.

The following three chapters presented methods for computing hosting
capacity and explored their applications through case studies. Chapter 4
presented a method calculating the HC for a single DER using probabilistic
performance indicators, considering the variability and uncertainty of new
DER installations in the network. By analysing numerous configurations,
this approach provided a comprehensive assessment of how different DERs
could affect network performance. The case study is conducted using the
network reconstructed in Chapter 2. The obtained results confirmed that
the most limiting aspect of the hosting capacity is the voltage levels, i.e.
over- and under-voltage. The proposed method also integrates the risk
tolerance on issues caused by DERs accepted by the DSOs and highlights
the non-negligible influence of this risk tolerance on the HC.

Chapter 5 presented a two-step method to study the influence of phase
selection on hosting capacity. This approach optimised the connection
phase for each new DER and assessed the cost-effectiveness of modifying
the phase connections of existing DERs. This method was applied on a
test case using two types of DERs: PVs and EVs. The LV network sim-
ulation results showed that optimal phase selection significantly reduced
curtailment and over-voltage issues, lowering operational costs for DSOs.
The method also demonstrated a positive impact on imbalance and ac-
tive power demand, highlighting the benefits of phase optimisation for LV
networks.

Finally, Chapter 6 investigated the combined hosting capacity of PV,
EV, and HP installations. This method incorporated real Belgian DSO
data and probabilistic models to assess the likelihood of different technol-
ogy combinations. Representative days were used to reduce computational
time. This approach provided a more realistic evaluation of the network’s
hosting capacity, considering the interactions between different types of
DERs. The results demonstrated how managing multiple DERs concur-
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rently optimised network performance and increased hosting capacity.

7.2 Future works

This section highlights three possible innovative directions to extend the
present work. Two of these directions address the issues related to the com-
putational complexity of determining the hosting capacity: one by limiting
the time dependency and the other by limiting the total number of scenarios
considered. The third direction proposes a practical tool for DSOs, based
on the hosting capacity framework, that combines investment strategies
with active network management.

7.2.1 Representative days

One area of research that shows great potential is the development of meth-
ods to reduce the computational complexity in hosting capacity calcula-
tions. A key approach to achieving this is through identifying a smaller,
representative set of days from the large volume of time series data. The
challenge lies in choosing a reduced subset of days that still accurately
reflects the full range of variability in the data.

A critical factor in HC calculations is the temporal correlation between
DER outputs and customer loads. Maintaining the temporal correlation
ensures that the interactions, such as how demand and generation fluctu-
ate, together or independently, are accurately reflected even after reducing
the dataset. For example, customer load may increase during certain hours
of the day, while DER output, such as solar energy, peaks during daylight.
Understanding and accounting for these time-based interactions is crucial
when selecting representative days, as they directly affect the accuracy of
HC estimation. Chapter 6 already applied this approach by selecting rep-
resentative days to reduce computational demands. However, as discussed
in the intermediary conclusion, there is still room for improvement in the
method used to identify these key days.

Future research could focus on a thorough investigation of existing tech-
niques for selecting representative days, comparing their effectiveness, and
analysing how well they maintain the important characteristics of the origi-
nal data set. Additionally, researches could evaluate whether these methods
are applicable not only for HC estimation but also for long-term planning,
such as forecasting investments in network upgrades. A valuable tool could
be developed to automatically identify these meaningful days and update
the selection as new data becomes available, ensuring continued model ac-
curacy.

125



7.2.2 Socio-economic behaviour

Another area with great potential is the integration of socio-economic stud-
ies into HC calculations. By understanding how customers’ behaviour in-
fluences electricity consumption and DER usage, it would be possible to
further reduce computational time without sacrificing accuracy which could
reduce the potential number of scenarios to evaluate. A detailed analysis
of consumer behaviour patterns could lead to predictive tools capable of
forecasting future behaviour shifts. This approach would not only enhance
the precision of HC calculations but also enable DSOs to anticipate future
challenges and develop more grid management strategies accordingly.

7.2.3 Coupling HC formalism with investment strate-
gies and active network management

The third direction involves leveraging the HC formalism developed in this
thesis to create a comprehensive industrial tool that integrates HC calcula-
tions with investment strategies and active network management (ANM).
This platform could revolutionise how DSOs approach both short-term op-
erational decisions and long-term planning. By coupling HC predictions
with investment models, DSOs could optimise grid expansion or reinforce-
ment strategies, ensuring that capital is allocated efficiently. In parallel,
incorporating ANM would allow for real-time adjustments to DER integra-
tion, enhancing the grid’s flexibility and operational efficiency.

Each of these research directions presents significant academic and in-
dustrial benefits, offering DSOs innovative tools to improve both the speed
and accuracy of hosting capacity evaluations while facilitating more effec-
tive grid planning and management.
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[8] L. Rodŕıguez, “Evolution of renewable energy: How energy use has
changed over time,” Rated Power, 2020, 07-10-2024. [Online]. Avail-
able: https://ratedpower.com/blog/evolution- renewable-
energy/.

127

https://cordis.europa.eu/article/id/126674-the-cost-of-blackouts-in-europe
https://cordis.europa.eu/article/id/126674-the-cost-of-blackouts-in-europe
https://www.iea.org/countries/belgium/energy-mix
https://www.iea.org/countries/belgium/energy-mix
https://www.ecb.europa.eu/press/economic-bulletin/focus/2022/html/ecb.ebbox202204_01~68ef3c3dc6.en.html
https://www.ecb.europa.eu/press/economic-bulletin/focus/2022/html/ecb.ebbox202204_01~68ef3c3dc6.en.html
https://unfccc.int/process-and-meetings/the-paris-agreement/the-paris-agreement
https://unfccc.int/process-and-meetings/the-paris-agreement/the-paris-agreement
https://unfccc.int/process-and-meetings/the-paris-agreement/the-paris-agreement
https://ourworldindata.org/renewable-energy
https://ourworldindata.org/renewable-energy
https://www.iea.org/data-and-statistics/charts/electric-car-sales-2012-2024
https://www.iea.org/data-and-statistics/charts/electric-car-sales-2012-2024
https://www.iea.org/data-and-statistics/charts/electric-car-sales-2012-2024
https://ratedpower.com/blog/evolution-renewable-energy/
https://ratedpower.com/blog/evolution-renewable-energy/


[9] A Muir and J Lopatto, “Final report on the august 14, 2003 black-
out in the united states and canada: Causes and recommendations,”
U.S.-Canada Power System Outage Task Force, Ottawa, ON (Canada),
Tech. Rep., 2004.

[10] F. Dewangan, S. Siddiqui, M. Biswal, and V. K. Sood, “Smart meters
in smart grid,” in Smart Metering, Elsevier, 2024, pp. 1–37.
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