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Testing the Response Suppression Mechanism of Working Memory

Benjamin Kowialiewski1, 2 and Klaus Oberauer1
1 Cognitive Psychology Unit, Department of Psychology, University of Zürich

2 Psychology & Neuroscience of Cognition Research Unit (PsyNCog), University of Liège

Many working memory (WM) paradigms involve recalling multiple items from the same memory set.
Participants rarely repeat items they have already recalled, avoiding repetition errors. To prevent these errors,
WM models incorporate a response suppression mechanism that removes recalled items from the set of
response options. Despite its importance for our understanding of WM, response suppression has received
limited direct testing. To address this gap, we used computational models implementing two hypothetical
mechanisms of response suppression to derive predictions and tested these predictions experimentally.
Participants were asked to recall the same items multiple times during a single trial. If already recalled
items are removed from the response set to prevent repetition errors, memory performance should be
impaired when the same item is tested again. Contrary to this, we found that memory performancewas unim-
paired when the same item was tested a second time, and even displayed a recall advantage. Therefore, this
study demonstrates the implausibility of response suppression to account for how people avoid repetition
errors. We discuss alternative explanations.
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Many working memory (WM) paradigms involve recalling mul-
tiple items from the same memory set. The best-known version of
such a task is the serial-recall task in which participants are asked
to repeat back a list of items in the correct order. One commonly
held assumption when modeling WM is that recalled items are dis-
carded from WM to prevent repetitions, a mechanism called
response suppression. Without this response suppression mecha-
nism, current models of serial recall would not be able to realistically
simulate human data because they would produce many repetition
errors, which rarely occur. Despite the importance of this mechanism
for models of WM, only a few empirical studies support its exis-
tence. Due to this empirical uncertainty, little is known regarding
the way repetition errors should be prevented in models of WM.
This study will test two different accounts of response suppression.
We implement these two hypothetical mechanisms in a generic

model of serial recall, derive predictions from the models, and test
them experimentally.

When encountering a list such as “monkey, ball, and desk,” the
order of items is often new and arbitrary. Items’ order must therefore
be temporarily stored in some way. In many computational models,
this is done via item–context binding (Burgess & Hitch, 1999,
2006; Farrell, 2012; Lewandowsky & Farrell, 2008; Oberauer &
Lewandowsky, 2011; Oberauer et al., 2012; Schneegans & Bays,
2017). When encoding a memory list, it is assumed that people create
new temporary associations between items and positional contexts. In
the example above, these are associations between “monkey” and
“Position 1,” and between “ball” and “Position 2,” and so on. An illus-
tration of item–context association is presented in Figure 1. Items pre-
sented at adjacent serial positions share a proportion of contextual
markers to represent the fact that adjacent positions are more similar
to each other than distant ones. Retrieval is done by cueing an item
with its position (i.e., trying to retrieve the item “monkey” using the
cue “Position 1”), which is implemented by re-activating the original
positional context. This cueing leads to the parallel re-activation of a
set of retrieval candidates, as shown in the upper panel of Figure 1.
Not only the target item is reactivated but also other items share a pro-
portion of their positional markers with the target. In models of WM,
items’ activation does not completely determine which item will be
selected. Instead, the selection process is stochastic. This is sometimes
implemented by converting items’ activation into recall probabilities
using a selection rule (e.g., Luce’s choice rule). Alternatively, selec-
tion for recall is simulated by selecting the candidate with the highest
activation level after adding noise to it. In either case, the item receiv-
ing the highest activation from the positional retrieval cues is most
likely to be selected, which in many cases is the correct (i.e., target)
item. If another list item than the target item is selected, a transposition
error occurs (i.e., recalling an item at the wrong serial position).

When the task requires multiple retrieval attempts in the same trial,
such as serial recall, people sometimes repeat previously recalled items
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(e.g., recalling ABCDEC), a type of error named repetition errors.
Repetition errors are rare as they represent only about 5% of the total
responses. To avoid the production of an unrealistically large number
of repetition errors, models of WM include a response suppression
mechanism. After being recalled, items are discarded from the compe-
tition. The phenomenon is illustrated in Figure 1, lower left panel
(retrieval Step 2). As can be seen in the left panel, without this response
suppression mechanism, repetition errors (i.e., recalling Item 1) would
be as frequent as producing transposition errors (i.e., recalling Item 3),
which is never observed. The inclusion of a response suppression
mechanism solves this problem (lower right panel). Therefore,
response suppression is a necessary mechanism for models of WM.
Without it, models would produce too many repetition errors and
would not realistically capture human data. Some work also suggests
that response suppression could partially contribute to the recency
effect observed when plotting recall performance across serial posi-
tions (Farrell & Lewandowsky, 2012).
Despite the importance of response suppression for models of

WM, direct evidence supporting its existence is scarce. One line
of evidence comes from the Ranschburg effect (Henson, 1998a;
Maylor & Henson, 2000), which refers to the difficulty in recalling

the second occurrence of an item. For instance, given the sequence to
be remembered “ABCDBF,” people fail to recall the second occur-
rence of the letter “B” more often than items presented in matched
positions in sequences not including such repetitions (i.e., the letter
“E” in “ABCDEF”). Response suppression is one plausible explana-
tion for the Ranschburg effect. When people are asked not to recall
the first occurrence of the repeated item, the Ranschburg effect dis-
appears (Harris & Jahnke, 1972). Convergent outcomes have been
found in partial recall procedures involving the recall of only one
item or one part of the list (Jahnke, 1970). The fact that the
Ranschburg effect appears only when the same item needs to be out-
put twice is in line with the idea that people discard items after recall-
ing them (Greene, 1991). Response suppression, however, is not the
only plausible explanation for the Ranschburg effect. Recently,
Roodenrys et al. (2022) reported strong interference effects occur-
ring at recall. They manipulated items’ phonological similarity in
such a way that three items shared one phoneme with a target item
that occurred later in the list (e.g., “noise cool bag push cash
save”). As compared to matched sequences containing little to no
phonemic overlap (e.g., “noise cool bag push teach save”), recall
of the target item (i.e., “cash”) was severely impaired. Further exper-
iments showed that this interference effect was specifically because
of recalling the items sharing the phoneme with the target item, as
the effect disappeared when the target had to be recalled first. This
result could be explained by a form of feature overwriting (Nairne,
1990) occurring at output, whereby producing a set of features over-
writes the same set of features across all other WM representations.
This mechanism could also explain the Ranschburg effect. Thus, the
Ranschburg effect does not unambiguously speak in favor of
response suppression.

Some studies provided evidence that a response suppression
mechanism is required to model recall latencies realistically in imme-
diate serial recall (Farrell & Lewandowsky, 2004). Farrell and
Lewandowsky showed that response latencies for anticipation and
postponement errors differ qualitatively: Whereas anticipation errors
slow down with increasing displacement distance, the opposite pat-
tern is observed for postponements, a pattern of results that can be
captured only by a model including a primacy gradient of activation
coupled with a response suppression mechanism. Recent investiga-
tions suggest however that the pattern of recall latencies observed
by Farrell and Lewandowksy might be an artifact because of partic-
ipants trying to segment the list into subgroups (Cowan & Elliott,
2023). Studies have indeed shown that grouping might occur sponta-
neously, even in the absence of a grouping structure imposed by the
experimental setup (Farrell et al., 2011). This aspect, not controlled
by Farrell and Lewandowsky, might be problematic, because recall
latencies for items at the beginning of a group are always longer
than in subsequent group positions. Hence, results from Farrell and
Lewandowsky are subject to alternative explanations. Novel ways
to test response suppressed are therefore warranted.

Response suppression can be implemented in two ways. The
first implementation involves the removal of item–context associa-
tions. Such a mechanism is already implemented in models such
as SOB-CS (Oberauer et al., 2012) and TBRS* (Oberauer &
Lewandowsky, 2011). In these models, item–context binding is
done via Hebbian learning. The removal of item–context associations
is equivalent toHebbian learning, except that a negative learning rate is
used, a process called Hebbian anti-learning (Farrell & Lewandowsky,
2002). Therefore, the link between the item and its position is

Figure 1
Illustration of the Removal Mechanism of Response Suppression

Items

Contexts

Activation

Without response supppression With response supppression

Retrieval step 1

Retrieval step 2

Note. Encoding in the model is accomplished through item–context asso-
ciation, denoted by the straight lines connecting the contexts and the items.
During retrieval, an item is cued by its position, such as the first position in
this example. As contextual nodes are shared among positions, the cueing
process triggers the simultaneous reactivation of multiple retrieval candi-
dates. Following the successful retrieval of an item (in this case, the first
item), the links with its associated context are subsequently removed (bot-
tom right). This removal process prevents an item from being recalled
twice. If response suppression does not occur (bottom left), there remains
a probability for the already-recalled items to be erroneously recalled
again, potentially resulting in a repetition error. See the online article for
the color version of this figure.
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removed,1 which is illustrated in Figure 1, right panel of the retrieval
Step 2. As can be seen in the illustration, using the second position
as a cue does not lead to partial retrieval of the first item, because
there is no existing association anymore between the positional mark-
ers of Position 2 and the first item. The plausibility of this removal
mechanism is supported by recent evidence showing that people can
intentionally forget information in WM (Dames & Oberauer, 2022).
For simplicity, we label this mechanism removal.
The second mechanism is an inhibition mechanism. Once

recalled, an item is not removed from WM. Instead, it is discarded
from the competition during the selection stage. In a model such
as illustrated in Figure 1, this competition plays out in a competitive
cueing layer, into which items’ activation is fed. The competitive
cueing layer selects the most likely candidate based on its activation
level relative to other items. The inhibition mechanism can be mod-
eled by adding twin units to the item units in the competitive cueing
layer, as illustrated in Figure 2. The role of the twin units is to inhibit
the activation of the items in the competitive cueing layer once
recalled. At the beginning of a trial, all inhibitory units are deacti-
vated (upper panel). Once an item is recalled, its corresponding
inhibitory twin unit is triggered, thereby downregulating the activa-
tion of the item (lower panel).
The removal and inhibition mechanisms differ in one important

aspect. The removal mechanism, by suppressing the item–context
association, weakens the contents of WM. The inhibition mechanism,

in contrast, keeps the contents of WM intact. This fundamental differ-
ence gives rise to diverging predictions. According to the removal
account, people should have difficulties recalling items more than
once, because the information should no longer be present in their
WMafter afirst retrieval. According to the inhibition account, recalling
items multiple times should still be possible if people can release their
inhibition. One way the inhibition account could make people recall
twice is by resetting all inhibitory units to zero after recalling all
items, thus creating the opportunity to recall items a second time. To
test this possibility, we will use a modified cued recall paradigm, in
which participants’ memory will be tested in a random order multiple
times. In cued recall, items are cued from their position in random
order. For instance, given the sequence “ABCDEF,” participants
could be asked to recall items in this order: “613524.” Accordingly,
participants would be first cued with “Position 6” and would recall
the letter “F,” followed by the cue “Position 1,” and so forth. We
will adapt this cued recall paradigm by including multiple bursts of
retrieval attempts within the same trial.

In Experiment 1, participants will be tested in a cued recall para-
digm in which two bursts of retrieval attempts distinctively follow
each other. For instance, participants could be asked to recall
items in this order: “142635–263514.” If items are removed from
WM, recalling items twice should be problematic. If items are inhib-
ited with a possibility to release this inhibition after the first burst of
retrieval attempts, recalling items twice should be possible. In addi-
tion, we consider the possibility that participants have voluntary con-
trol over response suppression, and therefore stop suppressing items
when they anticipate having to recall them twice. To test for this pos-
sibility, we included a control condition in which items will be tested
only once (see methodological details of Experiment 1).

Experiment 2 used a variation of this paradigm, in which the mul-
tiple retrieval attempts were mixed in such a way that they could not
be clearly identified anymore, for instance: “143242563561.” The
rationale of this second experiment is to test the inhibition account
of response suppression. If people can release their inhibition after
the first burst of retrieval attempts, confounding the two bursts of
retrieval attempts should prevent people from recalling items twice.
This is because, with one continuous series of retrieval attempts,
there is no point at which response inhibition could reasonably be
released to enable access to already recalled items again.

One potential limitation of the experiments described above is that
memory performance is expected to decrease from the first burst of
retrieval attempts to the second, regardless of the response suppression
mechanism. Indeed, the mere fact of recalling items impairs memory
performance for subsequent to-be-remembered information (Cowan
et al., 2002), a phenomenon known as output interference.
Therefore, decreased recall performancewhen items are recalled a sec-
ond time is not likely to exclusively reflect the presence of response
suppression. In addition, response suppression is not binary: The
extent to which items are removed or inhibited might vary from one
person to another, and this might be difficult to clearly disentangle
from output interference. Experiment 2 implements a first solution
to this problem, by comparing recall performance for repeated items
with nonrepeated items in matched output positions (see methodolog-
ical details of Experiment 2). A second solution is implemented using

Figure 2
Illustration of the Inhibition Mechanism of Response Suppression

Items

Contexts

Activation

Retrieval step 1

Retrieval step 2

- - -

- - -

Competitive cueing layer - Inhibitory unit

Note. According to the inhibition account, items’ activation is fed into a
competitive cueing layer. Repetition errors are prevented thanks to the acti-
vation of inhibitory units, whose role is to inhibit the items’ activation in the
competitive cueing layer. In this mechanism, the core WM representation
(i.e., the binding between item and position representations) remains intact
after each retrieval attempt. WM=working memory.

1 The process of removal is not an all-or-nothing phenomenon. It is con-
trolled by a free parameter that varies continuously.
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computational modeling. We collected data in a pilot experiment in
which participants performed the cued recall paradigm as described
above. In this pilot experiment, the cued recall paradigm involved
only one burst of retrieval attempts. Based on the results of this first
experiment, we fitted a standard serial recall model of WM including
the most commonly established mechanisms in the literature (Cowan
et al., 2002; Henson, 1998b; Hurlstone&Hitch, 2015; Lewandowsky,
1999; Page &Norris, 1998), in which response suppression was mod-
eled using either the removal or the inhibition mechanism. The model
also includes a mechanism for output interference. Predictions were
then generated from these two mechanisms of response suppression,
and from a model version without any response suppression (but still
including output interference). By comparing experimental data to
these predictions, we can determine whether the accuracy difference
between the first and the second recall attempts is better explained
by one of the models with response suppression, or by the model ver-
sion with output interference alone. We compared the predictions of
these three model versions to the data from Experiments 1 and 2 to
determine which model fits the data best.

Preliminary Experiment

In this preliminary experiment, we asked participants to perform a
cued recall paradigm. Each trial involved the encoding of a five-item
list to be remembered. At retrieval, participants were given positions
as cues and recalled the words associated with them. This experi-
ment aimed at providing a set of data to fit a standard model of serial
recall. This model was then used to generate new predictions for
Experiments 1 and 2, based on the two response suppression mech-
anisms described in the introductory part.

Method

Participants

Thirty young adults aged between 18 and 35 years were recruited
on the online platform Prolific (https://prolific.co/). Sample sizes
were estimated based on a recent study of our own showing strong
serial position effects in cued recall (Kowialiewski et al., 2023). As
serial position effects are usually large, we were confident that this
sample size would be sufficient to reach strong levels of evidence
(Bayes factor [BF]. 10 for either the null or the alternative hypoth-
esis) concerning the effects of interest. In case the BF did not reach
a sufficient level of evidence, we planned to recruit thirty more partic-
ipants; this turned out to be unnecessary. All participants were English
native speakers, reported no history of neurological disorder or learn-
ing difficulty, and gave their written informed consent before starting
the experiment. This experiment was carried out in accordance with
the ethical guidelines of the Faculty of Arts and Social Sciences at
the University of Zurich, as were Experiments 1 and 2 reported below.

Materials

The lists were constructed in such away that weminimized the pres-
ence of semantic relationships among list items. As the presence of
semantic relationships among items in a list has a large impact on
memory performance, we reasoned that it should be particularly
important to control for it when testing response suppression. The stim-
uli were drawn from a pool of 336 concrete words. The pool was com-
posed of 42 different semantic categories (e.g., motorized vehicles,

body parts, animals, beverages, etc.), with eight words in each seman-
tic category. Each list was built by randomly sampling one item from
five different categories that did not share semantic relationships with
each other. For instance, we avoided sampling from the category
“drinks” (e.g., whiskey) if a word from the category “container”
(e.g., glass) was included in the list. For that purpose, the a priori
semantic relationships between the categories were identified using a
confusion matrix which identified the categories sharing one semantic
relationship, a procedure we used in previous studies (Kowialiewski
et al., 2022, 2023).Wewere concerned that related itemswould be par-
ticularly easy to memorize, which would potentially make them more
difficult to remove. A total of 120 versions of the task were created.
Participants were randomly assigned to one of these versions.

Procedure

Each trial started with the presentation of a five-item list to be
remembered. Words were presented sequentially at the center of the
screen in Courier font. Each word was presented for 1,000 ms,
followed by the next word with no inter-stimulus interval. Directly
after the presentation of the last item, the retrieval phase began.
Participants were asked to perform cued recall. A prompt box appeared
at the center of the screen, along with a number indicating the position
of the to-be-recalled item. Participants were asked to type the word
associated with each position. For instance, given the list to be remem-
bered “cheek, scooter, freeze, son, and nova,” participants could be
asked to recall first the item in Position 3, thus recalling “freeze,” fol-
lowed by Position 5, recalling the word “nova,” and so on until all
items were tested. To validate each response, participants pressed the
“Enter” key of their keyboard. If participants did not know a given
item, they were invited to leave the prompt box empty and move on
to the next item, resulting in an omission error. Participants performed
four training trials. The task is illustrated in Figure 3.

Scoring Procedure

Recall performance was assessed using two scores. First, we used
a strict serial recall criterion, in which an itemwas scored as correct if

Figure 3
Illustration of the Procedure Used in the Pilot Experiment

monkey

ball

…

road

3

Cued recall of words

1,000 ms

nItems = 5

x5

Note. Participants were presented with five items to remember. At
retrieval, participants were cued with a position and were asked to type
theword associated with it. All items were tested once. See the online article
for the color version of this figure.
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recalled at the correct serial position. Second, we computed repeti-
tion errors, which correspond to recalling an item twice in the list
(e.g., recalling “dog, wall, and dog”). This second score is particu-
larly informative for model fitting. Repetitions—more precisely,
their absence—reflect the extent to which an item has been sup-
pressed to remove it from the competition after being recalled.
Therefore, the proportion of repetitions can be used to estimate
response suppression parameters in the computational models.
A high rate of repetition errors means that little suppression occurred,
which should result in a low response suppression parameter.
Conversely, if little to no repetition errors occur, the response sup-
pression parameter should be very high.

Statistical Analysis

We conducted Bayesian analyses using the brms package imple-
mented in R (Bürkner, 2017). We fitted a logistic regression model,
with output position as afixed effect, a random intercept, and a random
effect of output position. To get the strength of evidence for a particular
effect, we performed Bayesian model comparisons using a top-down
testing procedure. We assessed each effect of interest by comparing
the full model to the same model without the effect in question
using the bayes_factor() function provided in the brms package.
All materials, scripts, and code have been made available on Open

Science Framework: https://osf.io/r2avt/.

Results

Recall performance as a function of output position was assessed
using a Bayesian logistic regression model. When comparing the
full model against the full model without the output position effect,
we found decisive evidence (BF10= 4.287e + 63) supporting the
output position effect. We found similar results when repetition
errors were used as the dependent variable (BF10= 2.453e + 28).
As can be seen in Figure 4, recall performance decreased across
output positions, and repetition errors increased across output
positions.

Discussion

We used a cued recall paradigm in which participants recalled
items in random order by giving them positions as cues. We found
clear output position effects on recall performance and repetition
errors. In the next section, we fit a standard model of serial recall
to these preliminary data.

Computational Modeling

Architecture

The computational architecture we used is a standard model of
serial recall including established mechanisms in the literature. An
advantage of thesemechanisms is that they can be expressed in a sim-
ple mathematical form, which allows model fitting using maximum
likelihood estimators. First, items are encoded via a binding mecha-
nism that creates new item–context associations (Henson, 1998b;
Oberauer et al., 2012). Thanks to these item–context associations,
items can be retrieved by cueing them with their positional markers,
as explained in the introduction and illustrated in Figure 1. Second,
the strength of these item–context associations decreases with input

position, following a primacy gradient (Page & Norris, 1998).
Third, after each retrieval attempt, the WM content degrades by
some constant proportion (Cowan et al., 2002; Oberauer, 2003),
causing output interference. Finally, recalling an item results in its
suppression (Lewandowsky, 1999). In the next paragraphs, we
describe these mechanisms in a more detailed manner.

Encoding

Encoding in the model is done via a binding mechanism asso-
ciating items to positional contexts. The target item is maximally
encoded to its positional context. Positional contexts have over-
lapping representations, and this overlap decreases exponentially
with rate P as positional distance increases. Due to positional over-
lap, items are partially associated with other positional markers.
The association strength between the item i and the positional
marker j is:

ai,j = viP
|i−j|, (1)

where vi is the encoding strength for the input position i. The
encoding strength decreases exponentially with each newly
encoded item, generating a primacy gradient (Page & Norris,
1998):

vi = agi−1. (2)

In this formula, α is the peak of the encoding strength, fixed at 1.0
to model the fact that the first item is always maximally encoded. The
γ term is a free parameter which controls the steepness of the primacy
gradient. The lower the value of γ, the quicker the encoding strength
decreases with each newly encoded item. To illustrate the model’s
behavior, Figure 5 displays the association strength of each item to
all positions, using the best-fitting parameters of the first participant
from our preliminary experiment.

Retrieval

Retrieval is modeled as a competitive process between recall can-
didates. In cued recall, the recall candidates are the list items and all
the nonlist items that could potentially be recalled. Activation of list
item i for output position k is described as follows:

Ai,k = b+ ai,j(1.0− d)k−1, (3)

where ai,j is the association strength between the cued position j and
the item i associated with it, as computed in Equation 1. The second
term of the formula scales the strength of the item–context associa-
tion across output positions k via the free parameter δ, which models
output interference. The term β is a free parameter that gives a cons-
tant boost of activation to all encoded items. It represents the general
knowledge that an item was presented in the list. For instance, par-
ticipants might have the general knowledge that the word “beach”
was in the list, independently of where in the list this item was pre-
sented. The β parameter can be interpreted as sustained activation in
the lexicon or semantic memory, in line with the idea that WM relies
on activated long-term memory (Cowan, 1999; Oberauer, 2009).
This base activation, by modulating the activation level of list
items relative to nonlist items (see below), controls the proportion
of extra-list intrusions produced by the model. In addition to the acti-
vation level associated with each list item, nonlist items (AN+1,k) and
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omissions (AN+2,k) have their activation level, thus modeling extra-
list intrusions and omission errors, respectively. Nonlist items have
a base activation level fixed to 0.0, which, when combined with
the exponential version of Luce’s choice rule as described below,
produces a nonnull probability of being recalled. Omission errors
are often modeled by including an omission threshold. If an item’s
activation is above the omission threshold, the item can be recalled.
Otherwise, the item is omitted. Here, we implement this assumption
by treating omission as a retrieval candidate, which has its activation
level θ.2

Recall probability of responding with the candidate i at the output
position k is computed using the exponential version of Luce’s
choice rule:

pi =
exp

( Ai,k

c

)
∑l=N+2

i=1
exp

( Ai,k

c

) , (4)

where c is a noise parameter that controls how deterministic the
selection process is. The lower the c value, the more likely highly
activated candidates dominate the competition over other candidates.

Response Suppression

After an item has been recalled, its activation level is suppressed.
This is done by multiplying its activation (i.e., when computing
Equation 3) by a constant proportion, defined by the free parameter
τ. Following a transposition error, it is not the activation of the target
item which is scaled by τ, but the actually selected item. If no list
item was recalled (i.e., extra-list intrusion or omission error),
response suppression does not occur. The removal and inhibition
mechanisms were implemented the same way, except that with inhi-
bition, response suppression was released after a count of five
retrieval attempts, which models the fact that people track how
many items have been recalled so far and release their inhibition at
once after the count.

Figure 5
Illustration of the Association Strength for Each Item to All Positions
in the Model Fit to the First Participant

Note. See the online article for the color version of this figure.

Figure 4
Results From the Pilot Experiment
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Note. Left panel: Proportion of correct responses out of the total number of responses as a function of output posi-
tion. Right panel: Proportion of repetition errors out of the total number of responses as a function of output position.
Error bars indicatewithin-subject confidence intervals (Baguley, 2012). See the online article for the color version of
this figure.

2 Mathematically speaking, this implementation is strictly equivalent to a
recall threshold because an omission is selected as the response if and only
if the omission threshold is higher than the activation of all other candidates.
We decided to implement omissions this way for convenience.
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In addition to this implementation of response suppression, we also
considered the possibility that response suppression gradually wears off
after each retrieval attempt. Duncan and Lewandowsky (2005) did not
find any evidence that response suppression reduces over time, contrary
to the initial implementation by Henson (1998a, 1998b). However,
what Duncan and Lewandowsky did not consider is the possibility
that the reduction of response suppression is event-based, as opposed
to time-based. This additional implementation is reported in
AppendixA.Whenwefit thismodel to our data, the parameter for grad-
ual reduction of response suppression was estimated to a value at which
response suppression is hardly reduced across output attempts. As a
consequence, the model predictions are the same as for the model pre-
sented above. We therefore decided to keep the implementation of
response suppression simple, not allowing it to wear off.
Note that when fitting the model as described below, response

suppression was applied to items based on the observed responses
produced by participants. For instance, if a person erroneously
recalled the second item in Position 1 in a given trial, response sup-
pression is applied to the second item in that trial, and the likelihood
of all subsequent responses in that trial is evaluated on that basis. A
list of all parameters is provided in Table 1.

Model Fitting

Modelfittingwas done for each participant using individual trials. For
each recall attempt, we computed the probability p of recalling each of
the recall candidates using Equation 4. The log-likelihoodwas then com-
puted using the recall probability of the observed response o:

logL = log( po). (5)

We used the deviance as loss function:

D = −2.0
∑

logL, (6)

where the sum operator applies to all trials and retrieval attempts.
Parameter estimation was done using the Nelder–Mead algorithm

implemented in the Optim package (https://julianlsolvers.github.
io/Optim.jl/stable/) of the Julia programming language (https://
julialang.org/benchmarks/). To avoid that the algorithm would fall
into local minima, each fitting attempt was repeated using 10 differ-
ent starting points in the multidimensional parameter space. These
starting points were randomly selected by sampling values from a
uniform distribution. Only the set of parameters minimizing the
deviance was kept.

Model Assessment: Preliminary Experiment

The first necessary step is to test if response suppression is neces-
sary at all. To do this, we compared two models. The first model was
the model including response suppression as a free parameter. The
second model was the same model with the response suppression
parameter fixed to 1.0 implying no response suppression. As both
the inhibition and removal models could not be distinguished at
this stage (see below), we arbitrarily chose the removal model for
model comparison. The fit of the model i was obtained using the
Akaike information criterion (AIC):

AICi = 2K +
∑

D. (7)

The sum runs over the deviances across all participants and 2K
reflects a penalty term for the number of free parameters. As we fit
the model separately to each participant, the number of free param-
eters that were estimated, K, corresponds to the number of partici-
pants times the number of free parameters of the model. Models
with and without response suppression have seven and six free
parameters, respectively. To obtain the relative likelihood bet-
ween both models, we transformed the AICs into Akaike weights
(Wagenmakers & Farrell, 2004). The difference in AIC between
each model relative to the best model is first computed:

Di(AIC) = AICi −min(AIC). (8)

The relative likelihood for eachmodel is then normalized to obtain
the Akaike weights wi(AIC):

wi(AIC) = exp

{−1
2

[Di(AIC)]

}

∑K
k=1

exp

{−1
2

[Di(AIC)]

}
.

(9)

Both models can then be compared using their Akaike weights:

w1(AIC)
w2(AIC)

. (10)

The model comparison showed that the data were more likely
under the model with than the model without response suppression.
Akaike weights’ ratio between the two models led to a value of
4.163e+ 97. Therefore, the model including response suppression
better accounted for participants’ data.

Output position curves produced by both models are plotted in
Figure 6. As can be seen, the model not including response suppres-
sion produces too many repetition errors compared to what is
observed. Despite this, both models make very similar predictions
in terms of recall performance. Not including response suppression
does not impair memory performance in this model, because repeti-
tion errors are simply a specific case of transposition errors: If
response suppression prevents the model from producing a repetition
error, it produces another transposition error instead, leading to sim-
ilar memory performance as the model without response suppres-
sion, even if producing a different distribution of errors.

Discussion

Using a standard model of serial recall we compared model ver-
sions with and without a response suppression mechanism. The

Table 1
List of Fixed and Free Parameters of the Model

Symbol Role Value

P Positional overlap [0.0–1.0]
α Maximum encoding strength 1.0
γ Steepness of the primacy gradient [0.0–1.0]
β Base activation level [0.0–10.0]
δ Output interference [0.0–1.0]
ω Activation of the nonlist items 0.0
θ Activation of the omission threshold [0.0–10.0]
c Noise parameter used during the selection rule [0.0–1.0]
τ Response suppression [0.0–1.0]

Note. Fixed parameters are indicated by a single value. Free parameters are
indicated by a range.
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model comparison clearly favored the need for response suppression
to accommodate the low rate of repetition errors.
It could be argued that this need for response suppression is

specific to the standard architecture we used to fit the empirical
data. The architecture we used is a model that represents serial
order through position coding, that is, through binding each item
to a content-independent position representation. A model not rely-
ing on position coding, the context retrieval and updating (CRU)
model, has been the object of recent development (Logan, 2021;
Logan & Cox, 2021; Osth & Hurlstone, 2021). The CRU does not
include a response suppression mechanism. Therefore, we tested
whether CRU could solve the problem of repetition errors without
the need for a response suppression mechanism. We report these
additional simulations in Appendix B. To summarize these simula-
tion results, we observed that CRU produces an excess of repetition
errors. We therefore conclude that preventing repetition errors is a
general problem for current models of WM, regardless of the archi-
tecture considered. In the next sections, we describe two experiments
that will allow us to test the removal and inhibition mechanisms.

Experiment 1

The purpose of Experiment 1 is to test the removal and inhibition
mechanisms. We adapted the cued recall paradigm by including a
second burst of retrieval attempts. After recalling all items once, par-
ticipants’ memory for the items was tested a second time. The two
bursts of retrieval attempts were split across two clearly distinct
retrieval phases. The order in which items were cued in the two
phases was different. For instance, given the list “ABCDEF,” partic-
ipants could have been cued a first time in the order “25143,” fol-
lowed by “51324.” From this manipulation, the removal and
inhibition mechanisms make opposing predictions. While the for-
mer predicts that the second burst of retrieval attempts should lead

to a dramatic drop in performance, the latter predicts that participants
should not have difficulties recalling items a second time.

In addition to this scenario, we imagined another plausible out-
come. Participants, being aware that they would have to recall
items a second time, could stop removing once-recalled items
from memory to maximize their performance in the second testing
burst. This scenario is only valid under the assumption that removal
exists. To test this, we included a control condition in which items
were recalled only once. The two conditions were blocked and coun-
terbalanced across subjects. If participants stop removing items from
their WM when required to recall items twice, we should observe
increased repetition errors in the first burst of retrieval attempt in
this condition, as compared to the control condition in which they
know that each item will be tested only once. As a consequence, a
model not including any response suppression mechanism should
now be favored when tested during the first burst of retrieval
attempts.

Method

Power Analysis for Model Comparison

The preliminary experiment included 64 experimental trials and
lasted approximately 1 hr. This preliminary experiment had only
one experimental condition. Experiment 1 included two experimen-
tal conditions: One condition including one burst of retrieval
attempts, and one condition including two bursts of retrieval
attempts. We were concerned that doubling the total number of trials
would make the experiment uncomfortable for participants.
Therefore, to keep the experiment at a reasonable length, we planned
to reduce the number of trials to 30 per condition, resulting in a total
of 60 trials. This reduction of trials comes however with a cost in
terms of statistical power, as intra-individual variability being a

Figure 6
Results From the Standard Model of Serial Recall
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Note. Left panel: Proportion of correct responses out of the total number of responses as a function of output position. Right panel: Proportion of repetition
errors out of the total number of responses as a function of output position. See the online article for the color version of this figure.

KOWIALIEWSKI AND OBERAUER8

T
hi
s
do
cu
m
en
ti
s
co
py
ri
gh
te
d
by

th
e
A
m
er
ic
an

P
sy
ch
ol
og
ic
al
A
ss
oc
ia
tio

n
or

on
e
of

its
al
lie
d
pu
bl
is
he
rs
.

T
hi
s
ar
tic
le
is
in
te
nd
ed

so
le
ly

fo
r
th
e
pe
rs
on
al
us
e
of

th
e
in
di
vi
du
al
us
er

an
d
is
no
t
to

be
di
ss
em

in
at
ed

br
oa
dl
y.



critical factor in within-subject designs (Smith & Little, 2018). To test
to what extent this reduction of trials would have been detrimental to
our modeling approach, we used a bootstrapping procedure. For each
participant, we randomly selected with replacement3 a subset of 30 tri-
als. We then fitted both models based on this subset of trials. This fit-
ting procedure was repeated 1,000 times. For each fit, we performed a
model comparison between the model including the removal, and the
model including no response suppression mechanism following the
same procedure as explained previously. This resulted in a distribution
of relative likelihoods between the model including the removal
mechanism and the model not including it. If 30 trials were sufficient
to replicate what we observed so far, we expected that the distribution
of relative likelihoods between the two models should have had a sys-
tematic bias towards the model including response suppression, indi-
cated by a value.1.0. Figure 7 displays the bootstrapping distribution
of relative likelihoods between the two models on a log scale. As val-
ues on the x-axis are log-scaled, a value of 0 indicates that the two
models cannot be distinguished, and a value above 0 indicates that
the removal model had a higher likelihood than the model without
response suppression. As can be seen, the removal model was almost
always favored (p= .998). Therefore, reducing the number of trials to
30 per experimental condition was sufficient to replicate what we
observed so far.

Participants

We recruited forty young adults aged between 18 and 35 years on
the online platform Prolific. Despite the previous section suggesting
that the study would have already been sufficiently powered with
N= 30, we nonetheless increased the sample size to 40 participants

to compensate for the reduction of trials. In case a BF for a theoret-
ically important effect is between 1/5 and 5, we planned to continue
increasing N until we reach BF, 1/5 or BF. 5, or until we reach a
maximum of N= 80.

Material

The lists were generated the same way as the preliminary experi-
ment, with the exception that only 30 lists were generated. Those 30
lists were used in the condition including two bursts of retrieval
attempts. The lists were then re-used in the condition including
one burst of retrieval attempt, except that their presentation order
was reversed from [1, 2, 3, 4, 5] to [5, 4, 3, 2, 1] to neutralize poten-
tial learning effects while keeping the structure of the whole
sequence equivalent. This way of generating the lists means that
each word was presented twice across the whole experiment: once
in each experimental condition.

The recall orders were generated using the following procedure.
We first generated two bursts of retrieval attempts using the same
constraints as those used in the preliminary experiment, except
that (a) the two bursts of retrieval attempts were always different
from each other (e.g., recall orders such as “15423–15423” were
not allowed), and (b) the same position was never probed twice in
a row, including when transitioning between the first and second
bursts (e.g., recall orders such as “42531–13245”were not allowed).
For each participant, we generated 30 of those recall orders, which
were directly used in the condition including two bursts of retrieval
attempts. Recall order in the condition including only one burst of
retrieval attempt was identical to the condition including two bursts,
except that participants were never tested twice. This way of building
the recall directions ensures that lists are matched in terms of
retrieval difficulty.

Procedure

The procedure was identical to the one used in the preliminary
experiment, with the exception that participants performed the two
experimental conditions (i.e., involving one or two bursts of retrieval
attempts) in separate blocks. Participants were informed before each
block about the recall condition.

In the condition involving two bursts of retrieval attempts, partic-
ipants were not warned that the second burst started. Participants
were presented with the first burst, followed directly by the second
burst without any interruption.

Behavioral Section

This section reports behavioral analyses. The range of theoretical
questions that can be tested using solely the behavioral data is lim-
ited. The modeling approach fills this gap.

We first assessed recall performance (using the strict scoring cri-
terion) as a function of output position (1 through 10) and test occa-
sion (i.e., first test vs. second test), separately the condition including
two retrieval attempts using a Bayesian logistic regression model.
We included output position and test occasion as fixed and random

Figure 7
Bootstrapping Distribution of Relative Likelihoods Between the
Model With and Without Response Suppression
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Note. Values of the relative likelihood were log-transformed for better
visualization. See the online article for the color version of this figure.

3 Bootstrapping with replacement increases the variance compared to sam-
pling without replacement. We chose this option because it is more
conservative.
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effects, as well as random intercepts. We expect a main effect of out-
put position, as demonstrated many times. In addition, if people
remove items after recalling them, we should expect a main effect
of test occasion, with items tested a second time being associated
with poorer recall performance, after taking output position as regres-
sor. This analysis showed that there were two best models: The model
including both the main effects and the interaction, and the model
including only the main effect of the test occasion and the interaction.
Comparison between these models led to ambiguous evidence
(BF10= 1.003).We selected themodel without the main effect of out-
put interference for further comparisons to keep the analyses simple.
Additional comparison showed decisive evidence supporting the
interaction term (BF10= 1.354e+ 10). Further exploration of this
interaction using additional Bayesian logistic regression models
showed that there was decisive evidence in favor of an effect of output
position across Positions 1 through 5 (BF10= 6.033e+ 10) and mod-
erate evidence against it across Positions 6 through 10 (BF01= 7.9).
Finally, we found strong evidence supporting the effect of test occa-
sion (BF10= 21.407). This main effect of test occasion comes from
the fact that recall performance in the second bursts of retrieval
attempt was higher compared to what should be expected under a lin-
early decreasing effect of output position. These results are illustrated
in Figure 8, where we plot recall performance (left panel) and repeti-
tion errors (right panel) as a function of output position and recall con-
dition. As can be seen, recall performance did not substantially
decrease in the second relative to the first test.
Next, we test the possibility that people stop removing once they

are asked to recall items twice, in order to avoid the steep drop in per-
formance that removal would cause for the second recall burst (see
Figure 9, modeling part). According to this hypothesis, there should
be fewer repetition errors across output Positions 1 through 5 in the
condition including one burst of retrieval attempts, as compared to
the condition including two bursts of retrieval attempts. We tested

this using a Bayesian logistic regression model with output position
(1–5), recall condition (recalled once vs. recalled twice), and their
interaction as fixed effects, with the proportion of repetition errors
as the dependent variable. The random effect of output position
and recall type was also included in the analysis, as well as a random
intercept. The best model included the main effect of output position
only. As compared to this model, there was ambiguous evidence
against the effect of the recall condition (BF01= 1.8), and moderate
evidence against the interaction term (BF01= 9.848). These results
are also reflected in Figure 8, right panel.

Model Assessment: Experiment 1

The three models as described above were fitted to the data of
Experiment 1. Each participant was fitted individually to both recall
conditions using the same parameter values, except for the response
suppression parameter which we varied depending on the model.
We identified four models to compare. The first model is the NoRS
(i.e., no response suppression) model, for which response suppression
was fixed to 1.0. The second model is the removal model, for which
one response suppression parameter was fitted across both recall con-
ditions. We labeled this model Removal1 (i.e., removal with one
response suppression parameter). The third model is a variation of
the removal model, in which we used different response suppression
parameters for the conditions involving one versus two bursts of
retrieval attempts. We labeled this model Removal2 (i.e., removal
with two response suppression parameters). The inclusion of this sec-
ond model informs us whether participants adopted a different way to
remove items depending on the recall requirements (i.e., recalling
items once or twice). The last model is the inhibition model, in
which we used only one response suppression value across both recall
conditions. All models were compared to each other after computing
the Akaike weight as described previously. All models along with

Figure 8
Results of Experiment 1
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Note. Left panel: Proportion of correct responses out of the total number of responses as a function of output position. Right panel: Proportion of repetition
errors out of the total number of responses as a function of output position. The red vertical line indicates the separation between the first and second burst of
retrieval attempts. Error bars indicate within-subject confidence intervals (Baguley, 2012). See the online article for the color version of this figure.
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their number of free parameters, AIC values, and Akaike weight val-
ues are listed in Table 2.
We fitted the models to the first bursts of retrieval attempts of both

conditions and used the best-fitting parameters estimated in that way
to generate predictions for the second burst of retrievals in the con-
dition that had a second burst. We computed the AIC and Akaike
weights of each model when tested against the entirety of the data
set, including the second burst of retrieval attempts. Using this
approach, we found that the best-fitting model was the inhibition
model (see Table 2). The model comparison showed that the data
were more likely under the inhibition model than under the model
without response suppression. The Aikaike weights’ ratio between
the inhibition and NoRS model approached infinity. Predictions
from both models are displayed in Figure 9. The inhibition model
fits best for the same reasons as in the pilot experiment: Without a
way to exclude the items that have already been recalled, the
NoRS model necessarily produces an excess of repetition errors.
Next, we compared the inhibition model to both removal models.

Results indicate that the data were more likely under the inhibition

model than the model including one removal parameter (i.e.,
Removal1). Likewise, the data were more likely under the inhibition
model than the model including two removal parameters (i.e.,
Removal2). Both comparisons led to Akaike weight ratios approach-
ing infinity. Predictions from both removal models are displayed in
Figure 10. As can be seen, both models predict a drop in perfor-
mance during the second burst of retrieval attempts, which is not
observed in the empirical data.

Discussion

Results from this first experiment show no decline in recall perfor-
mance during the second burst of retrieval attempts. This pattern of
results was predicted only by the inhibition model and a model
including no response suppression. The model comparison clearly
favored the inhibition model, as it is the only model preventing an
excess of repetition errors. It is worth noting that, in the empirical
data, output interference was virtually absent during the second
burst of retrieval attempts, as shown in Figure 8. In contrast to the
data, all models predict that output interference should still affect
items during the second burst of retrieval attempts. Experiment 2
tests the inhibition account more directly, by using an experimental
setup for which inhibition has less flexibility about what to predict
than for Experiment 1.

Experiment 2

Experiment 2was similar to Experiment 1, except that the two bursts
of retrieval attempts were mixed with each other instead of following
one after the other. This mixing should prevent people from releasing
their response inhibition for all items after the first burst of retrieval
attempts, as there is never a point in the output sequence at which all
items have been tested once, and none have been tested twice. With
the mixing of first and second retrieval bursts, we assume that

Figure 9
Predictions From the Inhibition and NoRS Model, Experiment 1
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Note. The data were fitted using the first five output positions. The red vertical line separates the two bursts of retrieval attempts. NoRS=model without
response suppression. See the online article for the color version of this figure.

Table 2
List of Models, Along With Their Number of Free Parameters and
Associated AIC and Akaike Weight Values

Models Number of parameters AICi Wi(AIC)

NoRS 6 41,230 →0
Removal1 6+ 1 50,509 →0
Removal2 6+ 2 49,806 →0
Inhibition 6+ 1 39,806 →1

Note. AIC=Akaike information criterion; NoRS=model without response
suppression; Removal1=model with one response suppression parameter for
all conditions; Removal2=model with one response suppression parameter
for each recall condition; Inhibition=model with global inhibition as
response suppression.
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inhibition is never released. Consequently, models including the
removal and inhibition mechanisms make identical predictions. Both
predict that peoplewill have difficulties recalling an item a second time.
The design of Experiment 2 allows us to clearly disentangle the

effect of response suppression from output interference at the behav-
ioral level, by matching the output position of items recalled the first
time with the output position of items recalled a second time. For
instance, by comparing output sequences beginning with ABCDC
and ABCBD, we can compare the accuracy in output Positions 4
and 5. In each of these positions, one sequence tests an item for
the first time, whereas the other sequence tests an item for the second
time. Response suppression entails that the item tested for a second
time is less likely to be recalled correctly.
If we find equivalent recall for items tested first and items tested

second, that would be incompatible with the predictions of any
known implementation of response suppression in models of WM.
If this this combination of null effects turns out to be observed, it
simply means that there is something fundamentally wrong with
the way we prevented repetition errors in our models so far.

Method

Power Analysis

To keep the experiment at a reasonable length, we planned to
reduce the total number of trials from 60 to 50. To test if this would
be sufficient to observe an effect of response suppression, we first fit-
ted a Bayesian logistic regression model using the WM model’s pre-
dictions reported in the next section as a data set. The WM model’s
parameters were those obtained when fitting the model to the prelim-
inary data. We then used the predict() function available in the brms
package to generate a new set of data using the fitted logistic regres-
sion model. We considered a total of 40 participants, with 50

experimental trials per participant. Finally, we fitted a new set of logis-
tic regression models to these simulated data. The model comparison
showed decisive evidence supporting the main effect of test occasion
(first vs. second test) onmemory performance (BF10= 2.053e + 102).
We were therefore confident that this experiment was sufficiently
powered to observe the effect of test occasion that is predicted by
both mechanisms of response suppression.

Participants

We recruited forty young adults aged between 18 and 35 years on the
online platform Prolific. In case a BF for a theoretically important effect
is between 1/5 and 5, we planned to continue increasing N until we
reach BF, 1/5 or BF. 5, or until we reach a maximum of N= 80.

Material

The lists were generated the same way as the preliminary experi-
ment. We included a total of 50 lists to keep the experiment at a rea-
sonable length, as described above. Recall order was defined by
random sampling without replacement from the vector [1, 2, 3, 4, 5,
1, 2, 3, 4, 5], with the further constraint that a given item could not
be cued with its positions two consecutive times. This way of con-
structing recall order allowed us to compare memory performance
for items recalled once and twice but sharing the same output position.

Procedure

The procedure was identical to the one described in Experiment 1.
Participants were told during the instructions that they would have to
recall items twice. There was only one experimental condition, in
which participants recalled each item twice in a random order, fol-
lowing the constraints as explained in the Material section.

Figure 10
Predictions From the Removal1 and Removal2 Models, Experiment 1
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Note. The data were fitted on the first five output positions. The red vertical line separates the two bursts of retrieval attempts. Removal1=model with one
response suppression parameter for all conditions; Removal2=model with one response suppression parameter for each recall condition. See the online article
for the color version of this figure.
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Behavioral Section

We assessed recall performance as a function of output position (1
through 10) and test occasion (first, second) using a Bayesian logistic
mixed-effects model. If a form of response suppression exists, we
should find the main effect of the test occasion, with the second test
resulting in poorer recall compared to the first one. If response sup-
pression does not exist, we should find evidence against the main
effect of the test occasion. This analysis showed that the best model
was the model including the interaction term only. As compared to
thismodel, we foundmoderate evidence against the effect of test occa-
sion (BF01= 3.385). These results, displayed in Figure 11, show that
there was no decline whatsoever for items recalled a second time. If
anything, these items were better recalled as compared to the items
recalled for the first time, matched for output position.

Model Assessment: Experiment 2

We performed a model comparison using the same logic as in
Experiment 1. We identified two models: one model without
response suppression, and one model with response suppression,
labeled NoRS and RS, respectively. We compared the two models
through their Akaike weights as described previously. The two mod-
els with their number of free parameters, as well as AIC and Akaike
weight values are listed in Table 3.
We fitted each model to the data from the first recall attempt of

each item and used the best-fitting parameters to compute predic-
tions for the second recall attempt of each item. Akaike weight val-
ues were then computed by testing the model against the entire data
set. Using this approach, we found that the data were more likely
under the NoRS model than under the removal and inhibition mod-
els. The ratio between their Akaike weights approached infinity.
Predictions from these models are displayed in Figure 12. As can
be seen, the NoRS model was favored because it does not predict
a substantial drop in performance for items tested a second time,
contrary to the removal and inhibition models.

Discussion

Results from Experiment 2 showed no decline in recall perfor-
mance for items tested a second time. This pattern of results contra-
dicts the prediction from response suppression mechanisms. This is
the first experiment in which a model not including a response sup-
pression mechanism was clearly favored as compared to models
including a response suppression mechanism.

General Discussion

In WM tasks, participants rarely repeat items they have already
recalled. Models of serial recall typically use response suppression
as a way to prevent an excess of repetition errors (Henson, 1998b;
Lewandowsky, 1999). Through response suppression, items are
removed from memory (Lewandowsky, 1999; Oberauer &
Lewandowsky, 2011; Oberauer et al., 2012) or inhibited (Farrell &
Lewandowsky, 2004; Hurlstone & Hitch, 2015) once recalled.
This leads to the prediction that the second test of an item should
yield impaired memory performance. Contrary to this hypothesis,
we observed that people can recall the same item twice without
loss. Therefore, this study rejects response suppression as a plausible
mechanism.

Should Response Suppression Be Completely Abandoned
in Serial-Recall Models?

The results of this study strongly suggest that response suppres-
sion is not the appropriate mechanism to prevent the presence of rep-
etition errors in models of serial recall. However, its exclusion leaves
us without a way to prevent repetition errors. We identify two poten-
tial solutions to address this problem. The first solution is to find an
alternative mechanism to response suppression which would allow
already recalled items to be discarded from the set of response
options, while remaining in memory. In the next section, we discuss
ideas for how that could work.

In the absence of such an alternative, a second solution is to discard
already recalled items from the competition in an ad-hoc fashion. This
can be done by reducing the item’s activation to zero or some other
low value at retrieval, just as the way it is currently donewith response
suppression. By doing so, researchers should keep in mind that this
should be a temporary solution for a future, yet unknown mechanism.
Such a temporary solution would come in handy when working with
tasks in which items must be retrieved only once. However, as soon as
one implements a design involving multiple testing occasions, this
temporary solution would not work anymore, because it would lead
to impaired recall performance for the second test occasion. In such
a design, the recommendation would be to not include any form of

Figure 11
Results From Experiment 2
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Note. The proportion of correct responses out of the total number of
responses as a function of the output position. Error bars indicate within-
subject confidence intervals (Baguley, 2012). See the online article for
the color version of this figure.

Table 3
List of Models, Along With Their Number of Free Parameters and
Associated AIC and Akaike Weight Values

Models Number of parameters AICi Wi(AIC)

NoRS 6 37,178 →1
RS 6+ 1 52,212 →0

Note. AIC=Akaike information criterion; NoRS=model without
response suppression; RS= any model including a response suppression
mechanism (i.e., inhibition or removal).
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downgrading of recalled items. This would however come at the cost
of predicting an excess of repetition errors. Finding a new mechanism
with these aforementioned constraints is therefore needed, otherwise
WM models would be limited to explain people’s behavior in a
restricted set of experimental paradigms.

Implications for the Ranschburg Effect

People have difficulties reporting the second occurrence of an item,
a phenomenon termed the Ranschburg effect (Harris & Jahnke,
1972). Depending on the assumptions included in models of serial
recall, response suppression can predict a Ranschburg effect, because
the suppression of an item hinders its subsequent recall (Henson,
1998a). In the absence of evidence supporting response suppression,
it is difficult to conceive that the Ranschburg effect is to be explained
by response suppression. In addition to this, some evidence shows that
people can recall multiple occurrences of the same item in a list with-
out compromising overall performance (Cowan & Hardman, 2021), a
result which contrasts with the Ranschburg effect itself. One way to
better understand these contradictions would be to identify the boun-
dary conditions in which a Ranschburg effect can or cannot be
observed. All in all, the present results, alongwith other empirical evi-
dence, suggest that response inhibition is hardly a viable option to
incorporate in models of serial recall.

Alternatives to Response Suppression

When starting this project, we considered an item-specific inhibi-
tion mechanism, rather than one relying on a global release of inhibi-
tion. In this mechanism, an item is inhibited once recalled. When
tested a second time, the item’s inhibition is released. This hypothet-
ical mechanism would allow people to recall items twice in every sit-
uation. This idea, although appealing, has one major flaw. As

inhibition hinders people’s ability to retrieve an item, how can they
know which item they should release inhibition for? Since the item
is inhibited, and therefore inaccessible to memory, we find it difficult
to imagine that people knowwhich item they should release inhibition
for. Unless a good solution for this contradiction is provided, we find
such a mechanism too implausible to be considered.

If items are neither inhibited nor removed frommemory after being
recalled, how can we explain the fact that people rarely repeat an item
they already recalled? One mechanism we envision involves partici-
pants remembering recall events. Following the initial recall, this
memory record could be used during subsequent recall to check
whether a retrieved item is among those already recalled before, and
if it is, reject it before overtly recalling it. In scenarios requiring a sec-
ond retrieval attempt, this record could be used to identify whether the
list position currently tested is among those that have already been
tested before. If so, that would be a reason not to reject an item
even if that item has already been recalled before.

The assumption that people can hold a memory of a recall event
does not currently exist in serial-recall models and warrants future
investigations. One important question to address is how people
could maintain such recall events without overloading WM. One
plausible explanation involves using episodic long-term memory
to store this record. Many studies have shown the role of episodic
memory during some WM tasks (e.g., Rose et al., 2014). If people
use episodic long-term memory to maintain some of the memoranda
during WM tasks, it is also possible that they could use it as a way to
store and retrieve past recall events. However, a recent series of
experiments provides evidence against the involvement of episodic
long-term memory in immediate serial recall tasks (Oberauer &
Bartsch, 2023). An alternative way to keep a record of which
items have already been recalled could be to associate a “recalled”
representation with the position marker of items already recalled.
Every time an already recalled item is accidentally retrieved again,

Figure 12
Predictions From the Removal, Inhibition, and NoRS Models, Experiment 2
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Note. The data were fitted from the first retrieval attempt of each item. NoRS=model without response suppression. See the online article for the color ver-
sion of this figure.
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the “recalled” tag would likely be retrieved with it, providing the
necessary information to a decision process to either reject that
item (in a standard serial-recall task) or accept it (in a situation
where a second recall demand is expected).

Conclusion

We tested response suppression in list-recall experiments involv-
ing multiple retrieval attempts. In contrast to the predictions follow-
ing from response suppression, participants can recall items more
than once without loss. Therefore, an alternative to response sup-
pression is required. One possible alternative is that people store
memories of their recall events, and decide whether to accept or
reject a retrieved item based on these memories.
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Appendix A

Recovery of the Response Suppression Parameter

We implemented an additional mechanism in which response
suppression was modulated in the inhibition model by another free
parameter, R, which progressively reduces the response suppression
value r for the item i after each retrieval attempt k following the ini-
tial response suppression of that item:

Dri = tRk. (A1)

The R parameter ranges between 0.0 and 1.0. When R= .0, response
suppression is removed entirely with the next retrieval attempt. When
R= 1.0, response suppression is never reduced. We fitted the model
including this new mechanism to our pilot experiment. The distribution
of parameter values across individual participants indicates that most
participants had very large values of R, as can be seen in Figure A1.

Using this newly fitted model, we generated predictions
for the two experiments we planned to conduct. Generating
predictions for Experiment 1 gave the following results
(Figure A2).

As can be seen, introducing the possibility that response suppres-
sion wears off did not change the overall qualitative pattern of pre-
dictions, with a dramatic drop of performance in the second burst
of retrieval attempt, just as in the model including the constant
response suppression mechanism (i.e., the “removal model”). The
same pattern was observed when generating predictions for
Experiment 2 (Figure A3).

These new simulations indicate that a gradual recovery of
response suppression is unlikely to change the conclusions from
our planned experiments.

Figure A1
Distribution of the R Parameter Values Across Participants

Note. The model was fit on the data from the pilot experiment. See the
online article for the color version of this figure.
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Figure A2
Model Results

Strict scoring Repetitions
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Note. The model was fit on the data from the pilot experiment. Predictions were then generated based
on the Experimental design planned for Experiment 1. See the online article for the color version of this
figure.

Figure A3
Model Results

Inhibition recover
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Note. The model was fit on the data from the pilot experiment. Predictions were
then generated based on the Experimental design planned for Experiment 2. See
the online article for the color version of this figure.
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Appendix B

CRU Model

In these simulations, we tested whether the CRUmodel could pre-
vent an excess of repetition errors without a response suppression
mechanism. The interested reader can access the mathematical
details of this architecture in Logan (2021).
After closer examination of CRU’s properties, we concluded

that CRU requires a form of response suppression. During the com-
parison process between the current context Cc and the stored context
Cs, CRU includes the previously recalled contexts as part of the
retrieval candidates. Without a way to discard the previously recalled
contexts, CRU will necessarily produce an excess of repetition errors
compared to what is observed in the empirical data. Consider a list to
be remembered as “ABC” in an immediate serial recall paradigm.
After recalling “A,” the model attempts to retrieve the second item.
Given that “A” has been correctly recalled, and β= .6, this gives us
the following dot product for each value i in v (note that a similar fig-
ure can be found in Logan, 2021, Figure 5; Figure B1):

Therefore, when trying to retrieve “B,” the model is equally likely
to erroneously retrieve either “A” or “C.” This property is precisely
the same problem that we illustrated in Figure 1 of the present article.

If we simulate a seven-item list to be remembered in an immediate
serial recall task, using β= .6, it can be seen in the figure below that
without response suppression (left panel), CRU produces a substan-
tial amount of repetition errors. Implementing response suppression
(right panel) prevents repetitions (Figure B2).

These simulations were run using the same choice rule as the one
used in the present article, with a noise parameter c= 0.1. Response
suppression was implemented by scaling the dot product of the
already-recalled items by 0.0. For simplicity, we did not allow omis-
sion and extra-list intrusions, as these simulations were simply run
for illustrative purposes and not actually fitting the model. We con-
clude that response suppression is a necessary mechanism, regard-
less of the computational architecture considered.

Figure B1
Dot Product Between Vectors in the CRU Model When Retrieving the
Second Item

Note. These values were obtained by simulating a three-item list to be remem-
bered. CRU= context retrieval and updating. See the online article for the color
version of this figure.
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Figure B2
Results From the CRU Model

Note. Datapoints from these figures were generated using 100,000 simulated trials. CRU= context retrieval and
updating. See the online article for the color version of this figure.
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