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ABSTRACT

Context. Juno, which studies the Jovian system, continues to expand our knowledge of Jupiter’s magnetosphere and its environment.
Thanks to onboard instruments such as Jupiter Energetic Particle Detector Instrument (JEDI) and Jovian Auroral Distributions Ex-
periment (JADE), in situ measurements have allowed us to derive a realistic representation of charged particle energy distributions
precipitating in the auroral regions. Because of the distance between Juno’s measurement location and the position of impact of the
charged particles, where auroral emissions are produced, these energetic distributions of magnetospheric particles are likely to be
affected by various phenomena such as wave-particle interactions on their way from Juno to the atmosphere. These processes can
accelerate or decelerate the particles, changing their average energies. Hence, the energy distributions of particles measured at Juno’s
altitude are likely different from those at auroral altitudes.
Aims. In this study we develop a UV emission model, combined with an electron transport model, that allows us to relate the auroral
emission spectra of H2 molecules with the energy distribution of impinging electrons.
Methods. Thanks to observations of the Jovian aurora by the Ultraviolet Spectrograph (UVS) on board Juno, we determined the
characteristic energies of electrons precipitating in auroral regions during perijove 32. We modeled the relationship between color
ratio (CR) and the characteristic energy of precipitating electrons. Initially, we considered mono-energetic electron fluxes. In a second
step, we considered fluxes governed by a kappa distribution.
Results. We derived characteristic energy maps for electrons precipitating in Jupiter’s auroral regions. In comparison with similar
previous studies based on Space Telescope Imaging Spectrograph on board Hubble Space Telescope (HST/STIS) observations, we
find that modeling the CR with a mono-energetic distribution leads to a systematic underestimation of the average energy of electrons
precipitating in the auroral regions by a factor of 3-5.
Conclusions. In this study we show that it is possible to derive a more realistic estimate of electron energy flux distributions at auroral
altitudes.
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1. Introduction1

Observations of Jupiter in the UV range have revealed the ex-2

istence of extremely bright polar auroral phenomena. The first3

observational evidence of these phenomena was provided by ob-4

servations of UV emissions from atomic hydrogen (H Lyman-5

α emission) and molecular hydrogen (Lyman band emissions:6

B1Σ+
u → X1Σ+

g and Werner bands: C1Πu → X1Σ+
g ) during the7

flyby of the Voyager 1 spacecraft (Broadfoot et al. 1979). In8

addition, Jovian aurorae have been extensively studied by the9

International Ultraviolet Explorer (IUE) for approximately two10

decades (Clarke et al. 1980; Livengood et al. 1992; Gladstone11

& Skinner 1989; Harris et al. 1996). These observations, in the12

mid-UV range (between 120 nm and 170 nm), have allowed the13

characterization of the power of the aurorae, and also the study of14

their structure, variability, and intensity. Thanks to these spectral15

measurements, the first models of UV auroral emissions were 16

developed (Yung et al. 1982; Gladstone & Skinner 1989). This 17

demonstrated that the direct excitation of molecular hydrogen 18

by electrons and absorption of CH4 below 140 nm could, over- 19

all, reproduce UV auroral spectra well in the range of 120 nm to 20

170 nm. 21

The Hubble Space Telescope (HST) has dramatically con- 22

tributed to the study of Jovian aurorae, thanks to observations of 23

auroral structures by the Faint Object Camera (FOC) (Dols et al. 24

1992; Gérard et al. 1993, 1994; Prangé et al. 1998) and Wide 25

Field Planetary Camera 2 (WFPC2) (Clarke et al. 1996, 1998; 26

Grodent et al. 1997), as well as UV spectral observations by the 27

Space Telescope Imaging Spectrograph (STIS) on board HST 28

(HST/STIS) (Gustin et al. 2002). Despite these numerous stud- 29

ies, the morphology of the Jovian aurora remains very difficult 30

to describe in an exhaustive way as their structure is complex 31
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and includes spatially and temporally variable substructures (see32

Grodent 2015). However, these various observations have made33

it possible to characterize, in a simple way, the morphology of34

Jupiter’s aurorae: the main auroral emissions form a partially35

closed oval, with highly variable structures in the polar region36

inside the main emissions and equatorward emission structures37

outside, including the footprints of Io, Europa, and Ganymede.38

The auroral emission on Jupiter occurs due to the interac-39

tion between its magnetosphere and atmosphere. This interaction40

leads to the precipitation of energetically charged particles along41

magnetic field lines. In these regions, electrons are the primary42

species that precipitate, as stated by Rego et al. (2001). In the UV43

domain [80 nm, 180 nm], Jupiter’s auroral spectral emission is44

dominated by H Lyman-α emission and the de-excitation of H245

molecules by electronic transitions: B 1Σ+
u −→ X 1Σ+

g (Lyman46

bands) and the R1, P, and Q branches of the C 1Πu −→ X 1Σ+
g47

transition (Werner bands). Moreover, this spectral emission is48

strongly influenced by the presence of hydrocarbons in Jupiter’s49

atmosphere, including methane, which mainly absorbs UV pho-50

tons below 140 nm.51

The main studies resulting from the various spectral obser-52

vations of Jupiter’s auroral regions are those concerning the en-53

ergy characterization of the electrons precipitating in these re-54

gions. Although numerous probes have studied Jupiter’s mag-55

netosphere at the spacecraft altitude, such as Voyager (Russell56

1993), Ulysses (Zarka 1998), Galileo, Cassini-Huygens (Hansen57

et al. 2004), and the New Horizon flyby (Krupp 2007), measure-58

ments and observations of magnetospheric plasma have never59

characterized the energy distributions of the electrons that pre-60

cipitate immediately above the polar aurora’s altitudes. There are61

complex processes, such as acceleration by inertial Alfvén waves62

(Hess et al. 2010, 2013; Saur et al. 2018) and by whistler waves63

(Elliott et al. 2018), and ion and electron inverted-V structures64

(Mauk et al. 2017; Clark et al. 2017; Mauk et al. 2018), that alter65

the energy flux distribution of electrons between the altitude of66

measurement and the high-latitude ionospheric regions. Thus, to67

measure the shape of the energy flux distributions of electrons68

precipitating in auroral regions, only low altitude measurements69

can be effective.70

For the present study we used a combination of spectral71

observations and modeling to study these characteristics. The72

method we adopted is phenomenological; it was first proposed73

by Yung et al. (1982) and is based on the far-UV (FUV) color74

ratio (CR) of the auroral H2 emission spectrum. Our aim is to75

take advantage of the wavelength-dependent absorption of au-76

roral emission by hydrocarbons such as CH4, which is the third77

most abundant molecule in Jupiter’s stratosphere (e.g., Moses78

et al. 2005; Hue et al. 2018). Thus, by considering the unab-79

sorbed part of the H2 emission spectrum, we can derive a CR that80

allows us to characterize the energy distributions of the electron81

fluxes that precipitate in these regions, as well as their charac-82

teristic energies. In the case of absorption by methane, this ratio83

is defined by CR =
I(155nm−162nm)
I(123nm−130nm) (Gustin et al. 2013), where84

I(λmin − λmax) =
∫ λmax

λmin
I dλ and I is the spectrum flux intensity85

and where the ranges [123 nm–130 nm] and [155 nm–162 nm]86

represent, respectively, a range absorbed by CH4 and the unab-87

sorbed part of the spectrum. This allows us to infer, for a fixed88

emission angle, that over the range [123 nm–130 nm] increasing89

spectral absorption means that electrons penetrate deeper into90

1 The R branch results from a variation in the rotational quantum num-
ber ∆J = Jini - J f in = +1. The P branch corresponds to the variation ∆J =
-1. The Q branch corresponds to the variation ∆J = 0.

the atmosphere before being thermalized, and are therefore more 91

energetic. This method is very advantageous since it does not re- 92

quire the use of absolute spectra of auroral emission as CR can 93

be measured using only arbitrary units within the same spectra. 94

The relationship between the CR and the characteristic elec- 95

tron energy E0 (CR(E0)) is monotonic, and is modeled using a 96

combination of an electronic transport model and a H2 UV emis- 97

sion model in the auroral regions. This supposes modeling the 98

excitation of H2 molecules by electron collisions, before calcu- 99

lating their de-excitation from rovibrational levels producing UV 100

emissions. Each modeled spectrum allows the CR to be linked to 101

the characteristic energy of the electrons precipitated in the at- 102

mospheric model. Finally, by varying the characteristic energy 103

of the electrons in the transport model, we build the relationship 104

CR(E0), which is compared with the observed CR to estimate 105

E0. 106

Several studies (e.g., Trafton et al. 1994, 1998; Grodent et al. 107

2001; Gustin et al. 2002; Ajello et al. 2005; Gérard et al. 2014; 108

Gustin et al. 2016) have used this technique to characterize the 109

electron energy in auroral regions using HST observations. In 110

most of these studies, the auroral electron transport was modeled 111

by initial mono-energetic, Maxwellian, or kappa phenomenolog- 112

ical flux distributions (see the example by Gustin et al. 2016). 113

However, despite the high spectral resolution of the HST/STIS 114

observations exploited in previous studies, the signal-to-noise ra- 115

tio (S/N) was limited and the spatial coverage of the aurora was 116

partial and highly dependent on the planet’s tilt axis. Thus, it is 117

only since Juno’s arrival (Bolton et al. 2017) and the Ultraviolet 118

Spectrograph (UVS) observations (Gladstone et al. 2017; Bon- 119

fond et al. 2017) that we have had full access to Jupiter’s north- 120

ern and southern local time. In addition, UVS observations are 121

highly spatially resolved near Jupiter’s closest approach, with a 122

spectral resolution of around 0.6 nm–2.4 nm. This allows correct 123

spectral sampling with a better S/N than the HST/STIS observa- 124

tions. 125

In this study we map for the first time the characteristic en- 126

ergy of electrons precipitating in Jupiter’s auroral regions using 127

Juno/UVS observations. We have developed a new UV emis- 128

sion model of H2, inspired by the models of Dols et al. (2000), 129

Gustin et al. (2002) and Menager (2011), in a more optimized 130

version that takes into account nine H2 electronic states includ- 131

ing cascade excitation and auto-absorption in the Lyman and 132

Werner bands. This model is now available for the community, 133

and can be used in every electron transport model. The excited 134

states of H2 are calculated through the outputs of our TransPlanet 135

electronic transport model (Stamnes & Rees 1983b; Gronoff 136

2009; Menager 2011) and Benmahi (2022). Additionally, for the 137

CR modeling, we modeled the electronic transport using mono- 138

energetic initial electron flux distributions and a kappa distribu- 139

tion (Coumans et al. 2002; Scherer et al. 2018) derived from 140

Jupiter Energetic Particle Detector Instrument (JEDI) measure- 141

ments obtained during the first 20 perijoves (PJs) (Salveter et al. 142

2022) of the Juno mission. 143

The outline of our study is as follows. We first describe the 144

electronic transport model and the UV emission model. In the 145

second step, we describe the Juno/UVS observations and ex- 146

plain the mapping of the characteristic energy method. Finally, 147

we present our results and discussions before concluding. 148
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2. Models149

2.1. Electron transport model: TransPlanet150

To simulate electron precipitation in Jupiter’s atmosphere, we151

used the TransPlanet model developed in collaboration with the152

Institut de Planétologie et d’Astrophysique de Grenoble (IPAG).153

This transport code was first created by Lilensten et al. (1989)154

and was modified and improved by Blelly et al. (1996) for appli-155

cation to terrestrial cases (Simon et al. 2007). The model was di-156

versified and adapted to several planets over the years. The core157

of this algorithm was used in Trans-Mars (Witasse et al. 2002,158

2003; Simon et al. 2009; Nicholson et al. 2009), Trans-Venus159

(Gronoff et al. 2007, 2008), Trans-Titan (Lilensten et al. 2005a,b;160

Gronoff et al. 2009a,b), Trans-Uranus, Trans-Jupiter (Menager161

et al. 2010), Aeroplanets Gronoff et al. (2012a,b, 2014), and re-162

cently Trans-Planet (Benmahi 2022). The Trans* code core is di-163

vided into two parts: a kinetic part that calculates the interaction164

of precipitating electrons with atmospheric particles and a fluid165

part that is implemented only in the TRANSCAR and TRANS4166

versions (Lathuillere et al. 1997; Simon et al. 2007), which uses167

a 13-moment fluid closure description, calculating, among other168

parameters, the number density, velocity, heat flux, and plasma169

temperature (of electrons and ions). Thus, in the Trans* version170

we used for this study, there is no fluid part. Compared with the171

various existing electron transport codes, Trans* allows multi-172

stream modeling of electron transport with electron scattering173

over a wide range of electron energies and pitch angles. The174

electronic transport model we use in this study is detailed in175

Appendix A. The uncertainties in that class of models has been176

studied in Gronoff et al. (2012a,b) and highlighted that the cross177

sections are one of the major sources of uncertainties. Efforts178

have been made to improve cross section datasets through the179

Atomic and Molecular Cross section for Ionization and Aurora180

Database (ATMOCIAD) Gronoff et al. (2021) and also through181

comparison with the experimental data Wedlund et al. (2011).182

For this study we modeled electron transport taking into183

account only magnetospheric electron precipitation. Secondary184

electrons resulting from ionization by solar UV radiation are ne-185

glected as their penetration capacity in Jupiter’s atmosphere is186

low and considerably above the homopause of the hydrocarbons187

considered, such as CH4, C2H2, or C2H6.188

The atmospheric model of the auroral region we used to189

model electronic transport is described in Grodent et al. (2001)190

and presented in Fig. 1. This model is 1D, and takes into account191

the majority of neutral species (H, H2, He, and CH4) that pre-192

dominate in Jupiter’s atmosphere. It extends from the tropopause193

at a pressure of ∼100 mbar (altitude ∼100 km above the cloud194

level) to the upper thermosphere (altitude ∼2,300 km above the195

cloud level), corresponding to a pressure of ∼10−9 mbar. The196

initial density of thermalized electrons considered in the model197

is that obtained by Hinson et al. (1998) from radio occultations198

during the Voyager 2 flyby. Because of the limited data available,199

the initial electron temperature is thought to be similar to the200

temperature of the neutral atmosphere. In addition, as the atmo-201

spheric model used is 1D, we do not take into account any spatial202

or temporal variability in the abundance of neutral species in au-203

roral regions, particularly the variability of CH4. Hence, since204

methane is the only tracer used in this study to model CR, any205

variability in its abundance can influence the CR. Thus, in this206

study we consider a homogeneous and steady chemical compo-207

sition in Jupiter’s whole aurora, which probably represents a sig-208

nificant approximation.209

The electron-matter interactions considered in the physics of210

electron transport are the elastic interactions in which total ki-211

Fig. 1. Atmospheric model described by Grodent et al. (2001), which
considers only the neutral compounds (H, H2, He, CH4, and C2H2) that
predominate in Jupiter’s atmosphere. For electronic transport model-
ing, only H, H2, He, and CH4 compounds were considered. For the UV
emission model, spectral absorption by CH4 and C2H2 was taken into
account.

netic energy is conserved, and the inelastic interactions of elec- 212

trons with atmospheric particles illustrated in Table 1. The elas- 213

tic cross sections e+H (Kingston & Walters 1980), e+He (Porter 214

et al. 1987), e+H2 (Muse et al. 2008), and e+CH4 (Davies et al. 215

1989) considered are measured in different energy ranges, which 216

may not entirely cover the energy grid2 ranges needed for the 217

electron transport modeling. For cross sections that do not cover 218

the entire energy grid considered, we used power-law extrapo- 219

lations to fill the gap. Above 400 eV the cross section σ(E) is 220

considered to be proportional to E−0.65 (Wedde & Strand 1974), 221

and above 2.2 keV the cross section is proportional to E−1 (Rees 222

1989). For inelastic cross sections we used the same approach 223

as for elastic collisions. The power-law evolution of these cross 224

sections at high energies makes it possible to use a decreasing 225

logarithmic extrapolation to cover the entire range of the model- 226

ing energy grid. 227

As described in Appendix A, by solving the Boltzmann 228

equation we calculate the electron flux F(z, E) as a function of 229

altitude and electron energy. This flux results from the interac- 230

tion between magnetospheric electrons precipitating in auroral 231

regions and the neutral atmospheric particles considered in our 232

model. To model auroral emission by H2, we used F(z, E) as an 233

initial condition in our UV emission model. 234

2 For kappa distributions, we simulate electron transport in the energy
range [1 eV, 1 MeV]. For mono-energetic distributions, the electron
transport modeling energy ranges are defined by [1 eV, E0], where E0 is
the characteristic or average energy of the mono-energetic distribution
considered.
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Table 1. Inelastic electron collision reactions.

Reactions Products

e− + H −→ H∗ + e−
H+ + 2e−

e− + H2 −→

H∗2 + e−
H+

2 + 2e−
H + H + e−

H+ + H + 2e−

e− + He −→
He∗ + e−

He+ + 2e−

He2+ + 3e−

e− + CH4 →

CH∗4 + e−
CH+

4 + 2e−
CH+

3 + H + 2e−
CH+

2 + 2H + 2e−

2.2. H2 UV emission model235

The R and P branches of the Lyman band of H2 (B 1Σ+
u −→236

X 1Σ+
g ) correspond to the group of rovibrational transitions that237

produce spectral lines with wavelengths in the range [80 nm–238

190 nm]. For the Werner band, in addition to the R and P239

branches, there is a third branch, the Q branch, correspond-240

ing to the rovibrational transitions that produce spectral lines241

in the spectral range [80 nm–160 nm]. There are also other242

transitions in the UV spectrum of H2, at shorter wavelengths,243

arising from the excited levels B′ 1Σ+
u , B′′ 1Σ+

u , D 1Π−u , D 1Π+
u ,244

D′ 1Π−u , and D′ 1Π+
u , and whose spectral emissions are less in-245

tense compared to Lyman and Werner band emissions and lie246

respectively in the wavelength ranges [85 nm–125 nm], [79 nm–247

110 nm], [75 nm–110 nm], [75 nm–110 nm], [78 nm–107 nm],248

and [78 nm–107 nm]. For this study, the H2 UV emission model249

in auroral regions we developed takes into account the excited250

states B,C, B′, B′′,D, and D′, as illustrated here.251

According to the atmospheric model used (molecular abun-252

dances and thermal profile), we begin by calculating the number253

density n(z, X, vi, Ji) at altitude z of the H2 ground state levels.254

Thus, assuming that neutral species are thermalized in the at-255

mosphere, the population of the ground state of H2 follows the256

Boltzmann distribution given by257

n(z, X, vi, Ji) = nH2 (z)
gI(i)(2Ji + 1)e−

Ei
kBT (z)∑

k gI(k)(2Jk + 1)e−
Ek

kBT (z)

, (1)

where nH2 (z) [cm−3] is the density of H2 at altitude z; X, vi, and258

Ji are respectively the ground electronic level ni, and the vibra-259

tional and rotational quantum numbers; gI(i) and Ei are respec-260

tively the degree of degeneracy of the i state and its energy; kB261

is the Boltzmann constant; and T (z) the temperature at altitude262

z. In the denominator, the sum is made over all the rovibrational263

ground state levels of H2.264

An H2 molecule can be excited into a n j, v j, and J j state by265

various processes. It can be excited directly by absorbing a pho-266

ton or by collision with an electron or other atmospheric parti-267

cles. It can also be excited in this state by cascade de-excitation268

from higher states. Unlike models of H2 UV auroral emission269

that use the Born3 approximation to calculate the excitation rates270

of the different excited states of H2 (e.g., Waite et al. 1983),271

3 The Born approximation is applied to collisions in which the energy
of the incident particle is much greater than the energy of the transition.

in our model we calculate the excitation rates of the consid- 272

ered electronic levels through electronic transport by modeling 273

e− + H2 → H∗2 + e− collisions. Transitions from the EF,GK, and 274

HH̄ states to the X1Σ+
g ground state are forbidden due to the se- 275

lection rule on g −→ g transitions, and thus a non-negligible 276

part of the B and C states are populated by these transitions 277

(Liu et al. 2002). In this model we also take into account the 278

excitation of H2 to the EF,GK, and HH̄ states, as well as the 279

cascade populating of the B and C states. Excitation by other 280

collisional processes with neutral particles is neglected because 281

the atmospheric temperature is not high enough to produce UV 282

emission from collisions of H2 molecules with neutral particles 283

(e.g., H2 + H2 = H∗2 + H2). 284

Thus, the volume excitation rate [cm−3s−1] of a rovibrational 285

state j is a linear combination of the direct excitation rate gdirect 286

and the cascade excitation rate gcascad and is given by 287

g(z, n j, v j, J j) = gdirect(z, n j, v j, J j) + gcascad(z, n j, v j, J j). (2)

2.2.1. Direct excitation rate 288

The direct excitation rate of H2 by electron collisions is de- 289

scribed by the following formula: 290

gdirect(z, n j, v j, J j) =
∑

i

n(z, X, vi, Ji)
∫

σi j(E)F(z, E)dE. (3)

Here the indices j and i are used to identify the upper quantum 291

state and the ground state, respectively; F(z, E) [cm−2s−1eV−1] is 292

the electron flux at altitude z with energy between E and E + dE 293

and is modeled by electron transport; σi j(E) [cm2] is the excita- 294

tion cross section of the j level from the i level by collision with 295

an electron of energy E (see Liu et al. 1998), and is given by 296

σi j(E) = 4πa2
0 fi j

R2
y

EEi j

[
C0

(
1
x2 −

1
x3

)
+

4∑
k=1

Ck(x − 1)e−kαx + C5 +
C6

x
+ ln(x)

]
, (4)

where a0 is the Bohr radius, fi j = 1.4992−16A jiE2
i j

2Ji+1
2J j+1 (dimen- 297

sionless) is the oscillator strength of the transition between the 298

i and j levels, and where A ji [s−1] is the Einstein factor of the 299

j → i transition; Ry = mee2

8h2ε2
0

is the Rydberg constant; Ei j is the 300

energy of the transition from the i state to the j state; E is the 301

energy of the incident electron; and x = E
Ei j

. The coefficients Ck 302

and αwere obtained experimentally by Liu et al. (1998, 2003) by 303

fitting the excitation functions of the transitions X1Σ+
g → B1Σ+

u 304

and X1Σ+
g → C1Πu (see Table 2). This parameter was measured 305

for the ungerade (odd) and gerade (even) levels of the excited 306

states B and C (Liu et al. 1998, 2003). However, these factors 307

were not measured for the B′, B′′, D, D′ excited levels, and in 308

this study, following Menager (2011), we consider that these co- 309

efficients are also valid for all ungerade states. 310

2.2.2. Cascade excitation rate 311

Electron collisions populate the g states including the EF,GK, 312

and HH̄ states from the X1Σ+
g ground state. However, since 313
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Table 2. Electronic excitation function parameters Ck and α.

Excitation u levels Excitation g levels
C0 −0.01555195 −

C1 −0.13491574 0.50490267
C2 −0.02691103 −0.22500813
C3 0.32786896 0.24515133
C4 −0.49744809 0.10720355
C5 −0.435 −1.7236746
C6 0.435 −

α 0.17762538 0.20983777

g −→ g are forbidden dipolar transitions, the process of populat-314

ing the g levels differs from that of the u levels. This populating315

is described by the same relationship (see formula 3) as that for316

the u states, but with a different cross section given by317

σik(E) = F(x)FC(vi, Ji, nk, vk, Jk)S r(Ji, Jk), (5)

where i always refers to the ground state and k to the upper g318

state (EF,GK or HH̄), x = E
Eik

, E is the energy of the incident319

electron, and Eik is the excitation threshold of the i −→ k transi-320

tion.321

The function F(x) describes the excitation of the EF state322

from the ground state. This function is given by the formula323

F(x) = πa2
0

Ry

E
C5

C0

C5

(
1
x2 −

1
x3

)
+

4∑
m=1

Cm

C5
(x − 1)e−mαx

+

(
x −

1
x

)]
, (6)

where Cm and α are described in Table 2 for transitions to g324

states.325

F(x) was measured only for the excited EF state. For the326

GK and HH̄ states, Liu et al. (2002) suggested using the same327

excitation function, but multiplying it by a scaling factor to take328

into account the excitation efficiency of the different g states.329

This factor is 0.8 for GK and 0.35 for HH̄.330

FC(vi, Ji, nk, vk, Jk) are the Franck-Condon factors that de-331

scribe the overlap of the wave functions of the i and k states and332

depend on the quantum numbers vi and Ji for the ground state333

and on nk, vk, and Jk for the upper g state. The Franck-Condon334

factors follow the selection rules ∆J = 0,±2 and were calculated335

by Hervé Abgrall and Evelyne Roueff for Liu et al. (2002).336

Finally, the function S r(Ji, Jk) represents the rotational terms337

that were calculated by Abgrall et al. (1999) and adopted by Liu338

et al. (2003), and are given by the following formula:339

S r(Ji, Jk) = βδJi,Jk + (1 − β)
[

3(Jk + 1)(Jk + 2)
2(2Jk + 3)(2Jk + 5)

δJi,Jk+2+

Jk(Jk + 1)
(2Jk − 1)(2Jk + 3)

δJi,Jk +
3Jk(Jk − 1)

2(2Jk − 1)(2Jk − 3)
δJi,Jk−2

]
. (7)

Here δ is the Kronecker parameter and β is an anisotropy param-340

eter for which Liu et al. (2003) recommended a value of 0.6.341

Cascade excitation of the B and C states mainly increases342

emission from the low vibrational levels of B and accentuates343

emission from the C state by a smaller proportion. The cascade344

excitations of the B′, B′′,D, and D′ states are not taken into ac-345

count due to the lack of appropriate data.346

2.2.3. Volume emission rate 347

The discrete volume emission rate η [cm−3s−1] of a transition 348

from a state j to a state i at altitude z is given by 349

η(z, n j, v j, J j → X, vi, Ji) = g(z, n j, v j, J j)
A j→i

Atot
j
, (8)

where Atot
j [s−1] is the total Einstein factor of the upper level ( j) 350

and is given by 351

Atot
j = Acont

j +
∑

j

A j→i, (9)

with Acont
j the probability that level j transmits into the contin- 352

uum. This results in the dissociation of H2 into two fragments 353

with kinetic energy Ec, whose expression is given by 354

Acont
j =

J j+1∑
Ji=J j−1

∫ ∞

0
AEc

j→X,Ec,Ji
(Ec)dEc, (10)

where AEc
j→X,Ec,Ji

(Ec) [s−1eV−1] is the differential probability of 355

dissociation of the j state into two fragments of kinetic energy 356

Ec and quantum number Ji. 357

The Einstein factors for the B → X, C → X, B′ → X, 358

and D → X transitions were calculated by Abgrall et al. (1994) 359

and are available in the MOLAT4 database. Those for transitions 360

B′′ → X and D′ → X were obtained by personal communication 361

from H. Abgrall and E. Roueff (Menager et al. 2010). The differ- 362

ential probability of dissociation AEc
j→X,Ec,Ji

(Ec) are also available 363

in the MOLAT database and were calculated by Abgrall et al. 364

(1997) only for transitions from the B, C, B′, and D states. 365

The differential volume emission rate in the continuum ηcont
λ 366

[cm−3s−1nm−1] comes from excited states above the dissociation 367

threshold of H2. Its intensity at wavelength λ and altitude z after 368

the dissociation of molecules from excited state j to dissociated 369

state i is given by 370

ηcont
λ (z, n j, v j, J j → vi, Ji)dλ =

g(z, n j, v j, J j)
Aλ(n j, v j, J j → vi, Ji)

Atot
j

dλ, (11)

where Aλ(n j, v j, J j → vi, Ji) is the differential probability of dis- 371

sociation of state j, as a function of wavelength λ, and is obtained 372

directly from AEc
j→X,Ec,Ji

(Ec). 373

Quantum transitions n j, v j, J j → ni, vi, Ji can be represented 374

by the wavelength λ which corresponds to the energy of each 375

transition. Thus, by substitution, for discrete transitions we can 376

write η(z, n j, v j, J j → X, vi, Ji) = ηdiscr(z, λ), and for continuum 377

transitions we can write ηcont
λ (z, n j, v j, J j → vi, Ji) = ηcont

λ (z, λ). 378

2.2.4. Auto-absorption 379

When an emitted photon from an excited state of H2 is energetic 380

enough to excite an H2 molecule initially in the ground state, it 381

can be reabsorbed by H2 to emit another photon of lower energy. 382

4 https://molat.obspm.fr/indexFR.php?page=pages/
menuSpectreMol.php
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This self-absorption therefore tends to attenuate the UV emis-383

sion spectrum toward short wavelengths (below 120 nm) and384

amplify it toward low-energy wavelengths. To take account of385

this phenomenon in the model we describe here, we used the re-386

sults of Jonin et al. (2000), who experimentally studied the UV387

spectrum of H2 in the wavelength range [90 nm; 120 nm]. Thus,388

considering the volume emission rate η j→i(z0) at altitude z0 by389

the transition between quantum levels i and j, the volume emis-390

sion rate reaching altitude z is given by391

ηtransmitted
j→i (z) = η j→i(z0)κ j→i(z), (12)

where κ j→i(z) is a dimensionless attenuation factor depending392

on the extinction coefficient ε ji, the column density ζi(z, z0) of393

the quantum state i, and is given by394

κ j→i(z) = 1 −
1

1 + 0.9948(ε jiζi(z, z0))1.44 (13)

with395

ε ji = Ai j
2Ji + 1
2J j + 1

2472 × 10−6λ3
i j

T (z)0.5 , (14)

where λi j is the wavelength of the j → i transition given in cen-396

timeters.397

Thanks to this approach, self-absorbed photons are redis-398

tributed to lower-energy transitions using branching ratios calcu-399

lated with the appropriate Einstein factors. In addition, as most400

of the continuum emission of the excited states of H2 that we401

consider in this study occurs above 120 nm, continuum self-402

absorption is not taken into account in this model.403

2.2.5. Synthetic spectrum404

The flux I(λ) [cm−2s−1nm−1sr−1] of UV emission from the atmo-405

sphere, in the θ direction, at infinite spectral resolution and with-406

out taking into account absorption by hydrocarbons (Ex: CH4,407

C2H2, C2H6, ...) is given by408

I(λ) =
1

4π cos(θ)

∫ ∞

z0

ηtot
λ (z, λ)dz, (15)

where ηtot
λ (z, λ) [cm−3s−1nm−1] is the total differential volume409

emission rate at altitude z, which is the linear combination of410

the differential volume emission rate in the continuum (ηcont
λ (z, λ)411

and the differential volume emission rate of discrete transitions412

(ηdiscr
λ (z, λ)) in [cm−3s−1nm−1]).413

The thermal agitation of H2 molecules having a mass mH2414

leads to the discrete emission lines with a spectral broadening415

defined by416

∆λ

λ
=

√
2kBT
mH2 c2 . (16)

In our atmospheric model, at altitudes of around 400 km417

above the cloud level (average altitude of the auroral emission418

peak according to Bonfond et al. 2015) where the average tem-419

perature is around 600 K (Grodent et al. 2001), the mean spectral420

broadening of H2 emission at 140 nm is around ∆λ ∼ 0.002 nm.421

This Doppler broadening is well below the broadening of the in-422

strumental spectral resolution. In addition, since optical depth is423

very low above 400 km altitude, all spectral lines are optically 424

thin. Thus, to calculate the differential volume emission rate of 425

discrete transitions ηdiscr
λ (z, λ), we used this mean Doppler broad- 426

ening for all the spectral lines considered in our model at all 427

altitudes. Thus, considering the Doppler profile f∆λ(λ) [nm−1] 428

with a full width at half maximum ∆λ representing the mean 429

Doppler broadening in the atmospheric model used, and using 430

the volume emission rate of discrete transitions ηdiscr(z, λ), we 431

have ηdiscr
λ (z, λ) =

∑
λ′ η

discr(z, λ′) f∆λ(λ − λ′). Finally, the syn- 432

thetic spectrum Isynth(λ) is calculated, taking into account the in- 433

strumental resolution ∆λ′ with 434

Isynth(λ) = I(λ′) ∗ g∆λ′ (λ − λ′), (17)

where g∆λ′ (λ) is a Gaussian function with full width at half max- 435

imum ∆λ′ and λ′ is a dummy variable. 436

2.2.6. Hydrocarbon absorption 437

When magnetospheric electrons penetrate deeply enough below 438

the homopause, the emission produced by the de-excitation of 439

H2 is attenuated at certain wavelengths by absorption from hy- 440

drocarbons. The attenuated spectral emission may be given by 441

I(λ) =
1

4π cos(θ)

∫ ∞

z0

ηtot
λ (z, λ)e−τ

tot(λ,z)dz, (18)

where τtot = τCH4 + τC2H2 + τC2H6 + ... is the total optical depth 442

of hydrocarbons considered in the atmospheric model used; z0 443

is the minimum altitude; and τm(z, λ) =
∫ ∞

z nm(z′)σm(λ)dz′ is 444

the optical depth of species m, whose number density is given 445

by nm(z), whose absorption cross section is given by σm(λ), and 446

where z′ is a dummy variable. In this study we used the cross 447

sections of CH4 (Au et al. 1993; Kameta et al. 2002; Lee et al. 448

2001) and C2H2 (Cooper et al. 1995; Nakayama & Watanabe 449

2004; Wu et al. 2001) measured experimentally in the UV range. 450

2.2.7. Comparison with laboratory spectra and validation 451

To validate the H2 UV emission model, we compared our sim- 452

ulations with experimental results from the study of Liu et al. 453

(1995). In this study the authors used a 100 eV mono-energetic 454

electron beam for bombarding H2 molecules and measured the 455

UV emission. The spectral resolution was of about 0.0125 nm in 456

the spectral range [114 nm–170 nm]. In addition, H2 molecules 457

with a density of nH2 = 4.55× 1012 cm−3 were placed in a cell at 458

a pressure of around 0.4 µbar and a temperature of 300 K. 459

To validate our calculations, we compared relative spectra 460

and neglected absolute intensities between the modeled and ob- 461

served spectra in order to avoid the quantity of H2 used in the 462

Liu et al. (1995) experiment. To do this, we considered a thin at- 463

mosphere with a temperature of 300 K, in which we precipitated 464

100 eV mono-energetic electrons (best fit A) in order to match 465

the experimental conditions of Liu et al. (1995) as faithfully as 466

possible. We then followed the same approach by precipitating 467

a Maxwellian electron (best fit B) beam with an average energy 468

of 100 eV. In Fig. 2 we represent this comparison graphically in 469

four spectral ranges (panels i to iv), each spanning 1 nm in order 470

to evaluate the differences at very high spectral resolution. 471

For the rest of the spectrum, our model is in very good 472

agreement with the experimental results. We note that the ampli- 473

tudes of some spectral lines are not perfectly reproduced by the 474
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Fig. 2. Examples of comparisons of modeled synthetic spectra with experimental spectra (red line) obtained by Liu et al. (1995) with a spectral
resolution of 0.0125 nm. The blue line and the dashed green line represent the best fits obtained by precipitating a 100 eV mono-energetic (best
fit A) and Maxwellian (best fit B) electron flux distributions. The four spectral windows shown have a width of 1 nm. In the ii window around
121.567 nm, the Lyman-α line was filtered out.

model. These differences are minimal and are generally caused475

by the inhomogeneity of the electron energy spectrum exciting476

H2 molecules. In reality, the incident electron beam is not per-477

fectly mono-energetic, and not perfectly Maxwellian either. As478

shown in the study by Dols et al. (2000), the variation in the479

energy of the electrons exciting the H2 molecules may have a480

strong effect on some particular spectral lines. This influences481

their widths and amplitudes.482

We also note a spectral shift of around 0.005 nm at some483

wavelengths between model and observation (e.g., between484

123.8 and 124 nm in panel i, between 121.7 and 122 nm in panel485

ii, and between 120.4 and 121 nm in panel iii). According to486

Dols et al. (2000), this shift is caused by thermal expansion of487

the structure of the spectrometer’s sensor during the measure-488

ments by Liu et al. (1995).489

3. Juno/UVS observations490

The aim of the Juno mission, launched in August 2011, is to491

study the planet Jupiter and its environment (Bolton et al. 2017).492

Its insertion into a highly elliptical polar orbit was achieved on493

July 5, 2016, and its first PJ was carried out on August 27, 2016.494

Since then the spacecraft has made several dozen PJs, with a pe-495

riodicity of around 53.5 days during the nominal mission (until 496

PJ37), leading to close flybys of the polar regions allowing us 497

to study the interaction of the magnetosphere with the Jovian 498

atmosphere. Juno hosts several scientific instruments, including 499

the UltraViolet Spectrograph (UVS) (Gladstone et al. 2017). The 500

UVS is specifically designed to study Jupiter’s atmosphere and 501

auroral emissions in the extreme UV (EUV) and FUV domains. 502

The wavelengths ranging from 68 nm to 210 nm are dispersed 503

over a 256 spatial channel × 2048 spectral channel sensor (Davis 504

et al. 2011; Greathouse et al. 2013; Gladstone et al. 2017). The 505

spectrometer’s slit has a dog-bone shape, and is oriented parallel 506

to the axis of the spacecraft’s rotation. This slit has a field of view 507

at the edges of 2.55◦ × 0.2◦ and a spectral resolution of around 508

1.9–3.0 nm, and a field of view at the center of 2◦×0.025◦ with a 509

spectral resolution of ∼1.3 nm (Greathouse et al. 2013). Juno is a 510

spin-stabilized probe with a period of about 30 s. As a result, the 511

UVS slit is scanned across the sky to measure the UV emission 512

spectrum in its field of view including the emission spectrum 513

from Jupiter’s poles (Bonfond et al. 2017). Each detected photon 514

is associated with ancillary information including (latitude, lon- 515

gitude), x and y coordinates on the UVS detector, wavelength, 516

emission angle from the planet. Counts recorded by UVS are 517

converted into physical flux units using the instrument effective 518
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Fig. 3. Integrated non-absorbed (N.A.) UV emission from Jupiter’s auroral regions observed by Juno/UVS during PJ32 in the SIII jovicentric
reference frame. The acquisition time over the northern polar region is 4,282 seconds. At the southern polar region the acquisition time is 14,561
seconds. The plus sign (+) in red represents the average solar longitude during the selected acquisition times for the northern and southern polar
regions individually. Thus, the Sun’s longitudinal path between its mean position during acquisition at the northern hemisphere and the southern
hemisphere is approximately 130◦ westward.

area derived from thousands of stellar observations during regu-519

lar calibration phases (Hue et al. 2019, 2021). This photon list is520

rearranged in latitude-longitude-wavelength data cubes for each521

hemisphere. Latitude and longitude is sampled every 1◦ and we522

used a 0.1 nm spectral sampling that fulfills the Nyquist criterion523

based on UVS spectral PSF. In addition, to increase the S/N of524

the UV emission spectra, we only map photons measured by the525

two UVS wide slits, for which the spectral resolution is around526

2.1 nm (Greathouse et al. 2013), and discarded the photons com-527

ing from the narrow slit.528

For the present study we used spectral data obtained dur-529

ing PJ32, from 2021-Feb-21 16:23:09 UTC to 2021-Feb-21530

22:38:45 UTC, for a total acquisition time of 6.25 hours. This531

dataset includes 1.17 hours acquisition time for the northern po-532

lar region and 4.04 hours for the southern polar region, with533

about 1 hour between acquisitions at the two regions (Juno’s534

passage over the equator). The acquisition time at the south pole535

is naturally longer, due to the inclination of the semimajor axis536

of Juno’s orbit to Jupiter’s equatorial plane. During each 30 sec537

spin, the UVS field of view intercepts Jupiter. Thus, each point538

on Jupiter or on the sky is looked at with an exposure of ∼18 ms539

during one spacecraft spin.540

Figure 3 shows the integrated non-absorbed (N.A.) UV emis-541

sion over the northern and southern polar regions. In order to iso-542

late the auroral photons from the solar emission backscattered by543

the Jovian atmosphere, we established a selection criterion for544

pixels within the aurora (see Fig. C.1). We only selected pixels545

corresponding to UV emission spectra with a signal-to-noise ra-546

tio (S/N) ≥ 3. To evaluate the S/N, we consider the average of the547

unabsorbed part of the UV emission spectrum of H2 in the spec-548

tral range [155 nm; 162 nm] to define the signal. For the noise,549

we estimated it within the same spectral range by subtracting the550

average signal value and calculating the standard deviation.551

The UVS observations are co-added over the acquisition552

time into a large spectral datacube (latitude vs longitude vs553

wavelength), from which the CR CR =
I(155nm−162nm)
I(125nm−130nm) is then cal-554

culated, characterizing the absorption of the UV emission spec-555

trum by CH4. It is important to note that we cannot use the ini-556

tially defined wavelength range at the denominator (i.e., 123– 557

130 nm) because of the uncertain calibration due to the detector 558

degradation, which is due to gain sag on and around Lyman-α 559

in the wide slit region of the detector. Hence, we start at 125 560

nm instead. Polar maps of the CR in the northern and southern 561

hemispheres are shown in Fig. 4. As a consequence of this differ- 562

ent wavelength range, the minimum CR in these maps is about 563

1.8, which is higher than the minimum CR ∼ 1.1 observed by 564

Gustin et al. (2013) and corresponds to an unabsorbed UV emis- 565

sion spectrum. Regarding the maximum CR value, we have an 566

overall CRmax ≈ 30 for both poles. 567

4. Method 568

To map the characteristic energy of primary electrons precipitat- 569

ing in auroral regions, we modeled the CR using the TransPlanet 570

electronic transport model combined with the H2 UV emission 571

model. For these simulations, we considered the Grodent et al. 572

(2001) atmospheric model (an atmosphere of H, H2, He, and 573

CH4) with an altitude range from 100 km (∼1 mbar) to 2300 574

km (∼5.3×10−12 bar) above the cloud level (see Fig. 1). To sim- 575

ulate the electron transport, we used two types of initial elec- 576

tron flux distribution. First, we used a mono-energetic distribu- 577

tion Φ(E, zmax) characterized only by a characteristic energy E0 578

and given by Φ(E, zmax) ∼ δ(E − E0), where zmax represents the 579

altitude at which the initial electron flux is injected into the at- 580

mosphere. In a second step, we used a kappa-type distribution 581

Φ(E, zmax) ∼ fκ(E, 〈E〉) (Coumans et al. 2002) characterized by 582

an average energy 〈E〉 and a κ parameter governing the logarith- 583

mic gradient of the distribution toward high energies. The kappa 584

distribution used in this study is given by 585

fκ(E, 〈E〉) = Q0
4
π

κ(κ − 1)
(κ − 2)2

E
〈E〉

〈E〉κ−1(
2E
κ−2 + 〈E〉

)κ+1 , (19)

where Q0 is the total energy flux and 〈E〉 is given as a function 586

of the characteristic energy E0 by the expression 〈E〉 = 2E0
κ
κ−2 , 587
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Fig. 4. Color ratio of Jupiter’s auroral regions (left: northern hemisphere; right: southern hemisphere) observed during PJ32. The panels show the
CR calculated for each pixel of the UV emission map as defined by Gustin et al. (2016) with CR =

I(155nm−162nm)
I(125nm−130nm) .

with E0 representing the energy of the maximum amplitude of588

the distribution.589

In Fig. 5 we give some examples of kappa electron flux dis-590

tributions. Unlike the Maxwellian distributions used in previous591

electron transport models (e.g., Gustin et al. 2016), this distribu-592

tion extends to higher energies. The value of kappa (κ = 2.5) that593

controls the amplitude of the distribution toward high energies594

and that we use in this study was derived from observed electron595

fluxes by Juno/JEDI during the first 20 PJs (Salveter et al. 2022).596

Hence, this kappa value gives rise to a realistic distribution of597

electron energy flux precipitating in Jupiter’s auroral regions.598

Fig. 5. Examples of kappa distributions with different characteristic en-
ergies. The three examples use κ = 2.5 and Q0 = 10 erg·cm−2·s−1, and
three different characteristic energies: E0 = 1 keV, E0 = 10 keV, and
E0 = 65 keV.

After modeling the electron transport, the resulting Φ(E, z)599

electron flux is used to calculate the excitation rates of H2 be-600

fore simulating the atmospheric spectral emission in a given θ601

direction. Depending on the characteristic energy of the initial602

precipitated electron flux distributions, the electrons penetrate to603

varying depths into the atmosphere. As a result, the UV spectral604

emission of H2 is absorbed to varying degrees by hydrocarbons605

below the homopause.606

In the UV emission model, we considered absorption by607

CH4, which absorbs mainly below 140 nm (see Fig. 6 for the608

optical depth of CH4 and C2H2). We also included absorption by 609

C2H2, whose distribution profile is shown in Fig. 1. This second 610

hydrocarbon absorbs mainly in the spectral range [150 nm–153 611

nm] and in other small ranges below 140 nm (see Fig. 6). This 612

means that longward of 145 nm, only C2H2 can attenuate the 613

UV emission spectrum. However, short of this wavelength, CH4 614

is the major absorber and C2H2 has a weak influence on the am- 615

plitude of the UV spectrum. 616

Fig. 6. Optical depth calculated over the atmospheric column for CH4
and C2H2. The transparent green and cyan bands represent the absorp-
tion spectral ranges used for the CR calculations. For CH4 the absorp-
tion spectral range is considered between 125 nm and 130 nm and for
C2H2 between 150 nm and 153 nm. The transparent magenta band is the
non-absorbed (N.A.) spectral range over which hydrocarbon absorption
was assumed to be negligible.

During PJ32, the close flyby of Jupiter’s poles is such that 617

each point in both polar zones (north or south) is observed with a 618

different viewing angle. Accordingly, each spectrum is measured 619

with a different median θ emission angle (see Fig. C.2). 620

In the next step, for each characteristic energy, we modeled 621

the spectral emission with a spectral resolution of 2.1 nm (com- 622

parable to UVS spectra), varying the emission angle between 0◦ 623

and 80◦. This allowed us to establish the relationship CR(E0, θ), 624

which links the CR, the emission angle, and the characteristic en- 625

ergy of the initial electron flux distribution injected at the top of 626

the modeled atmosphere. With the assumption that the CR(E0, θ) 627

function is monotonic, we could then invert this relationship to 628
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calculate E0 using the CR observed by UVS and the emission629

angle maps.630

In this study we distinguished the CR(E0, θ) relationship in631

the northern and southern hemispheres according to the mag-632

netic dip angle in these auroral regions (see Appendix D.1).633

Thus, for each type of electron flux distribution and for each634

polar region, the relationship CR(E0, θ) is modeled and fitted5635

using the formula D.2 (see Appendix D.2). For the case of mono-636

energetic initial electron flux distribution, the CR(E0, θ) relation-637

ship we modeled is shown in gold in the left panel of Fig. D.2638

for the north pole, and separately in the left panel of Fig. D.3 for639

the south pole. In these same figures, we plot the fit of the rela-640

tionship CR(E0, θ) in green grid lines,6 and we evaluated the un-641

certainty of this fit by plotting the absolute differences between642

the fit and the model for the north and south poles. The mean643

absolute difference is around 0.6, which is comparable to the un-644

certainty of the CR(E0, θ) relationship that we modeled for the645

case of the mono-energetic distribution (see Table D.1).646

For the case of the kappa distribution, the results are shown647

in the right panel of Fig. D.2 for the north pole and in the right648

panel of Fig. D.3 for the south pole, using the same conven-649

tions. The average absolute difference between fits and mod-650

els is around 0.5, which is comparable to the uncertainty of the651

modeled CR(E0, θ) relationship in this case. Whatever the initial652

electron flux distribution, our results shows that neglecting the653

emission angle leads to an underestimation of the characteristic654

energy.655

5. Results and discussion656

In comparison with the CR(E0) relationship modeled by Gustin657

et al. (2016) by precipitating a Maxwellian electron flux, our re-658

sults show that the CR increases about two times faster in the659

case of a mono-energetic distribution. In their model, Gérard660

et al. (2014) also modeled the CR(E0) relationship when pre-661

cipitating mono-energetic electron fluxes. For a fixed θ emis-662

sion angle, our results show that the CR increases about three663

times faster than that of Gérard et al. (2014). This can be ex-664

plained by the fact that the modeling of auroral spectral emission665

in these previous studies is different from our case. In our UV666

emission model we calculate the volume emission rate (VER)667

by considering all the excitation rates of all the rovibrational668

levels (v, J) of the H2 electronic states that we take into ac-669

count. However, in the studies by Gérard et al. (2014) and Gustin670

et al. (2016), the UV emission of H2 molecules is modeled us-671

ing the volume emission rate (VER) obtained directly from the672

cross sections of the interactions e−+H2 → e−+H∗2(B1Σ+
u ) and673

e−+H2 → e−+H∗2(C1Πu) measured by Dalgarno et al. (1999).674

The unabsorbed spectrum is obtained by multiplying the VER by675

a synthetic spectrum of H2 (see Eq. 6 in Gustin et al. 2016). The676

absorbed spectrum is calculated taking into account the abun-677

dance of hydrocarbons in the atmosphere in the same way as ex-678

plained previously. Thus, the differences in calculated CRs are679

mainly due to very small differences in the VER peak altitude680

obtained from these different studies. In addition, the electronic681

transport model used in these previous studies is based on Monte682

Carlo simulations. Compared with our transport model, which683

uses a radiative transfer solver, this could introduce additional684

5 The fitting procedure is detailed in Appendix D.2.
6 In Figs. D.2 and D.3, the green grid lines representing the fit of the
relationship CR(E0, θ) is calculated using the parameters obtained by
Markov chain Monte Carlo (MCMC) fitting in Table D.1 for each case
by using the relationship D.2.

discrepancies in the results. In comparison with the studies that 685

modeled the CR(E0) relationship, we still have a monotonically 686

increasing CR as a function of characteristic energy. 687

5.1. Mapping the characteristic energy using the 688

mono-energetic initial distribution of the electron flux 689

Using the modeled CR(E0, θ) relationship (shown in Figures D.2 690

and D.3), we inverted Equation D.2 to determine E0(CR, θ). We 691

obtained characteristic energy maps E0 from the observed PJ32 692

CR and emission angle maps shown in Figures 4 and C.2, re- 693

spectively. 694

Figure 7 shows the resulting characteristic energy maps for 695

the mono-energetic case in the northern (left panel of Fig. 7) and 696

southern (right panel of Fig. 7) auroral regions. The average es- 697

timated uncertainty on the characteristic energy is derived from 698

the average uncertainty on the CR(E0, θ) modeling presented in 699

table D.1. For the mono-energetic distribution, it is around 6 keV 700

for both auroral regions. At the north pole the estimated maxi- 701

mum characteristic energy is around (150 ± 6) keV in the polar 702

emission region. There are also other peaks with characteristic 703

energies of up to (120 ± 6) keV in the injection zone of the 704

main emission region near the pole. For the south pole the es- 705

timated maximum characteristic energy is around (170 ± 6) keV 706

in the main emission region, with secondary peaks ranging from 707

(90± 6) keV to (150± 6) keV and spread throughout the auroral 708

arc. 709

In the polar emission zone the characteristic energy is low, 710

with a peak of around (60 ± 6) keV. During PJ32 the region of 711

polar emission in the south was not very bright. This may be due 712

to exceptionally low-energy electron precipitation or it could be 713

due to exceptionally low electron flux in general, which does 714

not produce strong UV emission. For other PJs (e.g., PJ4, PJ5, 715

PJ8, PJ13, PJ14), the polar emission region in the south pole was 716

relatively bright, and its spectral emission was largely detectable 717

by UVS (Greathouse et al. 2021). 718

We also observed that there is no similarity between the char- 719

acteristic energies of the auroral regions connected by the mag- 720

netic field lines between the north and south poles. This seems, at 721

first order, to indicate a different electronic precipitation between 722

the two auroral regions. However, the overall range of energies 723

along the auroral ovals appears to be similar. 724

In our modeling of the CR(E0, θ) relationship we did not take 725

into account the width of the horizontal extension of the auroral 726

emission resulting from main emissions and Io’s magnetic foot- 727

print (Bonfond et al. 2009). Thus, the energies inferred in the 728

very narrow regions bordering the auroral ovals are not usable. 729

In consequence, the results presented here are not valid for the Io 730

footprint region. In addition, we did not take into account the SIII 731

longitudinal motion of Io’s footprint during the acquisition times 732

in the northern and southern auroral regions. This could signif- 733

icantly decrease the emission and the CR of Io’s footprint. Fur- 734

thermore, according to Bonfond (2010), the average energies of 735

electrons precipitating in this region are around 1–2 keV, which, 736

according to our model, cannot be detected. For electrons with 737

energies below 5 keV, the CR ratio produced is minimal because 738

they cannot penetrate deeply enough below the CH4 homopause. 739

5.2. Mapping the characteristic energy using kappa initial 740

distribution of the electron flux 741

In the same way as for the case of the mono-energetic distribu- 742

tion, we also derived characteristic energy maps for kappa distri- 743
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Fig. 7. Characteristic energy maps E0 obtained from the CR(E0, θ) relationships (see Figures D.2 and D.3) modeled for the case of an initial
mono-energetic electron flux distribution, and from the CR observed during PJ32, at the north (left panel) and south (right panel) poles. Iso-energy
lines are defined for values of 1 keV, 5 keV, 10 keV, in steps of 20 keV between 10 keV and 300 keV, and then in steps of 100 keV between 300
and 900 keV.

Fig. 8. Characteristic energy maps E0 obtained from the CR(E0, θ) relations (see Figs. D.2 and D.3) modeled for the case of an initial kappa
electron flux distribution, and from the CR observed during PJ32, at the north (left panel) and south (right panel) poles. Iso-energy lines are
defined in the same way as in Fig. 7.

butions of electrons precipitating in the auroral regions. Figure744

8 displays the characteristic energy maps for the northern and745

southern polar regions (left and right panels of Fig. 8, respec-746

tively). The mean energy uncertainty of these maps is estimated747

around 4 keV for both auroral regions. At the north pole the748

maximum characteristic energy is around (40 ± 4) keV in the749

polar emission region. In the main emission regions we obtained750

a maximum characteristic energy of around (10 ± 4) keV. At the751

south pole we obtained peaks between 30 and 50 keV in the main752

emission oval.753

The characteristic energy maps in Figures 7 and 8 cannot be754

directly compared. In the case of a mono-energetic distribution,755

the characteristic energy is identical to the average energy of the756

distribution, whereas for the kappa distribution E0 represents the757

energy of the distribution peak. In the energy maps shown in758

Fig. 8, each pixel represents a kappa distribution described by 759

a characteristic energy E0 and a parameter κ = 2.5. Therefore, 760

only the average energy of the kappa distribution can be used 761

for comparison with a mono-energetic distribution. For a Kappa 762

distribution, the conversion from characteristic energy to mean 763

energy can be obtained from the relation 〈E〉 = 2E0
κ
κ−2 . 764

Figure 9 represents the corresponding mean energy maps of 765

electrons precipitating in the auroral regions for the case of a 766

kappa distribution in the north (left panel of Fig. 8) and in the 767

south (right panel of Fig. 8). The mean energy 〈E〉 being propor- 768

tional to 2 κ
κ−2 , for a parameter κ = 2.5 its value is therefore ten 769

times larger than the characteristic energy. The uncertainty on 770

the energies is also ten times larger. Comparison with the maps in 771

Fig. 7 shows that the spatially averaged mean energy of electrons 772

precipitating in auroral regions is significantly underestimated 773
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Fig. 9. Maps of the average energy 〈E〉 defined in Eq. 19 and given by the formula 〈E〉 = 2E0
κ
κ−2 . These maps are calculated for the north (left

panel) and south (right panel) poles directly from the maps in Fig. 8. The iso-energy lines are defined as for Figures 7 and 8 and with the same
color bar normalization.

when the CR(E0, θ) relationship is modeled by mono-energetic774

distributions. However, for a fixed emission angle (θ = 0◦) we775

compared the CR(〈E〉) relationship, at low energies, between the776

two cases of electron flux distribution precipitating in auroral re-777

gions (see panel c in Fig. D.4). We found that the CR(〈E〉) re-778

lationship obtained for the case of a mono-energetic distribution779

overestimates the mean electron energy below 〈E〉 = 90 keV.780

Above 90 keV, the energy of precipitating electrons is under-781

estimated by the mono-energetic distribution assumption. This782

value of 〈E〉 = 90 keV, which represents the intersection between783

the two CR(〈E〉) relationships (obtained for the case of a mono-784

energetic electron flux distribution and for the case of a kappa785

distribution), seems to be linked to the atmospheric model used786

and particularly to the CH4 homopause considered (see panel c787

in Fig. D.4).788

Previous studies that modeled the relationship between the789

mean energy of precipitating electrons and CR in Jupiter’s auro-790

ral regions obtained mean energy maps that differ from our re-791

sults. In the case of Gérard et al. (2014), the mean-energy maps792

were based on HST observations from January 2014 and con-793

sidered mono-energetic distributions of electrons precipitating794

in the atmospheric model described by Grodent et al. (2001).795

Gérard et al. (2014) obtained mean energy peaks of up to 500796

keV in the northern polar emission region, which is comparable797

to the energy peaks we obtained in the case of a kappa distribu-798

tion (see Fig. 9). However, this agreement should be qualified by799

the fact that these observations were obtained almost ten years800

apart and may be very different. Moreover, auroral fluctuations801

in UV-auroral emission brightness can be significant even over802

relatively short periods of time. Similarly, the Gustin et al. (2016)803

energy measurements cannot be directly compared with our re-804

sults since they used observations obtained several years after805

PJ32.806

Furthermore, we compared the average energies obtained in807

our study with the in situ measurements conducted by Mauk808

et al. (2020) using the JEDI instrument during PJs 4, 6, 7, and809

10 of the Juno mission. However, the JEDI measurements by810

Mauk et al. (2020) for each PJ cover only a minimal fraction of811

the polar regions associated with the intersection of Juno’s foot-812

print and the auroral emission oval in the northern and southern813

auroral regions. We evaluated that the average energies of elec- 814

trons precipitating in these auroral regions, measured by JEDI at 815

Juno’s altitudes, range between 150 and 300 keV. In comparison 816

with the results of our study, where we consider kappa distribu- 817

tions for precipitating electrons, we observe energies distributed 818

between 100 and 200 keV in approximately 70% of the auroral 819

region (either north or south), with peaks reaching up to 600 keV 820

in the remainder of these zones. Thus, the mean energies derived 821

at auroral altitudes are generally of the same order as the re- 822

sults obtained by Mauk et al. (2020). However, at this stage, it is 823

premature to draw a definitive conclusion regarding the compar- 824

ison between our results and the measurements of electron en- 825

ergy distributions conducted by Mauk et al. (2020). The auroral 826

emission maps used to derive the mean energies of precipitating 827

electrons are integrated over several hours, whereas JEDI mea- 828

surements are almost instantaneous. Moreover, given the rapid 829

dynamics of polar regions, including phenomena like short-lived 830

bright flares and local temporal variations, it is challenging to go 831

beyond a comparison of orders of magnitude. This comparison 832

thus requires a more in-depth analysis, which will be the subject 833

of further study. 834

In the present study, and in previous similar studies (e.g., 835

Trafton et al. 1994, 1998; Gustin et al. 2002; Ajello et al. 2005; 836

Gérard et al. 2014; Gustin et al. 2016), the CR(〈E〉) relationship 837

is modeled by considering a 1D atmosphere model assuming a 838

constant homopause throughout the auroral regions, which is a 839

very approximate hypothesis. Hydrocarbon abundances in auro- 840

ral regions are expected to be influenced by the precipitation of 841

magnetospheric charged particles. Recent observations of these 842

abundances (e.g., Sinclair et al. 2018) demonstrate that the spa- 843

tial distribution of the main hydrocarbons in the auroral region is 844

inhomogeneous. The maximum molar fraction variability factor 845

in the auroral region is around 1.2 for C2H2, 1.1 for C2H6, and up 846

to 1.3 for C2H4 at 0.01 mbar pressure only in the north pole (see 847

Sinclair et al. 2018). For the southern auroral region the variabil- 848

ity is also significant, and differs from that of the north. As CH4 849

photolysis is one of the sources of production of these different 850

hydrocarbons, this suggests that the altitude of its homopause is 851

also variable in the auroral regions. This may impact the esti- 852

mates of the average energy of electrons precipitating in these 853
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regions. To evaluate this impact, we modeled the CR(〈E〉) rela-854

tionship using two different CH4 abundance profiles based on the855

A and C eddy diffusion models of Moses et al. (2005) and Hue856

et al. (2018). These profiles are not representative of CH4 auro-857

ral abundance, but have a higher homopause compared with the858

atmospheric model of Grodent et al. (2001) (see panel a in Fig.859

D.4). Using this approach, the results obtained (Fig. D.4 shown860

in Appendix D.3) suggest that, depending on the CH4 abundance861

profile used in our atmospheric model, the CR(〈E〉) relationship862

increases more rapidly or less rapidly as a function of 〈E〉, as863

shown in Fig. D.4. The consequences of this variability for the864

average energy map determination may also be significant. How-865

ever, this issue is beyond the scope of this article, and is left to a866

future investigation.867

6. Conclusions868

The present study is a further step forward in the investigation869

of electron energies precipitating in Jupiter’s auroral regions. In-870

spired by Dols et al. (2000), Gustin et al. (2002) and Menager871

(2011), we developed a new model of UV emission from H2872

in Jupiter’s auroral regions and adapted it to Juno/UVS obser-873

vations. This model is more complete than previous studies. It874

takes into account nine electronic states of the H2 molecule,875

and we combined it with the TransPlanet electronic transport876

model (Stamnes & Rees 1983b; Simon et al. 2007; Gronoff877

2009; Menager 2011; Benmahi 2022). The H2 auroral emission878

model was validated by simulating UV emission spectra at very879

high spectral resolution and comparing it with the results of Liu880

et al. (1995). The modeled UV spectra between 125 nm and 170881

nm are compared with some of the emission spectra observed882

by UVS. The fit results are in good agreement with the obser-883

vations (see Figures B.1 and B.2 in Appendix B) except in the884

wavelength range between 140 nm and 150 nm where the mod-885

eled spectra are more intense because we only take into account886

absorption by CH4 and C2H2. Between 150 and 153 nm, absorp-887

tion by C2H2 is not strong enough for a good fit of the UVS888

spectra shown in Figures B.1 and B.2. This suggests that the889

C2H2 abundance profile we used in this study is underestimated890

in Jupiter’s auroral regions. We did not include absorption by891

C2H6 because we do not have an auroral abundance profile for892

this chemical species. However, as demonstrated in Gustin et al.893

(2016), C2H6 absorbs in the interval [140 nm–150 nm] and in-894

fluences the amplitude of the spectrum when electrons reach the895

homopause, typically for average energies above 20 keV.896

Thanks to Juno/UVS observations during PJ32, we mapped897

the CR at the north and south polar regions and used them to898

map the energy of precipitating primary electrons. The relation-899

ship CR(E0, θ) was modeled taking into account the emission900

angle at each observed point in both auroral regions. We used901

the atmosphere model of Grodent et al. (2001) and considered a902

constant homopause throughout the auroral regions.903

In the northern and southern auroral regions, using the904

JRM33 magnetic field model (Connerney et al. 2022), we found905

that the magnetic dip angle varies between ψ ∼ 60◦ and ψ ∼ 80◦.906

As the penetration depth of electrons precipitating in these re-907

gions is influenced by the magnetic dip angle, this has an im-908

pact on the CR. We modeled the CR(E0) relationship for small909

variations in ψ and found a small influence. This allowed us to910

consider only the median value of ψ in each auroral region for911

our modeling, in order to distinguish between the modeling of912

the CR(E0) relationship in the north and south.913

Modeling of the CR(E0, θ) relationship was carried out by914

considering mono-energetic initial electron flux distribution and915

kappa distribution (κ = 2.5). This allowed us to compare re- 916

sults from previous works to those obtained with a more realistic 917

broadband population. We found that when considering a mono- 918

energetic distribution, the average energy of electrons precipitat- 919

ing in auroral regions is globally underestimated by a factor of 3 920

to 4. We also found that at low energies (below ∼100 keV), the 921

CR(〈E〉) relationships intersect (see panel c in Fig. D.4). Thus, 922

below 〈E〉 = 90 keV, the average electron energy is overesti- 923

mated if the mono-energetic hypothesis is used to infer the mean 924

energy of a broadband population. Above 90 keV, the energy of 925

electrons precipitating into auroral regions is underestimated. 926

Our results clearly demonstrate the importance of consider- 927

ing broadband distributions representative of the actual particle 928

observations (e.g., Salveter et al. 2022) and modeled here as a 929

kappa distribution when modeling the CR relationship as a func- 930

tion of the average energy of electrons precipitating in auroral 931

regions. The average energies inferred by this method under the 932

above-mentioned hypotheses for the atmospheric composition 933

profile lie in the 300–500 keV range in the polar emission re- 934

gion of the north. In the main emission zones we found average 935

energies up to 550 keV, with peaks along the auroral oval. In the 936

outer emission regions the average energies lie between 5 and 937

50 keV. In the south the polar emissions are much fainter (see 938

also Greathouse et al. 2021) with a mean energy peak of about 939

100 keV. In the main emission regions we found several average 940

energy peaks from 150 keV to 600 keV. 941

Finally, thanks to this study, our work can be readily applied 942

to mapping the average energy of auroral electrons for all Juno 943

mission PJs. This will allow us to establish a temporal map of 944

the electron energies precipitating in these regions. We also aim 945

to improve this study by taking into account the meridional and 946

latitudinal variabilities of the CH4 homopause. 947
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Appendix A: Description of the electron transport1198

model (TransPlanet)1199

In the context of the modeling work we performed for this study,1200

we focused on the kinetic part of the code. This part calcu-1201

lates the ionization rates, atmospheric particle excited states, and1202

emission rates caused by solar ultraviolet flux and the precipita-1203

tion of magnetospheric electrons. The energy deposited by elec-1204

trons when they interact with atmospheric particles is often mod-1205

eled using two different approaches: the continuous loss approx-1206

imation (Yung et al. 1982; Gérard & Singh 1982; Waite et al.1207

1983; Singhal et al. 1992) and the discrete loss approximation1208

(Kim et al. 1992; Perry et al. 1999). Contrary to other models1209

that use these types of approximation, the Trans* code describes1210

the interaction between suprathermal electrons and neutral at-1211

mospheric particles by self-consistently solving the dissipative1212

Boltzmann equation. Likewise, the originality of the Trans-*1213

solvers is that they are based on a radiative transfer solver, called1214

DISORT (Stamnes et al. 1988). This is in sharp contrast with1215

Monte Carlo transport models, and results in an accrued compu-1216

tation speed.1217

Boltzmann’s equation describes the interactions between1218

particles in a gas. This equation models binary collisions be-1219

tween solid spheres interacting at short distance. It also takes1220

into account the discrete aspect of the energy loss that occurs1221

with each collision. The secondary electrons produced during1222

ionization by collisions between precipitating primary electrons1223

and atmospheric particles are also taken into account using this1224

equation, and are included in the suprathermal flux. All these1225

interactions are therefore governed by the elastic and inelastic1226

scattering cross sections of the electrons, thanks to the Boltz-1227

mann equation, extensively described and detailed by Stamnes1228

& Rees (1983b), Gronoff (2009), Menager (2011), and Benmahi1229

(2022).1230

Electrons precipitating into the atmosphere are represented1231

by the distribution function f (r, v, t) in phase space, where r, v,1232

and t represent spatial position, velocity, and time, respectively,1233

and f is given in cm−6s2. Thus, the evolution of the distribution1234

f is given by the nonconservative Boltzmann equation1235

∂ f
∂t

+ v ·
∂ f
∂r

+
∂

∂v

(
f X
me

)
= Q, (A.1)

where Q represents a source function describing the electrons1236

produced at position r, velocity v, and time t; me is the elec-1237

tron mass; and X is an external force applied to electrons in1238

state (r, v). In this electron transport model, the X function is1239

described by1240

X = −neL(E)
v
v
, (A.2)

where the function L(E) describes the interaction by friction1241

of thermalized electrons with suprathermal electrons, ne is the1242

number density of thermalized electrons, E is the energy of a1243

suprathermal electron, and v = ‖v‖ is its velocity. Thus, the non-1244

conservative nature of the Boltzmann equation arises from the1245

nonconservative force X. Trans* codes use the continuous fric-1246

tion function L(E) proposed by Swartz et al. (1971) and estab-1247

lished by Schunk et al. (1971) and Schunk & Hays (1971) to de-1248

scribe Coulomb interactions and Cerenkov emission. This func-1249

tion was therefore recommended by Stamnes & Rees (1983a) for1250

the Trans* models.1251

In order to solve this equation, it is useful to reduce 1252

it to an equation relating to the flux I (which is given in 1253

cm−2s−1eV−1sr−1) by replacing the suprathermal electron dis- 1254

tribution function f by the variable change I(r, E,u, t) = 1255
v2

me
f (r, v, t), where E = 1

2 mv2 is the kinetic energy of the elec- 1256

trons and u = v
v is their direction. Thus, the equation becomes 1257

1
v
∂I
∂t

+
v
v
·
∂I
∂r
− ne

∂

∂E
(L(E)I) =

v2

me
Q. (A.3)

In the case of a plane-parallel geometry and assuming a sta- 1258

tionary state, equation A.3, which represents the flux I along a 1259

magnetic field line B, becomes 1260

µ
∂I(τ, µ, E)
∂τ(z, E)

=

− I(τ, µ, E) +
ne(z)∑

k nk(z)σtot
k (E)

∂

∂E
(L(E)I(τ, µ, E))

+ D(z, µ, E) + P(z, µ, E), (A.4)

where µ is the cosine of the angle between the magnetic field 1261

line and the direction of electron propagation, nk(z) [cm−3] is the 1262

concentration of the atmospheric species k at altitude z, σtot
k (E) 1263

[cm2] is the total collision cross section between an electron and 1264

the species k at energy E, σtot
k (E) is also the sum of the elas- 1265

tic and inelastic collision cross sections, and τ is a dimension- 1266

less quantity representing the electron scattering depth (simi- 1267

lar to the optical depth in radiative transfer) defined by τ(z) = 1268∫ zmax

z

∑
k nk(z)σtot

k (E) dz
µ

. P(z, µ, E) [cm−2s−1eV−1sr−1] is a source 1269

term for the primary electron flux introduced into the atmosphere 1270

in the (µ, E) state at altitude z; this term includes incident magne- 1271

tospheric electrons as well as photoelectrons produced by ioniza- 1272

tion caused by solar UV using a Beer-Lambert law of radiation 1273

absorption in the atmosphere. D(z, µ, E) [cm−2s−1eV−1sr−1] is a 1274

scattering term representing secondary electrons resulting from 1275

inelastic electron collisions between a primary electron and an 1276

atmospheric particle, as well as primary electrons whose energy 1277

has been dissipated by their interactions with atmospheric parti- 1278

cles. 1279

Appendix B: Examples of UVS spectra fitting 1280

From the PJ32 spectral cube, we selected two small auroral 1281

zones in the main emission region between 50◦N and 60◦N and 1282

in the outer emission region at around 70◦N and 125◦W. In these 1283

two regions, the median emission angles are respectively about 1284

20◦ and 45◦. In Figures B.1 and B.2, we plot in red the UV emis- 1285

sion spectra averaged over each of the selected regions. The mea- 1286

sured CR ratio is around 5.5 in the main emission region and 3.7 1287

in the outer emission region. 1288

Using an initial mono-energetic electron flux distribution, we 1289

modeled the emission spectrum to obtain the same CR as the ob- 1290

served spectrum for each selected region. For the main emission 1291

region, we used a mono-energetic distribution with an average 1292

energy of 90 keV to reproduce the emission spectrum in blue 1293

(Fig. B.1) with a CR of around 5.51, which represents the best 1294

fit. For the outer emission region, we obtained the best fit by 1295

modeling the UV emission spectrum using a mono-energetic dis- 1296

tribution with an average energy of 75 keV and a CR of around 1297

3.52. 1298

However, depending on the spectral resolution of an obser- 1299

vation, the emission spectrum can be fitted using any initial flux 1300
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distribution in the electron transport model. On the other hand,1301

at very high spectral resolution (typically ∼0.0125 nm), the en-1302

ergy signature of electrons on spectral lines below 110 nm is1303

visible, and the choice of initial electron flux distribution will1304

result in drastically different emission spectra. This implies that,1305

in this case, there are extra free parameters that we are unable1306

to control in order to constrain the type of initial electron flux1307

distribution in auroral zones. Thus, only in situ measurements of1308

electron energy spectra can provide an answer to this problem.1309

Fig. B.1. Examples of spectral fit (in blue) of a spectrum observed by
Juno/UVS (in red) in a small region of the main emission in the southern
arc of the northern auroral oval between 60◦N and 50◦N latitude. The
median emission angle is around 20◦, the observed CR is 5.50 and the
spectral resolution is around 2.3 nm.

Fig. B.2. Examples of spectral fit of a spectrum observed by Juno/UVS
in a small region of the outer emission in the northern auroral oval
around position 70◦N and 125◦W SIII. The median emission angle is
around 45◦, the observed CR is 3.73 and the spectral resolution is esti-
mated at around 2.3 nm.

Appendix C: Regions of auroral emission and1310

viewing angle maps1311

In Fig. C.1 the magenta dots represent the pixels selected by our1312

S/N criterion, and thus represent UV emission from the auroral1313

region at the north pole. In the same way as above, we also used1314

this selection criterion to isolate the auroral emission from the1315

southern region.1316

Figure C.2 displays maps of the emission angles observed by1317

UVS in the north and south polar regions. These emission angles1318

range from 0◦ to 50◦ in the south pole, and up to 80◦ in the north1319

pole.1320

Fig. C.1. Isolated UV emission from Jupiter’s auroral region, observed
during PJ32 at the north pole by Juno/UVS. The magenta dots represent
UV emission spectra where the unabsorbed part of the spectrum has a
S/N ≥ 3.

Appendix D: Modeling of CR relationship 1321

Appendix D.1: The dip magnetic angle and its impact on CR 1322

modeling 1323

The modeled CR as a function of the initial energy distribution of 1324

the precipitating electrons is shown in Fig. D.1 for a fixed emis- 1325

son angle θ = 0◦. These results assume a mono-energetic initial 1326

electron flux distribution (Fig. D.1 left panel) and a kappa dis- 1327

tribution (Fig. D.1 right panel). In the case of a mono-energetic 1328

distribution, the CR is modeled using 14 characteristic energy 1329

points ranging from 1 keV to 220 keV. In the case of a kappa 1330

distribution, we modeled the CR with only ten characteristic en- 1331

ergy points ranging from 1 keV to 85 keV. We did this because 1332

the CR increases more quickly than in the mono-energetic case 1333

due to the broadening of the kappa distribution at high ener- 1334

gies. The total precipitation flux for both distributions was set 1335

to Q0 = 1 erg cm−2s−1 for all electron transport simulations. 1336

Electrons precipitating into the atmosphere are guided by 1337

magnetic field lines. Depending on the magnetic dip angle ψ of 1338

a given field line, these electrons will penetrate more deeply or 1339

less deeply in the atmosphere. By varying ψ for a given charac- 1340

teristic energy, the CR also varies. These variations in CR as a 1341

function of angle ψ are less than 0.5 for ψ ∈ [60◦, 75◦]. 1342

In the present study we modeled CR(E0, θ) as a function 1343

of the median magnetic dip angle ψ in the auroral region for 1344

each hemisphere. To this end, we used the JRM33 magnetic 1345

field model of Jupiter (Connerney et al. 2022) to calculate the 1346

magnetic dip angle at each point of the selected northern and 1347

southern auroral regions (see the example in Fig. C.1). For each 1348

electron energy distribution, the CR is modeled at the north and 1349

south poles separately, and is represented by red and blue dots, 1350

respectively (see Fig. D.1). For the north pole ψ = 65.7◦, and for 1351

the south pole ψ = 74.4◦. 1352

For the case of mono-energetic electron flux distribution, 1353

these results demonstrate the importance of taking into account 1354

the geometry of the magnetic field lines at high energies because, 1355
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Fig. C.2. Maps of emission angles in the polar regions (left: northern hemisphere; right: southern hemisphere) observed during PJ32 when Juno
was flying over the polar regions. Each point was observed with different emission angles along the probe’s trajectory. Thus, in these maps, each
pixel represents the median value of the emission angles of the observed point.

Fig. D.1. Example of modeled CR(E0) relationship. In the left panel the modeled relationship CR(E0) corresponds to the case of a mono-energetic
initial electron flux distribution. Similarly, in the right panel the relationship CR(E0) corresponds to the case of a kappa initial distribution as a
function of caracteristic energy E0. The red and blue dots represent the modeled CR(E0) relationship, respectively, for the north pole with ψ = 65.7◦
and for the south pole with ψ = 74.4◦. The dotted red and blue lines represent the best fit for the north pole and south pole, respectively, using
equation D.1.

typically above 120 keV (see Fig. D.1), the relationship CR(E0)1356

becomes dependent on the magnetic dip angle. For the kappa1357

distribution case, the evolution of the CR(E0) relationship is less1358

influenced by the magnetic dip angle.1359

Appendix D.2: Analytic formula and fit of the CR(E0, θ)1360

relationship1361

Following the study of Gustin et al. (2016), we considered that1362

CR(E0) follows a hyperbolic law at low energy and increases1363

as a logarithmic law at high energy. Using our result from Fig.1364

D.1, we derive a phenomenological relation CR(E0) in order to1365

fit the CR modeling as a function of characteristic energy. This1366

step allows us to obtain an analytical form of CR as a function of1367

energy. In addition, thanks to a MCMC fit, it makes it possible1368

to estimate the uncertainty on the modeled CR. Our analytical1369

formulation of CR(E0) for a fixed θ emission angle is given by1370

CR(E0) =

A · C ·
(
tanh

(E0 − Ec

B
+ 1

))
· ln

((E0

D

)α
+ e

)β
, (D.1)

where A is the minimum amplitude of the modeled CR; Ec is a 1371

threshold energy; and B, C, D, α, and β are fit parameters that 1372

constrain the shape of the curve throughout the energy range. 1373

To adjust these fitting parameters, we used the Python emcee 1374

package developed by Foreman-Mackey et al. (2013), which 1375

implements the MCMC method using the Metropolis-Hastings 1376

algorithm. The fitting configuration is characterized by 250 1377

Markov chains and 2500 iterations. These two parameters were 1378

determined after several runs of the burn-in size determination. 1379

We found that the Markov chains converge after 500–1000 iter- 1380

ations on average for all fit parameters for the mono-energetic 1381

and kappa distributions. The choice of 2500 iterations ensures 1382

convergence of the Markov chains in all cases. 1383
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Fig. D.2. 3D representation of the CR(E0, θ) modeled relationship for the case of a mono-energetic distribution (left panel) and for the case of a
kappa distribution (right panel). Both relationships are calculated for the north pole (i.e., for ψ = 65.7◦). The green grid lines represent the fit of the
modeled CR(E0, θ) relationship. The colored surface (color bar from blue to red) represents the absolute difference between the modeled surface
and the fit surface, with an average CR uncertainty of around 0.6 for the case of the mono-energetic distribution and an uncertainty of around 0.5
for the case of the kappa distribution.

Fig. D.3. 3D representation of the CR(E0, θ) modeled relationship for the case of mono-energetic distribution (left panel) and kappa distribution,
south pole (i.e., for ψ = 65.7◦) and with the same conventions as Fig. D.2. The modeled CR uncertainty is estimated respectively at around 0.6 and
0.5 for both cases.

In Fig. D.1, each CR-energy relationship that we modeled1384

(red dots for the north and blue dots for the south) was fitted1385

using the formula D.1. The magenta and cyan colored envelopes1386

represent the 1σ confidence band for each fit. This allowed us1387

to estimate the uncertainty of the CR modeling as a function of1388

energy. We found a mean CR uncertainty of around 0.5 for the1389

case of a mono-energetic distribution and 0.2 for the case of a1390

kappa distribution.1391

For a variable emission angle θ and a fixed characteristic en-1392

ergy, we found that the CR(θ) relationship follows a sinusoidal1393

law. By taking into account the variability of the emission an-1394

gle and the characteristic energy simultaneously, the CR(E0, θ)1395

relationship is two-dimensional and is given by 1396

CR(E0, θ) =

A ·C ·
(
tanh

(E0 − Ec

B
+ 1

))
· ln

((E0

D

)α
+ e

)β
,

(1 + δ · sin(θ)γ) (D.2)

where δ and γ are additional fit parameters. 1397

As in the one-dimensional case (i.e., CR(E0)), we modeled 1398

the CR(E0, θ) relationship in a 2D (E0, θ) grid. This grid is de- 1399

fined by 14 characteristic energy points ranging from 1 keV to 1400

220 keV for the case of a mono-energetic distribution, and 10 1401

characteristic energy points ranging from 1 keV to 85 keV for 1402

the case of a kappa distribution. For each characteristic energy 1403

E0, we also considered an emission angle grid θ of ten points 1404

ranging from 0◦ to 80◦. This corresponds to modeling 140 UV 1405
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emission spectra, for each auroral region, to obtain a map of the1406

CR(E0, θ) relationship for the case of mono-energetic distribu-1407

tion. For the case of kappa distribution, this corresponds to mod-1408

eling 100 UV emission spectra, for each auroral region, to obtain1409

the maps of the CR(E0, θ) relationship.1410

The electron transport modeling accuracy at each of the1411

(E0, θ) grid points (illustrated above) is evaluated by a total en-1412

ergy conservation rate of the electrons precipitated in the model.1413

Thus, for each electron transport simulation, the average rate of1414

conservation of the total energy precipitated is about 99% for the1415

case of a mono-energetic distribution and 99.5% for the case of a1416

kappa distribution, which represents an energy loss, respectively,1417

of 1% and 0.5%. All parameters were fitted in the same way1418

as for the 1D case, using the same burn-in size for the MCMC1419

method.1420

In Figures D.2 and D.3, we represent in yellow the results of1421

the CR(E0, θ) modeled relationship. To invert this phenomeno-1422

logical relationship, we used the formula D.2 and fit its param-1423

eters using the MCMC method explained in the text. In Table1424

D.1, we presented the fit values of the parameters of the for-1425

mula D.2 for each of the cases considered in our study. These1426

parameters can be used directly in Eq. D.2 to map the character-1427

istic energy of electrons precipitating in Jupiter’s auroral regions1428

for any PJ. ∆CR is the fitted noise of the modeled CR and cor-1429

responds to the uncertainty of CR(E0, θ). The average absolute1430

difference between the fit and the model result is comparable to1431

the uncertainty on the CR obtained by the MCMC method.1432

Appendix D.3: Evolution of the CR(E0, θ) relationship using1433

different CH4 abundance profiles1434

To evaluate the impact of methane distribution on the CR, we1435

modeled the CR(〈E〉) relationship for an emission angle θ = 0◦1436

and using two different CH4 abundance profiles from the A1437

and C eddy diffusion models of Moses et al. (2005) and Hue1438

et al. (2018). These profiles are not representative of CH4 auro-1439

ral abundance, but have different homopauses compared to that1440

of the Grodent et al. (2001) atmospheric model (see panel a in1441

Fig. D.4). The CR(〈E〉) relationship was modeled for the cases of1442

a kappa distribution and a mono-energetic distribution for elec-1443

trons precipitating in auroral regions.1444

The results obtained are shown in panels b and c in Fig. D.4.1445

This shows us that the CR depends on the CH4 abundance profile1446

used in our atmospheric model. Thus, depending on the CH4 ho-1447

mopause, the CR(〈E〉) relationship increases as a function of 〈E〉1448

more rapidly or less rapidly, as shown in Fig. D.4. The impact of1449

this variability on the determination of the average energy map1450

is also significant.1451

The results shown in panel c in Fig. D.4 show us the dif-1452

ferences in the CR(〈E〉) relationships obtained for the case of a1453

kappa distribution and the case of a mono-energetic distribution1454

of precipitating electrons. Thus, using the Grodent et al. (2001)1455

atmospheric model, we found that below 90 keV the CR(〈E〉)1456

relationship obtained for the case of a mono-energetic distribu-1457

tion overestimates the average energy of precipitating electrons.1458

Above 90 keV, the same relationship underestimates the average1459

energy of electrons precipitating in auroral regions.1460

By analyzing the ratio of the maps of the mean energies de-1461

rived from two different electron distributions, a kappa distribu-1462

tion and a mono-energetic one, we obtain the results presented1463

in Fig. D.5. This result clarifies Fig. D.4 (panel c). It is notable1464

that, in the main emission and polar emission zones, the mean1465

energies derived from the kappa distribution are on average 3 to1466

5 times higher than those derived from the mono-energetic dis-1467

tribution for precipitating electrons in the northern and southern 1468

auroral regions. In Fig. D.5, in the auroral regions where the ra- 1469

tio of mean energies approaches ∼1, the mean energies derived 1470

from the kappa distribution are around ∼90 keV. In areas where 1471

the ratio is less than 1, the mean energies associated with the 1472

kappa distribution are strictly less than 90 keV. 1473
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Table D.1. Fit parameters of Eq. D.2 for each of the cases considered in this study.

Fit parameters Kappa distri-
bution (north
pole)

Kappa distri-
bution (south
pole)

Mono-
energetic
distribution
(north pole)

Mono-
energetic
distribution
(south pole)

Ec [eV] 2559 1417 2972 1511
A 1.59 1.69 1.88 1.8
B [eV] 10588 205693 800000 96641.40
C 1.48 1.15 0.59 0.51
D [eV] 17879 7642 56967 60847
α 1.69 1.2 3.16 3.15
β 1.93 2.28 2.15 2.07
δ 0.62 0.63 0.91 0.89
γ 6.63 6.74 7.9 7.9
∆CR 0.7 0.7 0.8 0.85

Fig. D.4. Model of the CR(〈E〉, θ) relationship for θ = 0◦ using different CH4 abundance profiles. In panel a, the red, blue, and green solid lines
represent the CH4 abundance profile from, respectively, the A and C eddy diffusion models of Moses et al. (2005) and Hue et al. (2018), and the
Grodent et al. (2001) atmospheric model. In panel b is represented the modeled CR(〈E〉) relationship. The solid lines represent the CR modeled
using kappa electron flux distribution and the dotted lines by using a mono-energetic flux distribution. The color conventions are the same as
described for panel a. In panel c a zoomed-in version of panel b is shown to distinguish between the various CR(〈E〉) results at low energy.

Fig. D.5. Ratio of average energy map for the kappa-distribution case (Fig. 9) to that of the monoenergetic case (Fig. 7). Left: Northern auroral
region. Right: Southern auroral region.
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