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Extended abstract 
In the dynamic interface between humans and technology, the production and 
perception of emotions are essential for fostering effective communication. The 
capacity of Artificial Intelligence (AI) systems to accurately perceive, interpret, and 
react to human emotions is critical, especially in immersive environments with virtual 
agents capable of detecting emotions. This paper presents the EVE (Emotional 
Validated Expression) corpus, an acted audiovisual corpus in both English and French 
currently validated by a perceptive study involving 2,000 listeners. It meticulously 
embodies the six basic emotions classified by Ekman in 1999, also known as fear, 
anger, happiness, sadness, disgust, and surprise. It also encompasses four complex 
emotions: self-confidence, confusion, contempt, and empathy (Perry et al., 2011; Hess 
et al., 2003; Hareli et al., 2018; Geer et al.,2000). The addition of the four complex 
emotions was guided by the Warmth and Competence model (Fiske et al., 2007), a well-
established framework that assesses how individuals perceive others using the 
dimensions of Warmth (friendliness and trustworthiness) and Competence (efficiency 
and skill). With its free accessibility under an open license, the EVE corpus aims to 
become an indispensable asset for research and innovation in AI, Robotics, and Smart 
Interfaces, thereby contributing to the evolving narrative of Industry 4.0. 
The development of the EVE corpus was driven because many existing emotional 
speech corpora used for Speech Emotion Recognition (SER), such as CREMA-D(Cao 
et al., 2014), IEMOCAP (Busso, 2008), and RAVDESS (Livingstone, 2018) in English, 
EmoV-DB (Adigwe et al., 2018) and EmoVox (Schrerer, 2013) available in both 
English and French, along with CaFE (Gournay et al.) and Oréau (Kerkeni et al., 2020) 
in French, often exhibit shortcomings including limited data volume, restricted 
emotional variety, narrow actor diversity, absence of phonetic balance, and sometimes 
lack of validation (see Table 1). Among other available datasets, the HUME dataset 
(Cowen et al., 2019) offers an extensive collection of over 40,000 samples. However, it 
might remain inaccessible for many researchers due to its cost or specific usage 
restrictions.  
The primary goal of the EVE corpus is to fill the gap in the availability of validated and 
high-quality SER databases for both English and French. To achieve this, the corpus 
provides a diverse collection of phonetically balanced sentences produced in diverse 
emotions, ensuring equal representation of genders among the actors. Moreover, the 
corpus is undergoing validation through a comprehensive perceptive study that engaged 
2,000 listeners to assess the emotion conveyed in each recording.  
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The EVE corpus was developed by emphasising the production of high-quality 
recordings. The recording sessions took place in a professional soundproof room. 
Actors were equipped with a high-quality microphone headset connected to an external 
sound card. A tracking camera was positioned to record the actors' facial expressions 
and upper body movements. For each language, ten actors performed each sentence 
from the Harvard (Rothauser et al., 1969) and FHarvard (Aubanel et al., 2020) lists, 
known for their phonetic balance, with every emotion with two different intensities (low 
and high) and a neutral state. To maintain consistency, each actor repeated each 
sentence an emotion combination twice (repetition technique in acting). This 
comprehensive approach resulted in 4,100 high-definition audiovisual recordings per 
language, ranging from 2 to 10 seconds.  
For validation, the EVE corpus is undergoing a detailed perceptual study in each 
language to assess the emotions perceived in 2,000 selected recordings (i.e., the second 
attempt of each emotional recording). This involves 1,000 speakers of English and 
French respectively, (covering, in each language, a broad linguistic and cultural 
diversity), evaluating the recordings via an online platform. The study presents listeners 
with a randomised selection of recordings, asking them to identify and rate their 
confidence in the emotions depicted, first using audio cues only and then the 
audiovisual content. Each listener evaluates 50 clips randomly, ensuring comprehensive 
corpus coverage and adequate listener responses for statistical reliability.  
The foundational hypotheses were formulated based on a comprehensive review of the 
current literature and initial investigations into the expression and recognition of 
emotions. Research indicates that basic emotions, as defined by Ekman (1999), are 
generally recognised universally across various cultures and languages, as evidenced by 
studies conducted by Monroy et al. (2022) and Cowen et al. (2019). This recognition 
extends to computational models. However, recognising complex emotions presents a 
more significant challenge due to their subtler manifestations and heavier reliance on 
context, as Cowen et al. (2019) discussed. Recent research by Tomar (2024) reaffirmed 
the significant role of visual cues in enhancing emotion recognition, offering vital 
supplementary information to auditory signals. This leads to the following hypotheses: 

• H1: Basic emotions will have higher recognition (H1a) and higher (H1b) 
confidence rates in both languages than complex emotions. 

• H2: Visual cues will significantly enhance the recognition (H2a) and confidence 
(H2b) rates, providing additional information to auditory cues. 

• H3: Emotions expressed at higher intensities will be recognised more easily, as 
more pronounced emotional expressions tend to be clearer and more discernible.  

The study is anticipated to conclude by early June, when a comprehensive assessment 
of the corpus and its applicability will be available. The analysis will delve into the 
recognition rates of emotions, examining these rates regarding the complexity of 
emotion, the language (French vs. English), and the presentation modality (audio vs. 
audiovisual). Preliminary findings are already aligned with our initial hypotheses.  
The EVE corpus represents a pivotal advancement in SER, combining technological 
innovation with a focus on human-centric communication, which aligns with Industry 
4.0's vision of integrating intelligent systems into everyday human activities. Through 
the meticulous development of the corpus and its extensive perceptive validation, the 
project is set to enhance AI's emotional intelligence, promising to transform human-
computer interactions across various sectors such as healthcare, education, and 
entertainment using virtual environments and virtual agents capable of detecting the 
emotions of the immersed person. This endeavour aims to make AI interactions more 
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natural and intuitive and underscores the corpus's potential to become a critical resource 
for the research and development community. 
 
Table 1. Most popular open-access corpora 
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