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Simulators as generative models

A simulator prescribes a generative model that can be used to simulate data .x

―
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https://smsharma.io/iaifi-summer-school-2023/


Conditional simulators

A conditional simulator prescribes a way to sample from the likelihood ,
where  is a set of conditioning variables or parameters.

p(x∣θ)
θ

―
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https://smsharma.io/iaifi-summer-school-2023/


Intractable likelihoods

The (modeled) data generating process may involve additional latent variables 
that are not observed, leading to likelihoods

In this case, evaluating the likelihood becomes intractable.

z

p(x∣θ) = p(x, z∣θ)dz.∫
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p(z ∣θ)p
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p(z ∣θ) = p(z ∣θ)p(z ∣z )dzs ∫ p s p p
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p(z ∣θ) = p(z ∣θ)p(z ∣z )p(z ∣z )dz dzd ∬ p s p d s p s
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p(x∣θ) = p(z ∣θ)p(z ∣z )p(z ∣z )p(x∣z )dz dz dz

yikes!

∭ p s p d s d p s d
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Produce samples and
make predictions

Evaluate densities Encode complex priors

What can we do with generative models?

x ∼ p(x∣θ)
p(x∣θ)

p(θ∣x) =
p(x)

p(x∣θ)p(θ)

p(x)

―
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https://smsharma.io/iaifi-summer-school-2023/


Inference

Frequentist inference: �nd  that maximizes the likelihood  or build a
con�dence interval thereof.

Bayesian inference: compute the posterior distribution .

Statistical inference becomes challenging when the likelihood  is
implicit or intractable. Simulation-based inference algorithms are needed.

θ̂ p(x∣θ)

p(θ∣x) =
p(x)

p(x∣θ)p(θ)

p(x∣θ)

8 / 33



9 / 33



The frontiers
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pre-2019

(Frequentist) Approximate the likelihood  as 
 for some (well-chosen) summary statistic .

p(x∣θ)
p(x∣θ) ≈ (x∣θ) = p(s(x)∣θ)p̂ s(⋅)
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(Bayesian) Approximate the posterior  using Approximate Bayesian
Computation.

Issues:

How to choose ? ? ?

No tractable posterior.

Need to run new simulations for new data or new prior.

p(θ∣x)

x = s(x)′ ϵ ∣∣ ⋅ ∣∣
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2019
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2024

The adoption of simulation-based inference has been growing steadily since
then, with new algorithms and applications pushing the boundaries of what is
possible.

―
Credits: simulation-based-inference.org, 2024. 15 / 33

https://simulation-based-inference.org/


Developments in deep learning (e.g., diffusion models, transformers, GNNs, etc)
have continued to scale up simulation-based inference to higher dimensional
simulation models (both in the number of parameters  and size of the data ).

 

Rozet and Louppe et al (2023): "We introduce score-based data assimilation for trajectory inference. We
learn a score-based generative model of state trajectories of a high-dimensional dynamical system and
use it for the assimilation of noisy observations."

θ x

―
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https://arxiv.org/pdf/2306.10574.pdf


Active learning remains largely unexplored. Beyond greedy strategies, little
attention has been given to the informed selection of simulations for building a
training set.

Current paradigms cannot deal with expensive simulators (e.g., climate
models, cosmological simulations).
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Extracting side information based on 
remains challenging due to implementation
constraints.

However, designing inference networks that
leverage domain knowledge (e.g., symmetries,
conservation laws) or the structure of the
simulator (e.g., hierarchical models) has shown
promising results.

Rouillard et al (2024): "We demonstrate the ability of PAVI to tackle

large neuroimaging hierarchical inference problems. For each of

the 59000 vertices of every of the 1000 subjects, we infer a

probabilistic label to belong to one of the 7 functional networks.

This amounts to inferring over 400 million latent variables."

θ, z,x

―
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https://arxiv.org/pdf/2308.16022.pdf


A case study
Hermans et al, "Constraining dark matter with stellar streams", 2021.
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Can we constrain the nature of dark matter from cosmological observations?
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Interaction of Pal 5 with two dark Interaction of Pal 5 with two dark ……

Constraining dark matter with stellar streams

.]

―
Image credits: C. Bickel/Science; D. Erkal. 21 / 33

https://www.youtube.com/watch?v=uQVv_Sfxx5E
https://t.co/U6KPgLBdpz?amp=1


p(m , t ∣GD1) =WDM age
p(GD-1)

p(GD1∣m , t )p(m , t )WDM age WDM age
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Neural ratio estimation (NRE)

The likelihood-to-evidence  ratio can estimated from

a binary classi�er , even if neither the likelihood nor the evidence can be
evaluated.

r(x∣θ) = =
p(x)
p(x∣θ)

p(θ)p(x)
p(θ,x)

d(θ,x)

θ,x ∼ p(θ,x)

θ,x ∼ p(θ)p(x)

(x∣θ)r̂

―
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https://arxiv.org/pdf/1506.02169.pdf
http://proceedings.mlr.press/v119/hermans20a/hermans20a.pdf


The solution  found after training approximates the optimal classi�er

Therefore,

d

d(θ,x) ≈ d (θ,x) = .∗

p(θ,x) + p(θ)p(x)
p(θ,x)

r(x∣θ) = = ≈ = (x∣θ).
p(x)
p(x∣θ)

p(θ)p(x)
p(θ,x)

1 − d(θ,x)
d(θ,x)

r̂
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p(θ∣x) ≈ (x∣θ)p(θ)r̂
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NRE for stellar streams

 
―
Credits: Hermans et al, 2021. 26 / 33

https://arxiv.org/pdf/2011.14923


Preliminary results for GD-1 suggest a preference for CDM over WDM.
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Wait a minute Gilles...
I can't claim that in a paper!

Your neural network must be wrong!
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Expected coverage

If the expected coverage is close to the nominal
coverage probability , then the approximate
posterior  is calibrated.

If , then the posterior is
underdispersed and overcon�dent.

If , then the posterior is overdispersed
and conservative.

EC( ,α) = E [θ ∈ Θ (α)]p̂ p(θ,x) (θ∣x)p̂

α

p̂

EC < α

EC > α

―
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https://arxiv.org/abs/2110.06581
https://arxiv.org/abs/2110.01620


Balancing inference

for conservative posteriors

Conservative posteriors can be obtained by enforcing  to be balanced, i.e. such
that .

d

E d(θ,x) = E 1 − d(θ,x)p(θ,x) [ ] p(θ)p(x) [ ]
―
Credits: Delaunoy et al, 2022; Delaunoy et al, 2023. 30 / 33

https://arxiv.org/abs/2208.13624
https://arxiv.org/abs/2304.10978


Summary
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Simulation-based inference is a major evolution in the statistical capabilities
for science, as it enables the analysis of complex models and data without
simplifying assumptions.

Obstacles remain to be overcome, such as the curse of dimensionality, the
need for large amounts of data, or the necessary robustness of the
inference network.
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The next frontiers? Let's �nd out this week!
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