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Deep Learning

Deep learning scales up the statistical and machine learning approaches by

using larger models known as neural networks,

training on larger datasets,

using more compute resources.
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Specialized neural networks can be trained to achieve super-human
performance on complex tasks.

(Top) Scene understanding, pose estimation, geometric reasoning.
(Bottom) Planning, Image captioning, Question answering.
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Immediate applications of specialized neural networks in health and medicine
have been around for a while.

(Top) Analysis of histological slides, denoising of MRI images, nevus detection.
(Bottom) Whole-body hemodynamics reconstruction from PPG signals.
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From large to enormous

Scaling up further to gigantic models, datasets, and compute resources keeps
pushing the boundaries of what is possible, with no sign of slowing down.
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Guess the next ___
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0:00 / 2:38
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(demo)
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Video niet beschikbaar
Deze video is niet beschikbaar
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https://www.youtube.com/


Deep learning can also solve problems that no one could solve before.
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AlphaFold: From a sequence of amino acids to a 3D structure
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Drug discovery with graph neural networks
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Predicting cardiovascular risks from retinal images
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GraphCast: fast and accurate weather forecasts
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Characterization of exoplanet atmospheres
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Limitations

Neural networks are black boxes. Their internal workings are di�cult to
understand, and their predictions di�cult to explain.

Certifying the robustness of neural networks is also di�cult. How to use
them in safety-critical applications, like health and medicine?

Modern neural networks require large amounts of data and compute. The
resources required to train and run them can be prohibitive.

Data is often biased. How to ensure that a neural network will not
reproduce these biases?
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Summary

Deep neural networks learn to solve complex tasks by themselves, given
enough data and compute.

They are already used in health and medicine, and will be used more and
more in the future with the advent of conversational and generative AI
systems.

They are not perfect, and their limitations must be taken into account.
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