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A B S T R A C T   

Large African mammal populations are traditionally estimated using the systematic reconnaissance flights (SRF) 
with rear-seat observers (RSOs). The oblique-camera-count (OCC) approach, utilizing digital cameras on aircraft 
sides, proved to provide more reliable population estimates but incurs high manual processing costs. Addressing 
the urgent need for efficiency, the research explores whether a semi-automated deep learning (SADL) model 
coupled with OCC improves wildlife population estimates compared to the SRF-RSO method. The study area was 
the Comoé National Park, in Ivory Coast, spanning 11,488 km2 of savannas and open forests. It was surveyed 
following both SRF-RSO standards and OCC method. Key species included the elephant, western hartebeest, roan 
antelope, buffalo, kob, waterbuck and warthog. The deep learning model HerdNet, priorly pre-trained on images 
from Uganda, was incorporated in the SADL pipeline to process the 190,686 images. It involved three human 
verification steps to ensure quality of detections and to avoid overestimating counts. The entire pipeline aims to 
balance efficiency and human effort in wildlife population estimation. RSO and SADL-OCC approaches were 
compared using the Jolly II analysis and a verification of 200 random RSO observations. Jolly II analysis revealed 
SADL-OCC estimates significantly higher for small-sized species (kob, warthog) and comparable for other key 
species. Counting differences were mainly attributed to vegetation obstruction, RSO observations not found in 
the images, and suspected RSO counting errors. Human effort in the SADL-OCC approach totaled 111 h, rep-
resenting a significant time savings compared to a fully manual interpretation. Introducing the SADL approach 
for aerial surveys in Comoé National Park enabled us to address the OCC's time-intensive image interpretation. 
Achieving a significant reduction in human workload, our method provided population estimates comparable to 
or better than SRF-RSO counts. Vegetation obstruction was a key factor explaining differences, highlighting the 
OCC method's limitation in vegetated areas. Method comparisons emphasized SADL-OCC's advantages in spot-
ting isolated, small and static animals, reducing count variance between sample units. Despite limitations, the 
SADL-OCC approach offers transformative potential, suggesting a shift towards DL-assisted aerial surveys for 
increased efficiency and affordability, especially using microlight aircraft and drones in future wildlife moni-
toring initiatives.   
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1. Introduction 

Although biodiversity loss has a significant impact on Earth's 
ecosystem functions (Cardinale et al., 2012), it is still accelerating 
following the growth of human population, consumption rates and the 
continuing pressure humans exert on the biosphere (Ceballos and Ehr-
lich, 2023). Determining and tracking key-species populations with 
standardized data collection is seen as critical in the ‘essential biodi-
versity variables’ (EBVs) for effective biodiversity assessment and con-
servation (Jetz et al., 2019). Among the many existing census methods, 
aerial surveys are still the most economical and quicker way to count 
large mammals in Africa's large savanna protected areas (PAs) (Norton- 
Griffiths, 1978). 

Counting large terrestrial wildlife species and livestock has tradi-
tionally relied on the ‘systematic reconnaissance flight’ (SRF) method. 
SRF consists of aircraft flying at low altitude along predefined transects, 
while rear-seat observers (RSOs) count animals in right and left sample 
strips defined by markers attached to the aircraft (Grimsdell and West-
ley, 1981; Norton-Griffiths, 1978). While this technique has been 
adopted as a standard in African savannas (CITES-MIKE, 2020; Craig, 
2012; Norton-Griffiths, 1978; PAEAS, 2014), it suffers from human 
counting errors as RSOs may under- or overcount large herds, miss 
species, or lose attention during long flights. Counting animals on sight 
is challenging. It is often biased by survey factors such as altitude, 
sample strip width or observer experience (Caughley, 1974; Jachmann, 
2001; Norton-Griffiths, 1976), but also by environmental factors such as 
animal size and color, animal's disturbance caused by an overflying 
aircraft, group size or vegetation type and density (Griffin et al., 2013; 
Jachmann, 2002; Wal et al., 2011). To minimize the impact of some of 
these factors, aerial survey standards for fixed-wing aircraft have been 
established (CITES-MIKE, 2020; Craig, 2012; PAEAS, 2014). However, 
the high flight speed (150–190 km/h), essential to ensure the crew's 
safety at common flying altitude (90–100 m), leaves the observer only a 
small window of time to scan the terrain and to count animals. This 
window being estimated at only 5–7 s (Lamprey et al., 2020b), observers 
may be overloaded in high-density animal environments or tired in low- 
density ones, which could both lead to biased counts (Norton-Griffiths, 
1976). Although not always adopted by practitioners, photographing 
herds for post-processing is a beneficial practice during aerial surveys, as 
even experienced observers are unable to accurately count groups of 
>20 individuals (Norton-Griffiths, 1978). It is even recommended to 
photograph any group of >10 individuals in the case of multi-species 
survey (CITES-MIKE, 2020; Norton-Griffiths, 1978). Counts derived 
from the images are then used to correct in-sight count and provide 
unbiased estimates. 

To compensate for the limits of the SRF method, the oblique-camera- 
count (OCC) approach has recently been developed and has proved to 
increase and precise the estimates of large African mammal species in 
semi-arid environments (Lamprey et al., 2020a, 2020b). The OCC 
approach is based on digital cameras placed on both right and left sides 
of the aircraft, replicating the oblique viewing angle of RSOs which is 
the most suitable for counting animals in areas with vegetation cover 
(Lamprey et al., 2020b). These cameras are set to acquire images 
continuously during the SRF. With this method, the work of observers 
has shifted from in-sight animal counting in the aircraft to image 
interpretation in the lab. Nevertheless, counting animals in aerial im-
agery is a time-consuming exercise which may generate considerable 
costs, making the approach too expensive for a broader use at present 
(Bröker et al., 2019; Lamprey et al., 2020b). Previous studies showed 
that interpreters were able to interpret nearly 150 nadir images per hour 
from a mono-species drone survey in homogeneous Asian open grass-
lands (Peng et al., 2020) but only 30 oblique images per hour from a 
multi-species aerial survey in heterogeneous semi-arid African envi-
ronments where many variables, including vegetation type, are 
measured (Lamprey et al., 2020b). While being essential for rapidly 
validating or establishing conservation actions, results from aerial 

surveys of PAs covering thousands of square kilometers and generating 
thousands of images can be delayed by several months using the OCC 
approach due to the slow but necessary manual processing of images. 

Recent advances in machine learning have propelled the perspec-
tives of remotely sensed imagery for wildlife conservation (Tuia et al., 
2022), and announced good prospects for the automation of image 
processing from SRF-OCC surveys (Delplanque et al., 2023b; Eikelboom 
et al., 2019). Deep learning (DL) is a subgroup of machine learning and 
artificial intelligence (AI) where artificial neural networks are trained to 
achieve challenging tasks (e.g. detect animals in aerial imagery) through 
a complex multi-level representation of information learned from a large 
amounts of data (LeCun et al., 2015). In the last decade, DL has been 
widely employed to (semi-)automate the detection and counting of 
multiple terrestrial mammals on aerial imagery acquired in natural and 
wild environments, through mainly DL-based object detection ap-
proaches (Delplanque et al., 2022; Delplanque et al., 2023a; Eikelboom 
et al., 2019; Kellenberger et al., 2018; Naudé and Joubert, 2019; Peng 
et al., 2020). However, counting results obtained with these approaches 
remain biased, principally for rare species, due to the high false positive 
rate of current DL models and to the limited dataset availability. In 
addition, a time-consuming annotation phase on a subset of acquired 
images is generally required prior to the development of a model for a 
specific PA on which an SRF-OCC survey is to be carried out, as a data 
discrepancy usually appears between different OCC surveys. This is 
generally caused by both survey (camera angle, image resolution, flight 
altitude) and environmental factors (natural imbalance of species, 
landscape heterogeneity). 

Pending the development of foundation DL models trained on 
massive amounts of aerial images, there is a strong need to develop 
efficient approaches for integrating existing DL models into the aerial 
survey process. This will reinforce the efficiency of the OCC method and 
reduce the associated cost by lightening the workload of human in-
terpreters. The goal of this paper was to answer the following research 
question: Does a semi-automated approach requiring minimal human 
effort increase the accuracy and/or precision of population estimates 
compared to the traditional RSO approach? This paper presents the re-
sults of the first semi-automated aerial image processing pipeline 
applied on SRF-OCC images over a large and heterogeneous PA in Ivory 
Coast. 

2. Materials and methods 

2.1. Study area 

The study area is the Comoé National Park located in Ivory Coast, 
which covers 11,488 km2, making it the third biggest PA of west Africa. 
The CNP is covered at 64.3% of shrub savanna, 24.3% of wooded 
savanna and 7.6% of open forest. In addition, with patches of dense dry 
forest located in the south of the CNP as well as gallery forests along the 
shorelines of both Comoé and Iringou rivers, the CNP is an example of 
transitional habitats between forest and savanna. The park belongs to 
the ‘northern plateaux’ geophysical region (average altitude of 300 m) 
and is locally dominated by a number of reliefs, such as north-south- 
trending greenstone hills and bars rising to 500–600 m in the north- 
central and north-western regions; and tabular mounds with armored 
summits on shale, locally exceeding 500 m, in the south-east. The 
climate in this region is tropical savanna with dry winters (Aw). Due to 
its high diversity of habitats, the CNP is an important biodiversity 
reservoir (Hennenberg et al., 2006) and contains populations of wild 
terrestrial mammals, such as the roan antelope (Hippotragus equinus ssp. 
koba), the western hartebeest (Alcelaphus buselaphus ssp. major), or the 
buffalo (Syncerus caffer ssp. brachyceros), as well as endangered species 
such as the elephant (Loxodonta africana) (Fischer et al., 2002) and the 
emblematic chimpanzee (Pan troglodytes ssp. verus). 
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2.2. Aerial survey 

Following previous aerial survey protocols of the CNP, the latter has 
been divided into four strata (Fig. 1): North-West (NW), North-East 
(NE), South-West (SW) and South-East (SE). Following standard SRF 
guidelines, 156 transects of 2 km spacing were oriented north-west to 
south-east in the northern strata, and north-east to south-west in the 
southern strata, covering 13% of the area. These orientations followed 
the ecological gradient of the area (rivers and mountains) while avoid-
ing the aircraft pilot to be glared by the sun during the flights. Twelve 
days totaling 54 flight hours were needed to cover the entire CNP, 
starting on April 2 and ending on April 17, 2022. 

The aircraft was a Cessna 206 (registration 5Y-AKP) and the flying 
crew was composed of: a pilot, an independent front-seat observer, two 
rear-seat observers (RSOs) and a photography manager. The same crew 
operated throughout the survey. During flights over the transects, RSOs 
were instructed to report the number of individuals and the associated 
species observed between the two strip markers placed on each of the 
aircraft's struts. The start and end of the transects were announced by the 
pilot. The front-seat observer was in charge of recording observations 
from the RSOs and their geo-locations on a tablet computer using the 
CyberTracker1 app (v3.520). The photography manager managed the 
two oblique cameras set to acquire aerial imagery continuously and was 
also in charge of manually recording observations on papers for back-up. 
It is worth mentioning that due to a lack of space in the aircraft cabin, 
additional RSO cameras for large group bias correction (CITES-MIKE, 
2020; PAEAS, 2014) have not been used during the survey. 

From the multiple species counted during the survey, only seven 
species usually surveyed by aircraft, in fairly large numbers and/or of 
conservation interest were selected for this study. These species are 
referred to as ‘key species’ in the text and include western hartebeest, 
buffalo, kob (Kobus kob ssp. kob), waterbuck (Kobus ellipsiprymnus ssp. 
defassa), elephant, roan antelope and warthog (Phacochoerus africanus 
ssp. africanus). 

Transect (or sample unit) area were estimated using the height above 
ground level and a theoretical predefined strip-width of 150 m on each 
side of the aircraft at a flight altitude of 91.4 m (300 ft) (CITES-MIKE, 
2020; Craig, 2012; Norton-Griffiths, 1978; PAEAS, 2014). The height 
above the ground level as well as associated geo-location were recorded 
each second during the flights by a LightWare SF30/D laser altimeter. 
The strip width was calibrated using 20 ground-marks placed 20 m apart 
on either side of the runway. Thirty crossings of the aircraft at increasing 
height above ground level (between 55 and 208 m) were carried out, 
during which the number of marks appearing between the strip markers 
was counted. 

2.3. Cameras and image acquisition 

Two Nikon D5600 24-megapixel digital reflex cameras equipped 
with Nikkor AF-S 18–55 zoom lenses were positioned inside the aircraft, 
one on each side, using articulated double suction cups fixed on the 
windows. The cameras were mounted obliquely at an inclination of 
36.5◦ and zoom lens were set and taped at 35 mm to capture a strip of 
about 150 m width, in accordance with SRF standards (CITES-MIKE, 
2020; Craig, 2012; PAEAS, 2014) and recent OCC studies (Lamprey 
et al., 2020a, 2020b). The camera angle was chosen to be as close as 
possible to the angle of vision of human observers while intercepting the 
strip markers at the inner and outer edges of the images. External in-
tervalometers were used and set to acquire images at 2 s intervals, to 
ensure overlapping coverage at a ground speed of 160 km/h. Based on 
initial field trials, cameras were set to ‘aperture-priority’ mode, with 
aperture set to f/5.0, the auto-ISO was preferred, with a minimum value 
of 500, and minimum shutter speed was set to 1/2000 s. In total, 

190,686 images were saved in 6000 × 4000 pixels JPEG format, from 
which 148,239 appeared on transect after cleaning. All images were geo- 
referenced in UTM coordinates using the GeoSetter2 software which 
associated the altimeter's GPS tracklog to the exact acquisition time of 
each image. 

2.4. Deep learning model 

The DL architecture HerdNet3 (Delplanque et al., 2023a) has been 
selected for processing the aerial survey images given its attractive 
performances on a previous SRF-OCC study (Delplanque et al., 2023b). 
HerdNet is a single-stage fully convolutional neural network built with 
two heads: one dedicated to the accurate point detection of animals in 
the image and the other to their classification. 

HerdNet was trained multiple times during image processing, for 
progressively fine-tuning it to the study area landscape and species. For 
each training stage, we constructed an unbiased validation set 
comprising 20% of the current dataset's images. Each set was carefully 
designed to maintain a similar distribution of species and to ensure in-
dependence by keeping images from the same transect grouped 
together. This avoided as far as possible any performance bias related to 
the natural imbalance of species, and any spatial bias related to the 
overlap of images. As for the hyperparameters, we set training patch size 
to 512 × 512 pixels, the minibatch size to 8 patches, the learning rate to 
10− 6, the weight decay to 5 × 10− 4 and the number of epochs to 200 or 
50, depending on the training schedule (see section 2.5.2 below). Hor-
izontal flipping and motion blur have been used as data augmentation, 
with a 50% probability of occurrence. To avoid any risk of overfitting at 
each training stage, we selected the model relative to the epoch that 
gave the best performance on the validation set. During inference, the 
patch size was set to 1024 × 1,024 pixels to accelerate the process. 
Further information on the fine-tuning process is described in section 
2.5.2. 

2.5. Image processing 

Images have been processed through the use of the DL model coupled 
with human manual interpretation steps. This ‘human-assisted’ DL- 
based image processing pipeline has been designed to minimize 
human effort while maximizing the quality of counting results. In the 
following sections, this approach is referred to as the Semi-Automated 
Deep Learning (SADL) model, and SADL-OCC refers to the integration 
of the SADL model with the OCC technique. This section therefore 
presents the main components and steps of this developed approach. 

2.5.1. Semi-automatic loop 
The core component of the pipeline was the Semi-Automatic Loop 

(SAL), which integrates both the DL model and a human-expert inter-
preter. The SAL operated by taking aerial images as input and passing 
them through the DL model to harvest point detections. Subsequently, it 
conducted a 256 × 256 pixel crop, centered on each detection, gener-
ating thumbnails that received a rapid examination during the initial 
human verification step. This verification step entails manually classi-
fying each thumbnail as either False Positive (FP), True Positive (TP), or 
uncertain object (Fig. 2). 

This first human verification step played a crucial role in signifi-
cantly reducing the number of full-size images requiring review, thereby 
minimizing the overall analysis time. Additionally, this step served as a 
guide for the interpreter, directing attention to the most relevant de-
tections (i.e. TP). After this step, the relevant detections were projected 
back into their original full-size images for a second verification. In the 
second human verification step, the interpreter thoroughly examined 

1 https://cybertracker.org/ 

2 https://geosetter.de/  
3 https://github.com/Alexandre-Delplanque/HerdNet 
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the entire image to point out any potentially missed animals and, if 
necessary, had the option to rectify the predicted identification (species 
name) and/or point coordinates (Fig. 2). The second step has been done 
on Label Studio 1.3 (Tkachenko et al., 2020) through a custom template. 

2.5.2. Model fine-tuning and inference 
In aerial surveys of PA using the OCC technique, the availability of a 

region-specific DL model, encompassing the PA's unique species and 
landscape characteristics, remains limited as these approaches are still 
emerging and such data are often sensitive. Consequently, a pre-trained 
DL model is needed. Such a model has been trained on images from a 
different source (e.g. another PA) but following a similar task (e.g. 
detecting terrestrial mammals in oblique aerial imagery). Ideally, the 
pre-trained model should originate from a similar PA containing similar 
target species and following the same acquisition standards to achieve 
optimal results. Nevertheless, it is essential to recognize that while these 
pre-trained models may yield reasonably accurate predictions at times, 
they are not entirely reliable and risk losing accuracy as the discrepancy 
between source and target data widens. Therefore, a crucial step in-
volves fine-tuning the model to suit the targeted PA. As some researchers 
shared their model in recent years (Delplanque et al., 2022, Delplanque 
et al., 2023a; Eikelboom et al., 2019), we propose a simple yet effective 
method that could be applied across various cases. 

It is essential to select the most densely populated region to guar-
antee a sufficient number of instances per species for the optimal fine- 
tuning of the DL model. In this study, the SW stratum was selected, 
which encompassed three distinct flights conducted over three consec-
utive days. 

Regarding the pre-trained model, we utilized the DL model devel-
oped by Delplanque et al. (2023a) that was initially fine-tuned on 

images acquired in a survey of Queen Elizabeth National Park, Uganda 
(Lamprey et al., 2023) following OCC procedures developed in Murch-
ison Falls National Park, Uganda (Lamprey et al., 2020a). The data 
acquisition conditions closely resembled the current study's data 
acquisition process, encompassing similar wildlife species. 

The pre-trained model underwent inference and fine-tuning for 4 
iterations using the entire SW stratum employing the SAL. This iterative 
process served to enhance the model's performance and gather samples 
pertaining to each key species present in the region. The training pro-
cedure for the two first fine-tuning iterations was the one proposed in 
the original paper (Delplanque et al., 2023a) which consisted of two 
main steps: 1) training the architecture using positive patches for 200 
epochs, and 2) collecting and including hard negative patches, which are 
patches containing false positives, to further train the model for 50 
epochs in order to reduce the number of false positives. During the two 
last fine-tuning iterations, only the second step of the training procedure 
was used. Hard negative patches were created using false positives that 
emerged from the thumbnail classification (step 1 of the SAL). To avoid a 
too severe imbalance between positive and negative patches the batch 
was equally balanced between the latter during training. 

Once the fine-tuning process was done, the model was inferred on 
images from the other strata. The detections resulting from this infer-
ence were subjected to verification using the SAL. To both maximize the 
probability of detecting all species individuals and take advantage of the 
collected verified detections, the model was trained one last time on the 
entire set of verified images and then inferred on all 148,239 transect 
images for a final verification. From this process, the previously unseen 
images were verified using the SAL. 

Fig. 1. Map of the Comoé National Park and survey area strata: North-West (NW), North-East (NE), South-West (SW) and South-East (SE). Waterbody was derived 
from the river network map for Africa produced by the World Wildlife Fund (2007) and the tree cover from the map of Hansen et al. (2013). 
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2.5.3. Duplicate removal 
Due to overlapping coverage of images, the same animal may be 

present in multiple images, which may lead to an overestimation of the 
true number of individuals. It was therefore necessary to carefully 
manage consecutive images to avoid double counting. This has been 
done on Label Studio 1.3 (Tkachenko et al., 2020) by a human operator 
who manually reviewed consecutive images and assigned an additional 
label to the detections to distinguish and discard duplicates. 

2.6. Data analysis and population estimate 

Prior to comparing RSO and SADL-OCC approaches, counting bias 
was checked between right and left RSOs. For each species and stratum, 
the number of groups encountered as well as the number of animals 
counted in the groups were compared using a chi-square test and a 
Mann-Whitney U test, respectively (CITES-MIKE, 2020). 

RSO and SADL-OCC counting results were analyzed using the Jolly II 
method for unequal sized sample units (Jolly, 1969), where the transects 
were the sample units, following the guidelines of Norton-Griffiths 
(1978). As the survey area was stratified, the method of Jolly II was 
applied on each stratum. The population estimates and variances were 
calculated for each stratum, and these were then added together to 
obtain estimates for the whole survey area. The global standard error 
was calculated by taking the square root of the summed variances 
(Norton-Griffiths, 1978). To compare the RSO and SADL-OCC surveys, 
the null hypothesis that estimates were not significantly different (⍺ =
0.05) was tested by calculating d as: 

d =
ŶS − ŶR
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
σ2

S + σ2
R

√ (1) 

Where ŶS and ŶR are the population estimates of SADL-OCC 
approach and RSOs respectively, and σ2

S and σ2
R are their variance 

(Norton-Griffiths, 1978). Where d > 1.96, the result is statistically sig-
nificant at alpha = 0.05. 

RSO and SADL-OCC approaches were also compared using the paired 
t-test and the non-parametric Wilcoxon signed-ranks test, where the 
samples were the transects (Lamprey et al., 2020b). 

Finally, in order to evaluate and explain potential counting differ-
ences between SADL-OCC and RSO, 50 RSO observations were randomly 
selected for each of the following group size class announced by RSOs: 1) 
1 to 5 animals, 2) 6 to 10 animals, 3) 11 to 20 animals and 4) 21 and 
more animals. At each of these 200 locations, an experienced human 
operator compared the RSO count with the SADL-OCC count. An 
explanation of the differences observed was provided following a visual 
analysis of the matching images (Fig. 3) as follows: 1) part of the group is 
probably hidden by vegetation, 2) a suspected counting error of RSOs, 3) 
part of the group is out-of-strip on the matching images, 4) the group 
was missed by the SADL-OCC approach or 5) the group observed by RSO 
does not appear on the matching images. 

3. Results 

3.1. RSOs consistency and Jolly II analysis 

Testing consistency between right and left RSO indicated no signif-
icant differences in encounter rates for the western hartebeest, kob, 

Fig. 2. Overview of the semi-automatic loop (SAL). The central part of the figure is a schematic representation of the loop, and the sides illustrate the two main steps 
on a sample image of the aerial survey. TP and FP referred to True Positive and False Positive respectively. 

A. Delplanque et al.                                                                                                                                                                                                                            



Ecological Informatics 82 (2024) 102679

6

waterbuck, elephant and warthog. The exceptions were for roan ante-
lope in SW stratum with 21 (right) and 7 (left) encounters (χ2=7.00, d.f. 
= 1, P = 0.008) and buffalo in SE stratum with 5 (right) and 0 (left) 
encounters (χ2=5.00, d.f. = 1, P = 0.025). Concerning the number of 
animals reported, only buffalo in SE stratum and waterbuck in SW 
stratum showed a significant difference. Median buffalo counts of right 
and left RSO were 35 and 0, respectively (U = 0, n1 = 5, n2 = 0, P <
0.001) while median waterbuck counts were 1 and 3 (U = 1, n1 = 5, n2 
= 3, P = 0.025). 

The Jolly II analysis showed that SADL-OCC population estimates 
were significantly higher than RSO ones for small-sized species, i.e. kob 
and warthog, and not significantly different for the other key species (i.e. 
elephant, buffalo, western hartebeest, roan antelope and waterbuck). 
Similarly, results of the paired transect t-test and the non-parametric 
Wilcoxon signed-ranks test indicated the same trend (Table 1). For 
kob and warthog, the difference in estimates was highly significant (p <
0.001) with tighter confidence intervals, indicating that the SADL-OCC 
approach counted much more individuals than RSOs and that the 
counts were more consistent across the survey area. SADL-OCC esti-
mates for kob, warthog and buffalo were respectively 240%, 163% and 
17% higher than RSO estimates, while being lower for roan antelope 
(− 19%), western hartebeest (− 7%), and waterbuck (− 2%). While the 
elephant population was unfortunately too small for drawing valid 

consideration, the results showed that the SADL-OCC approach found 
and correctly counted the two groups observed during the aerial survey. 

The SADL-OCC approach estimates are systematically higher than 
RSOs for each key species in western strata (i.e. NW and SW), while the 
inverse trend was observed for eastern strata (i.e. NE and SE), except for 
buffalo, kob and warthog where the results vary. For instance, SADL- 
OCC buffalo estimates are nearly two times higher than RSO ones in 
the NW stratum, but nearly three times lower in the SE stratum 
(Table 1). 

3.2. Counting differences 

Based on the additional analysis of 200 randomly-selected RSO ob-
servations, 35 instances (17.5%) of mutual agreement with the SADL- 
OCC approach were observed, ranging from 1 observed animal to a 
group of 16 individuals. This leaves 165 instances (82.5%) where dif-
ferences were observed. These differences were mainly explained 
(35.8%) by the presence of relatively dense vegetation (Fig. 4), hiding 
some individuals of the group in the image. The second most observed 
situation (26.7%), was a group of animals observed by RSOs but not 
found on images, which often contained highly vegetated scenes. The 
third explanation (24.2%) of differences was the suspected error of RSOs 
when estimating the group of animals they observed. Finally, animals of 

Fig. 3. Illustration of differences observed between the SADL-OCC and RSO approaches for 200 random RSO observations: (a) a group of 7 roan antelopes detected 
by the SADL-OCC approach, where some individuals were probably hidden by trees since the RSO announced a group of 35 individuals, (b) a group of 17 western 
hartebeests estimated at 20 individuals by the RSO indicating a probable RSO counting error, (c) a group of buffalo where most of the individuals appeared out-of- 
strip in the SADL-OCC approach, but where all individuals were counted in-the-strip by the RSO, and (d) an example of image containing a roan antelope missed by 
the SADL-OCC approach. 
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the group that appeared out-of-strip on the image(s) explained around 
9.7% of the differences, and animal or group of animals missed by the 
SADL-OCC approach (total of 22 animals) explained 3.6%. It should be 
noted that the presence of vegetation is an explanatory cause that cannot 
be excluded for the others, and may be a secondary explanation of the 
difference observed. 

Comparing the sample of 200 RSO count values with those derived 
from the SADL-OCC approach for each key species, it was observed that 
in most cases large groups were underestimated by the SADL-OCC 
approach (Fig. 5). This was mainly due to the vegetation cover, the 
absence of the group in the acquired images and because part of the 
groups appeared out-of-strip in the images. The resulting differences 
were particularly severe for the groups observed in the SE and NE strata 
and for large groups (> 20 animals) of western hartebeest, buffalo, 
waterbuck and roan antelope (Fig. 5). 

3.3. Human effort 

The human time investment in the SADL-OCC approach was around 
111 h. More than half of this time was devoted to full examination of the 
24 megapixel (MP) images (i.e. step 2 of the SAL), a third to classifying 
the thumbnails (i.e. step 1 of SAL) and around 10% to removing dupli-
cates in overlapping image areas (Table 2). Considering a 8-h working 
day, the total time is equivalent to 14 working days for one person. 
Nevertheless, most of the work was done by one machine through the DL 
model, which devoted around 530 h to all the required processing, i.e. 
inference and fine-tuning. 

Assuming a manual interpretation time of a few minutes per 24MP 
image (Lamprey et al., 2020a), it would take thousands of hours for one 
person to process the 148,239 transect images. The use of the SADL 
model thus represents a significant time saving compared to a fully 
manual interpretation. Furthermore, when comparing the total cumu-
lative counting time of the 3 observers (162 h) with the human time 
invested in the SADL-OCC approach (54 h for the photography manager 
and 111 h for DL model's detections verification), the SADL-OCC 
approach required similar human effort than the traditional SRF 
approach. 

4. Discussion 

As DL models are not yet ready for fully automatic use on aerial 
survey images, we propose a semi-automatic DL approach that tackles 
the main limitation of the OCC technique: the considerable time 
required by humans to interpret images. To the best of our knowledge, Ta
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Fig. 4. Distribution of explanatory causes for differences in counts observed 
between the SADL-OCC and RSO approaches. The percentages were calculated 
from the 165 random observations showing differences in counts. Mutual 
agreements (i.e. no differences) were observed for 35 observations. 
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this is the first time that DL has been integrated into an aerial camera 
survey at such a large-scale study area in Africa to produce population 
estimates. Our results showed that the SADL model significantly reduced 
the human interpretation workload while providing as good or even 
better population estimates than those obtained from RSOs counts. The 
SADL-OCC approach seems to be well adapted to count small-sized static 
species, as revealed by the high estimates for kob and warthog. How-
ever, it is difficult to draw conclusions about the larger and more mobile 
species. 

4.1. Population estimates 

Unlike previous African OCC studies (Lamprey et al., 2020a, 2020b), 
we did not observe a systematic significant positive difference between 
RSO population estimates and those derived from imagery counts for 
each key species. While the DL model performance could be the first 
likely explanation, our thorough comparison of 200 RSO and SADL 
matching counts highlighted that the vegetation was the main cause of 
the observed differences and that model errors were the least one. The 

CNP is indeed a vegetated PA and thus differs from arid and semi-arid 
areas where animals are much more easily captured by oblique cam-
eras, even when running, as they are less prone to tree occlusion. We 
hypothesize that SADL-OCC approach performance should increase in 
open areas. Nonetheless, as no additional cameras were used to correct 
RSO counts for large groups, we may not reject the possibility of biased 
estimation from RSOs. 

The SADL-OCC approach gave lower estimates compared to RSOs in 
eastern strata, particularly for western hartebeest, buffalo, waterbuck 
and roan antelope. These differences are mainly explained by the 
vegetation which occluded the few groups observed by RSOs during the 
survey. Given the lower animal density in these regions, the observed 
difference had a significant impact on the overall population estimates. 

It should also be added that western hartebeest, buffalo and roan 
antelope often showed a running reaction to the passing aircraft, making 
them more detectable to RSOs due to movement. Whereas an RSO can 
easily estimate a group of moving animals because he has a continuous 
view of the scene, the OCC method has a fixed sampled view. This would 
explain why kob and warthog were better estimated by the SADL-OCC 
approach, as these species have a much more static behavior. This 
staticity also complicates the task of RSOs, and increases the risk of 
missing individuals during flights. 

4.2. Method comparison 

Our semi-automatic approach went far in addressing the main limi-
tation of the OCC method, i.e. the time-consuming burden of image 
interpretation (Bröker et al., 2019; Lamprey et al., 2020b), whilst 
providing at least similar population estimates than the traditional RSO 
approach. In addition, this combination of DL model and OCC method 
seems to better detect small-sized and static animals, reducing the 
variance in counts between transects and therefore tightening the con-
fidence interval of the estimate. Thanks to the cameras and the SAL, 

Fig. 5. Scatter plots between count values announced by RSOs and those derived from the SADL-OCC approach, for each key species. These plots were constructed on 
the basis of the 200 random RSO observations examined visually. Point markers are differentiated according to the most likely explanatory cause and shaded ac-
cording to the strata. 

Table 2 
Detail of the human workload involved in the SADL-OCC detection verification 
process.   

Number of items Allocated time 

Human task First pass Final pass Total 
(relative 
share) 

8 h-workday 
equivalent 

Thumbnails 
classification 

85,779 
thumbnails 

93,472 
thumbnails 

24.0 h 
(33%) 

4.7 days 

Full 24MP image 
examination 

3188 images 529 images 64.3 h 
(58%) 

8.0 days 

Duplicate 
removal 

1739 images 163 images 9.5 h 
(10%) 

1.1 days  
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what has been counted and identified during the aerial survey was 
recorded, increasing the validity of the estimates obtained and enabling 
further checking and potential certification. 

The role of human interpreter in the semi-automatic approach is 
crucial, as he thoroughly verifies the DL model predictions and therefore 
gives confidence in the final count values. While the use of a DL model 
reduces traditional aerial survey bias such as animal size and color, 
group size or density, and observer fatigue (Griffin et al., 2013; Jach-
mann, 2002; Norton-Griffiths, 1976; Wal et al., 2011), the work of the 
human interpreter helps to reduce DL model counting bias appearing in 
heterogeneous scenes where many false alarms may be generated 
(Delplanque et al., 2023b). 

>70% of the counting difference between RSOs and the SADL-OCC 
approach were explained by environmental and acquisition factors, 
and <4% by the DL model performance. These results highlight some 
shortcomings of our OCC protocol. First, as stated in section 4.1, the 
fixed and sampled time window of the OCC method makes it impossible 
to count animals running under sparse canopy, unlike RSOs, which 
seemed to easily adapt to animal movements through continuous 
observation. A shorter time interval between image footage might 
enable better capture of animal movement, and therefore better esti-
mation. Secondly, even though the RSOs have been instructed to count 
the animals in the strip perpendicular to the line of flight, the front-seat 
observer's announcement of a group instinctively guided them to look 
slightly forward to give a better estimate. This, combined with vegeta-
tion cover and animal's perturbation due to the overflight aircraft, could 
explain why we didn't find part or entire groups on concurrent images 
with the OCC method. While these assumptions were impossible to 
validate in our study, they could be verified in future research by using 
additional RSO cameras (CITES-MIKE, 2020; PAEAS, 2014). This will 
allow refine the counts and reject RSO observations absent from the 
images. Finally, turbulence during flight at 92 m (300 ft) height had 
obviously an impact on image footage and may explain the proportion of 
animals counted ‘out-of-strip’ by the SADL-OCC approach. Nevertheless, 
we observed that when a strip marker crossed a large group of animals, 
RSOs had difficulty estimating the number of animals in and out the 
strip, often leading to an overestimation of animals counted in the strip. 
This effect might be exacerbated by turbulence, causing the aircraft to 
rock and the strip to vary. 

Concerning the effect of vegetation, future work should further study 
the relationship between vegetation cover and animal counting in aerial 
images. In addition, video recording and analysis might be considered in 
highly vegetated areas to better capture the movement of groups under 
spare canopies. 

4.3. New insights for aerial surveys 

Our study opens up promising perspectives for frequent monitoring 
and mitigation effort in PAs since OCC survey results may now be ob-
tained rapidly with the use of our semi-automatic approach. Given that 
the SADL-OCC approach gave similar or even better estimates for small- 
sized species compared to RSOs, and following previous OCC results 
(Delplanque et al., 2023b; Lamprey et al., 2020a, 2020b; Lamprey et al., 
2023), we suggest that aerial survey standards are moved forward to 
embrace new technologies. 

We believe that the observer work could be migrated from on-sight 
count to DL model detection verification, which could considerably 
reduce associated costs given that during an aerial survey, RSOs are 
generally mobilized full time for several weeks. Verifying DL model 
predictions (i.e. points) is an easier task than on-sight counting and does 
not require highly experienced interpreters who can be easily and 
rapidly trained. Furthermore, unlike on-sight counting, detection veri-
fication may be spread over several people and spaced out over time to 
avoid any effect of human fatigue on counting results. However, for an 
autonomous use by PAs, the proposed approach requires a workstation 
with a good Graphic Processing Unit (GPU) (i.e. at least 8GB of 

memory), and a dedicated and experienced person in charge of model 
fine-tuning and inference. 

Pending the development of long-endurance Unpiloted Aerial Vehi-
cles (UAVs), our proposed method has a great potential for the use of 
microlight aircrafts in aerial surveys. Compared to 4-(6-)seat Cessna 
light aircraft, microlight aircrafts are a much affordable option for PA 
managers since they are cheaper, they require less expensive fuel and 
maintenance, and they have less stringent pilot licensing regulations. 
The main obstacles to their use in wildlife aerial surveys have been their 
limited capacity of 1 or 2 people and their poor stability at low altitude, 
making it impossible to apply the traditional method with RSOs. How-
ever, our results and those of previous image-based studies (Lamprey 
et al., 2020b; Lethbridge et al., 2019) showed that observers may be 
replaced by oblique cameras, since image interpretation burden should 
now mainly be handled by semi-automated DL models. Thanks to high- 
resolution cameras (e.g. 36MP), it is then possible to fly higher, which 
will 1) ensure flight stability and therefore human safety, 2) increase the 
sampling rate at no extra flying time and costs, thus providing more 
accurate estimates (Norton-Griffiths, 1978) and 3) mitigate the effect of 
running animals thanks to a large image footprint and thus a greater 
scope for movement. Coupling these cameras with Inertial Measurement 
Units (IMU) and Global Navigation Satellite Systems (GNSS) would 
enable image ground projection from which more precise transect area 
estimates could be derived (Lisein et al., 2013), thus eliminating the 
need for strip markers. 

5. Conclusions 

Will AI revolutionize wildlife aerial survey? Our results suggest that 
we are heading in this direction. Most of our observations regarding the 
differences observed between RSO and SADL-OCC approaches point to 
the need to refine the OCC protocol more than improving the semi- 
automatic approach. While the proposed methodology needs to be 
validated in other PAs and our OCC protocol further refined, the sig-
nificant time saving compared to a fully manual image interpretation is 
a major step towards revolutionizing aerial surveys in Africa. 
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