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We establish the theoretical framework for an exact description of the open system dynamics of
permutationally invariant (PI) states in arbitrary N-qudit systems when this dynamics preserves
the PI symmetry over time. Thanks to Schur-Weyl duality powerful formalism, we identify an
orthonormal operator basis in the PI operator subspace of the Liouville space onto which the master
equation can be projected and we provide the exact expansion coefficients in the most general case.
Our approach does not require to compute the Schur transform as it operates directly within the
restricted operator subspace, whose dimension only scales polynomially with the number of qudits.
We introduce the concept of 3ν-symbol matrix that proves to be very useful in this context.

I. INTRODUCTION

In quantum science and technologies, multilevel quan-
tum systems (qudits) have proven to offer several ad-
vantages over conventional two-level entities (qubits) [1].
These include higher information capacity [1, 2], in-
creased resistance to noise [3, 4], greater security in
quantum key distribution [5], more powerful metrological
schemes [6, 7], and an improved ability for error correc-
tion [8] or for quantum machine learning tasks [9]. Sev-
eral physical platforms can be used to obtain multiqudit
systems. For example, light, with its multiphoton states,
is primarily a multiqubit system where the state of a
qubit is encoded in the polarisation of a photon or in two
of its spatial modes [10]. It can also embody a multiqudit
system by giving photons access to d > 2 distinct tempo-
ral modes or frequency modes [11], or by structuring light
to confer orbital angular momentum to photons [12, 13].
Alternatively, individual neutral atoms, which are now
routinely cooled, trapped in optical lattices and tweezers
and internally controlled by laser light, are being used
as registers of qubits and qudits [14, 15]. We can also
make use of trapped ions [16, 17], ultracold atomic mix-
tures (where qudits are encoded in the collective spin of
a few atoms whose number can be varied [18]), super-
conducting devices [19], nitrogen-vacancy (NV) centers
in diamond [20], or even molecules [21, 22]. When the
multiqudit system is composed of identical though not
necessarily indistinguishable qudits, a rich variety of col-
lective dynamical behaviors can emerge, such as super-
radiance [23, 24], spin-squeezing [25], or also dissipative
phase transitions [26] to name just a few. In this con-
text, it is therefore essential to find efficient methods
to describe the dynamics of the system. Some authors
have developed such methods when dissipation acts only
collectively or individually, first for qubits [27, 28] and
later also for qudits [29–31]. These methods, which rely
on the permutation invariance of quantum states, were
mainly developed to be numerically useful and do not ex-
ploit the powerful connection with group representation
theory. Here we fill this gap and establish the general
theoretical framework for an exact description.

The manuscript is organized as follows. In Sec. II,
permutationally invariant processes are introduced. In
Sec. III, the structure of the subspace of permutationally
invariant mixed states is established. Thanks to the pow-
erful Schur-Weyl duality formalism, an orthonormal ba-
sis in this operator subspace is identified and all relevant
properties are discussed. In Sec. IV, the master equation
for permutationally invariant processes is detailed and a
general Identity that allows for an exact computation of
the master equation expansion coefficients is established.
This Identity generalizes to arbitrary multiqudit systems
Identity 1 of Ref. [27] that was developed in the specific
context of multiqubit systems. We then draw conclusions
in Sec. V.
Several appendices close the manuscript. First, for the

sake of completeness a reminder of the basics of partitions
and irreducible representations of the symmetric, gen-
eral linear, and unitary groups is given in Appendix A.
These basics are at the core of the Schur-Weyl duality
formalism. The dimension of the subspace of permu-
tationally invariant states is specifically commented in
Appendix B. We then review in Appendix C the basics
of Clebsch-Gordan coefficients of the tensor product of
irreducible representations of the unitary group for the
Gel’fand-Tsetlin bases. These coefficients are one of the
fundamental ingredients required to compute the master
equation expansion coefficients in the context of permu-
tationally invariant processes. In Appendix D, the proof
of our general Identity of Sec. IV is given and we show in
Appendix E how this Identity particularizes to Identity 1
of Ref. [27] in the specific case of qubit systems (d = 2).
We finally give in Appendix F the explicit expression
of the master equation Lindbladian matrix elements and
show in Appendix G how the formalism generalizes when
considering more general p-particle terms (p ≥ 1) in the
Lindbladian.

II. PERMUTATIONALLY INVARIANT
PROCESSES

In the Born-Markov and secular approximations [32,
33], the open dynamics of a quantum system can al-
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ways be cast into a Lindblad master equation dρ̂(t)/dt =
L[ρ̂(t)], with ρ̂(t) the system density operator and L the
Linbladian linear superoperator on the Liouville space
L (H) (the space of linear operators on the system
Hilbert space H),

L[ρ̂] = V [ρ̂] +D[ρ̂], (1)

where V [ρ̂] = (i/~)
[

ρ̂, Ĥ(t)
]

, with Ĥ(t) the Hamiltonian
(including Lamb-shifts) that drives the unitary evolution
of the system, and D[ρ̂] ≡ ∑

k DL̂k
[ρ̂] is the dissipator,

with L̂k Lindblad operators that model the system dis-
sipation and decoherence processes and, for all operator
L̂, DL̂ the superoperator

DL̂[ρ̂] = L̂ρ̂L̂† − 1

2
L̂†L̂ρ̂− 1

2
ρ̂L̂†L̂. (2)

The Lindbladian action (1) is fully determined given the

Hamiltonian Ĥ and the set of Lindblad operators L̂k. It
is denoted accordingly LĤ,{L̂k}

≡ VĤ +D{L̂k}
if explicit

notation is required. The sum over k in the dissipator
contains at most dim(H)2 − 1 terms [32, 33].
For an N -qudit system the state space H identifies to

H⊗N
d , withHd ≃ Cd the individual qudit state space [34].

It has dimension dN scaling exponentially with N . En-
dowed with the standard Hilbert-Schmidt scalar prod-
uct, the Liouville space L (H) is itself a Hilbert space
of dimension d2N . This renders the curse of dimen-
sionality already severe for moderate numbers of qudits.
This severity can be significantly downgraded if the sys-
tem exhibits large symmetries that constraint its dy-
namics in a much smaller dimensional subspace of the
Liouville space. This is in particular the case for so-
called permutationally-invariant (PI) states ρ̂ [35] as long
as the Lindbladian L preserves the PI symmetry over
time. A PI operator ÂPI is an operator that satisfies
P̂σÂPIP̂

†
σ = ÂPI ⇔ [P̂σ, ÂPI] = 0 for all permutations σ

of 1, . . . , N , where P̂σ denotes the standard unitary per-
mutation operator associated to σ in H [36]. The vector
subspace of PI operators in L (H) is the so-called com-

mutant LSN
(H) of the (unitary) representation σ 7→ P̂σ

on H of the symmetric group SN [37]. The commutant
contains the identity operator and is closed under multi-
plication of operators and hermitian conjugation [38]. A
superoperator L preserves the PI symmetry if the com-
mutant LSN

(H) is L-invariant, i.e., if L[ÂPI] is a PI

operator whatever the PI operator ÂPI. It is also impor-
tant that such superoperators avoid contaminating the
commutant from any non-PI components, i.e., that the
orthogonal complement of the commutant be itself L-
invariant, which is equivalent to having the commutant
LSN

(H) both L- and L†-invariant [39].
The natural class of superoperators that preserve the

PI symmetry and avoid contamination from any non-PI
components is given by superoperators L that are them-
selves PI in the sense that [Pσ,L] = 0 for all permu-
tations σ, with Pσ the (unitary) superoperator of per-

mutation Pσ[Â] = P̂σÂP̂
†
σ , ∀Â ∈ L (H). Indeed, in this

case for all PI operators ÂPI, PσL[ÂPI] = LPσ[ÂPI] =

L[ÂPI], ∀σ, i.e., L [ÂPI] is PI [41] and the commutant
LSN

(H) is L-invariant. It is also L†-invariant since the
space of PI superoperators is closed under hermitian con-
jugation.

The superoperators of permutation satisfy Pσ[ÂB̂] =

Pσ[Â]Pσ[B̂] and Pσ[Â
†] = Pσ[Â]

† [42]. This im-
plies interestingly that Lindbladians obey PσLĤ,{L̂k}

=

LPσ[Ĥ],Pσ[{L̂k}]
Pσ, where Pσ[{L̂k}] ≡ {Pσ[L̂k]}. If the

Hamiltonian Ĥ is PI as well as the set {L̂k} of Lindblad

operators as a whole, i.e., Pσ[{L̂k}] = {L̂k}, ∀σ (which

does not require to have individually Pσ[L̂k] = L̂k, ∀k, σ),
the Lindbladian LĤ,{L̂k}

is a PI superoperator. This

is typically the case for a Lindblad operator set com-

posed of identical local operators ℓ̂(n), ∀n = 1, . . . , N ,

and/or a collective operator L̂c =
∑N

n=1 L̂
(n), where the

superscript (n) denotes the specific qudit the local op-
erator acts on [43]. If both contributions are present,
the dissipator contains a local and a collective part:

D = D(loc)

ℓ̂
+ D(col)

L̂
, with D(loc)

ℓ̂
=
∑N

n=1 Dℓ̂(n) and

D(col)

L̂
= DL̂c

.

More general PI dissipators can also be envisaged
with for instance identical two-particle Lindblad oper-

ators ℓ̂
(n,m)
2 , ∀n < m = 1, . . . , N and/or a collective two-

particle Lindblad operator L̂2,c =
∑

n<m L̂
(n,m)
2 , where

(n,m) denotes the particle pair the two-particle opera-

tors ℓ̂2 and L̂2 act on. Strictly generally we can even
consider identical p-particle (p ≤ N) Lindblad operators

ℓ̂
(n1,...,np)
p , ∀n1 < · · · < np, and also a collective p-particle

Lindblad operator L̂p,c =
∑

n1<···<np
L̂
(n1,...,np)
p , where

(n1, . . . , np) denotes the particle p-uple the p-particle op-

erators ℓ̂p and L̂p act on.

The commutant LSN
(H) is nothing but the symmet-

ric subspace of the Liouville space L (H) ∼= (L (Hd))
⊗N ,

i.e., the space of operators that are invariant under the
action of all superoperators of permutation Pσ. Its di-

mension is thus equal to
(

N+d2−1
N

)

[37] and only scales

polynomially with N in O(Nd2−1) instead of exponen-
tially as for the global Liouville space L (H). This
changes drastically the complexity class of PI systems
for which large N studies should remain more accessible
within classical computational ressources. In this con-
text, it is therefore highly desirable to develop tools that
allows one to restrict the master equation treatment in
the sole commutant subspace. This requires to identify a
natural orthonormal basis of operators in LSN

(H) onto
which the master equation can be projected and to have
explicit expressions of the matrix elements. This was
specifically done in [27] for qubit systems (d = 2). For
d > 2, nothing similar is identified and we fill this gap
in this work with the help of the powerful formalism of
Schur-Weyl duality (see, e.g., Refs. [37, 40]). The theory
is established for arbitrary d and the results for d = 2 are
recovered as a special case.
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III. STRUCTURE OF THE COMMUTANT
LSN

(H)

The N -qudit state space H = H⊗N
d is a natural rep-

resentation space for both the symmetric group SN and
the general linear group GL(d) ≡ GL(d,C) of d × d in-
vertible complex matrices (including its subgroup U(d)
of d× d unitary matrices). The standard representation
operator for σ ∈ SN is the unitary permutation opera-
tor P̂σ and for A ∈ GL(d) the tensor product operator

Â⊗N , with Â the invertible local operator of represen-
tation matrix A in the single-qudit basis. Both opera-
tors P̂σ and Â⊗N commute, so that the product opera-
tors P̂σÂ

⊗N define a representation of the direct prod-
uct group SN × GL(d) on H. For N, d > 1, H is a re-
ducible representation space for both the symmetric and
the general linear group, as well as for the direct prod-
uct group. As a consequence of the Schur-Weyl duality,
the state space H can be decomposed into irreducible
subrepresentations of both SN and GL(d), according to
the multiplicity-free decomposition of the direct product
group representation H ≃ ⊕ν⊢(N,d)Sν ⊗ Uν(d), where
the direct sum runs over all partitions ν of N of at most
d parts, and Sν and Uν(d) denote irreducible represen-
tations (irreps) of SN and GL(d), respectively (see Ap-
pendix A). The restriction of Uν(d) onto the subgroup
U(d) is also irreducible and can be denoted similarly.

We have on the one side H ≃ ⊕ν⊢(N,d)Sν⊕dim Uν(d),

and on the other side H ≃ ⊕ν⊢(N,d)Uν(d)⊕dim Sν

. In
this context, a natural basis in the state space H is the
orthonormal so-called Schur basis [9] {|ν, Tν,Wν〉, ∀ν ⊢
(N, d), Tν ∈ Tν ,Wν ∈ Wν}, with Tν the set of all stan-
dard Young Tableaux (SYT) Tν of shape ν and Wν the
set of all standard Weyl Tableaux (SWT) Wν of shape
ν and of content among 0, . . . , d − 1 (see Appendix A).
The cardinalities of the sets Tν and Wν are fν = dimSν

and fν(d) = dimUν(d), respectively. The Schur basis
vectors |ν, Tν,Wν〉 belong each to a well defined chain
of irreps of both subgroup chains SN , SN−1, . . . , S1, and
U(d), U(d − 1), . . . , U(1). The two chains of irreps are
encoded in the SYT Tν for the symmetric group and in
the SWT Wν for the unitary group. For all ν ⊢ (N, d)
and Wν ∈ Wν , Hν(Wν ) ≡ span{|ν, Tν,Wν〉, ∀Tν ∈ Tν} is
an Sν -equivalent irrep subspace of the symmetric group
SN . For all ν ⊢ (N, d) and Tν ∈ Tν , Hν(Tν) ≡
span{|ν, Tν,Wν〉, ∀Wν ∈ Wν} is an Uν(d)-equivalent ir-
rep subspace of U(d). In each of these irrep subspaces,
the orthonormal vectors |ν, Tν,Wν〉 identify to the unique
(up to global phases) so-called Gel’fand-Tsetlin (GT) ba-
sis vectors of the irrep with respect to either of the above-
cited subgroup chains [37, 44].
An operator basis in the commutant LSN

(H) is nicely
given by the set of PI operators

F̂
(Wν ,W

′
ν)

ν = |ν,Wν〉〈ν,W ′
ν |

≡ 1√
fν

∑

Tν∈Tν

|ν, Tν,Wν〉〈ν, Tν ,W
′
ν |, (3)

∀ν ⊢ (N, d),Wν ,W
′
ν ∈ Wν . Indeed, these op-

erators are easily seen to be permutationally invari-
ant [45] and their action on the Schur basis states reads

F̂
(Wν ,W

′
ν)

ν |ν′, Tν′ , W̃ν′ 〉 = 0 if ν′ 6= ν and

F̂
(Wν ,W

′
ν)

ν |ν, Tν, W̃ν〉 =
1√
fν

|ν, Tν,Wν〉δW̃ν ,W ′
ν
. (4)

Hence, their range and kernel are given by

ran F̂ν(Wν ,W
′
ν) = Hν(Wν) and ker F̂

(Wν ,W
′
ν)

ν =

H ⊖ Hν(W
′
ν), respectively. Each operator F̂

(Wν ,W
′
ν)

ν

maps a specific Sν -equivalent irrep subspace onto an

equivalent one: F̂
(Wν ,W

′
ν)

ν Hν(W
′
ν) = Hν(Wν). All

this makes the set of operators (3) an operator ba-
sis in the commutant LSN

(H) [37] (as a corollary,
dimLSN

(H) can also be written
∑

ν⊢(N,d) f
ν(d)2 [see

Appendix B]). In addition, with respect to the standard
Hilbert-Schmidt scalar product between any two linear
operators, this basis is orthonormal:

Tr

(

F̂
(Wν ,W

′
ν)†

ν F̂
(W̃ν′ ,W̃ ′

ν′)

ν′

)

= δν,ν′δWν ,W̃ν′
δW ′

ν ,W̃
′
ν′
. (5)

It follows that any PI operator ÂPI admits the expansion

ÂPI =
∑

ν⊢(N,d)

∑

Wν ,W ′
ν∈Wν

Aν,Wν ,W ′
ν
F̂

(Wν ,W
′
ν)

ν , (6)

with components Aν,Wν ,W ′
ν
≡ (ÂPI)ν,Wν ,W ′

ν
given by

Aν,Wν ,W ′
ν
= Tr(F̂

(Wν ,W
′
ν)†

ν ÂPI)

=
1√
fν

∑

Tν∈Tν

〈ν, Tν ,Wν |ÂPI|ν, Tν,W
′
ν〉. (7)

The matrix representation of such operators is block di-
agonal in the Schur basis {|ν, Tν,Wν〉} if the basis vec-
tors are sorted first by ν, then by SYT Tν , and finally
by SWT Wν , i.e., by vector subspaces Hν(Tν), ∀ν, Tν .
Blocks are of dimension fν(d)×fν(d) and only depend on
ν, but not on Tν , so that the representation matrix API

exhibits a double block-diagonal structure, with large
“ν-blocks”, themselves composed of fν identical blocks
A(ν): API = ⊕νA(ν)

⊕fν

. The elements of a block A(ν)
read A(ν)Wν ,W ′

ν
= Aν,Wν ,W ′

ν
/
√
fν .

The commutant can be decomposed into the di-
rect sum of orthogonal operator subspaces Lν(H) ≡
span{F̂ (Wν ,W

′
ν)

ν , ∀Wν ,W
′
ν ∈ Wν}:

LSN
(H) =

⊕

ν⊢(N,d)

Lν(H) (8)

and a PI operator that specifically belongs to a subspace
Lν(H) is hereafter referenced as a ν-type operator.

The PI orthonormal basis operators F̂
(Wν ,W

′
ν)

ν are mu-

tually Hermitian conjugate: F̂
(Wν ,W

′
ν)†

ν = F̂
(W ′

ν ,Wν)
ν [46].

They fulfill the multiplication rule [47]

F̂
(Wν ,W

′
ν)

ν F̂
(W̃ν′ ,W̃ ′

ν′)

ν′ =
1√
fν

δν,ν′δW ′
ν ,W̃ν′

F̂
(Wν ,W̃

′
ν′)

ν . (9)
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As a result the components of a PI operator Hermitian

conjugate are given by (Â†
PI)ν,Wν ,W ′

ν
= A∗

ν,W ′
ν ,Wν

and

those of a PI operator product read

(ÂPIB̂PI)ν,Wν ,W ′
ν
=

1√
fν

∑

W̃ν∈Wν

Aν,Wν ,W̃ν
Bν,W̃ν ,W ′

ν
.

(10)
Hence, not only the operator subspaces Lν(H) are closed
under multiplication of operators and Hermitian conjuga-
tion [48], but also left- or right-multiplying a PI operator
with a ν-type operator again yields a ν-type operator.
More generally, the product of any number of PI oper-
ators is of ν-type as soon as so is one of the operator.
Finally, we have the closure relation

∑

ν⊢(N,d)

∑

Wν∈Wν

√

fν |ν,Wν〉〈ν,Wν | = 1̂. (11)

IV. MASTER EQUATION AND GENERAL
IDENTITY

We now consider the system initially in a PI state
ρ̂PI(0) with a time evolution governed by a PI Lind-

bladian of the form L = VĤc
+ D(loc)

ℓ̂
+ D(col)

L̂
, with

Ĥc =
∑

n Ĥ
(n), where Ĥ is a local (single particle)

Hamiltonian and ℓ̂ and L̂ are single-particle Lindblad
operators (more general PI Lindbladians with p-particle
terms in either coherent or dissipative parts are discussed
in the Appendices). In this case, the system state is
constrained within the commutant and the PI operators

F̂
(Wν ,W

′
ν)

ν provide us with a natural orthonormal operator
basis onto which the master equation can be projected:
∀λ ⊢ (N, d),Wλ,W

′
λ ∈ Wλ,

ρ̇λ,Wλ,W ′
λ
=

∑

ν⊢(N,d)

∑

Wν ,W ′
ν∈Wν

Lλ,Wλ,W ′
λ
;ν,Wν ,W ′

ν
ρν,Wν ,W ′

ν
,

(12)
where, for every superoperator O,

Oλ,Wλ,W ′
λ
;ν,Wν ,W ′

ν
≡ Tr

(

F̂
(Wλ,W

′
λ)†

λ O[F̂
(Wν ,W

′
ν)

ν ]
)

(13)

is the component of operator O[F̂
(Wν ,W

′
ν)

ν ] over the com-

mutant basis operator F̂
(Wλ,W

′
λ)

λ .

Both operators VĤc
[F̂

(Wν ,W
′
ν)

ν ] and D(col)

L̂
[F̂

(Wν ,W
′
ν)

ν ]

are of ν-type because they are composed of products of PI

operators with the ν-type operator F̂
(Wν ,W

′
ν)

ν . Their ex-
pansion in the commutant operator basis follows straight-
forwardly provided this expansion is explicitly known for
each of the involved PI operators. More generally all
Linbladian terms can be expressed with the help of the
superoperators KX̂,Ŷ (X̂, Ŷ are any two local operators)
that act according to

KX̂,Ŷ [Â] =

N
∑

n=1

X̂(n)ÂŶ (n)†, ∀Â ∈ L (H). (14)

Indeed, VĤc
= (i/~)(K

1̂,Ĥ −KĤ,1̂),

D(loc)

ℓ̂
= Kℓ̂,ℓ̂ −

1

2
Kℓ̂† ℓ̂,1̂ −

1

2
K
1̂,ℓ̂†ℓ̂, (15)

and

D(col)

L̂
[ρ̂] = L̂cK

1̂,L̂[ρ̂]−
1

2
L̂†
cKL̂,1̂[ρ̂]−

1

2
K
1̂,L̂[ρ̂]L̂c, (16)

where L̂c can similarly be written as KL̂,1̂[1̂]. The su-

peroperators KX̂,Ŷ are PI, so that KX̂,Ŷ [ÂPI] is itself a

PI operator for any PI operator ÂPI. With respect to
Hermitian conjugation, we have KX̂,Ŷ [Â]

† = KŶ ,X̂ [Â†]

and K†

X̂,Ŷ
= KX̂†,Ŷ † .

To get explicit expressions of the matrix elements
Lλ,Wλ,W ′

λ
;ν,Wν ,W ′

ν
, it is therefore enough to have the ex-

pansion in the commutant operator basis of the PI op-

erators KX̂,Ŷ [F̂
(Wν ,W

′
ν)

ν ], ∀X̂, Ŷ , ν,Wν ,W
′
ν . Schur-Weyl

duality formalism, trace invariance under cyclic permu-
tations, and Clebsch-Gordan decomposition of tensorial
products of unitary irreducible representations of the uni-
tary group U(d) allow one to obtain these expansions.
To this aim, we denote for all ν ∈ Pd (the set of parti-

tions of at most d parts) by ν− [ν+] any partition ∈ Pd

obtained by the removal [addition] of an inner [outer]
corner of ν (see Appendix A). The actions of removing
[adding] an inner [outer] corner of a partition ν can be
combined, so that ν−+ denotes any partition ∈ Pd ob-
tained first by the removal of an inner corner of ν, then by
the addition of an outer corner of the resulting partition
at first step.
For every νL, ν, νR ∈ Pd, Wµ ∈ Wµ (µ = νL, ν, νR),

we also introduce the 3ν symbol
(

νL ν νR
WνL Wν WνR

)

as being the

square d× d matrix with entries
(

νL ν νR
WνL Wν WνR

)

i,j

= 〈Wν , i|WνL〉〈Wν , j|WνR〉,

∀i, j = 0, . . . , d− 1, (17)

where 〈Wν , i|WνL〉 and 〈Wν , j|WνR〉 denote Clebsch-
Gordan coefficients (CGC’s) of the tensorial product
Uν(d) ⊗ U (1)(d) for the Gel’fand-Tsetlin bases (see Ap-
pendix C). For all µ, ν ∈ Pd, Wµ ∈ Wµ, Wν ∈ Wν ,
k = 0, . . . , d− 1, a CGC 〈Wµ, k|Wν〉 is zero iff the follow-
ing two conditions are not simultaneously satisfied (CGC

selection rules): µ ∈ {ν−} and Wµ ∈ W(−k)
µ (Wν), where

W(±k)
µ (Wν) denotes the set of all SWT’s Wµ of shape µ,

same content as Wν ± one box k, and same Gel’fand-
Tsetlin’s pattern as that of Wν ± one triangular shift

pattern (see Appendix C). The set W(±k)
µ (Wν) is a sub-

set of the set W̃(±k)
µ (Wν) of all SWT’s of shape µ and

same content as Wν ± one box k. Its cardinality is at
most (d− 1)!/k! (in particular, 1 if d = 2 or k = d− 1).
It follows from the CGC selection rules that the 3ν-

symbol matrix
(

νL ν νR
WνL Wν WνR

)

is necessarily zero if the con-

dition ν ∈ {ν−L } ∩ {ν−R} (partition triangle selection
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rule) is not satisfied. This condition can only be met
if νL ∈ {ν−+

R } or equivalently νR ∈ {ν−+
L }. We define

the partition triangular delta {νL, ν, νR} to be 1 if the
partition triangle selection rule is satisfied and 0 other-
wise. If {νL, ν, νR} = 1, an individual element j, l of

the 3ν-symbol matrix is zero iff Wν /∈ W(−i)
ν (WνL) ∩

W(−j)
ν (WνR). The CGC’s are real and so are the 3ν-

symbol matrices. We thus have

(

νL ν νR
WνL Wν WνR

)

=

(

νR ν νL
WνR Wν WνL

)T

. (18)

The 3ν-symbol matrices obey the orthogonality rela-
tion (see Appendix C)

∑

Wν∈Wν

Tr

[(

νL ν νR
WνL Wν WνR

)]

=

δνL,νRδWνL
,WνR

{νL, ν, νR} (19)

and they represent in the computational basis the single
qudit operators

ĝ
(νL,WνL

;νR,WνR
)

ν,Wν
= |φ(νL,WνL

)

ν,Wν
〉〈φ(νR ,WνR

)

ν,Wν
|, (20)

where we defined ∀µ, ν ∈ Pd, Wµ ∈ Wµ, and Wν ∈
Wν , the unnormalized single-qudit states |φ(ν,Wν )

µ,Wµ
〉 =

∑d−1
i=0 〈Wµ, i|Wν〉|i〉.
If Wµ /∈ Wµ for µ = νL, νR, and/or ν, the 3ν-symbol

matrix
(

νL ν νR
WνL Wν WνR

)

is not defined. However, it may be

convenient to adopt the convention that it nevertheless
exists and just identifies to the null matrix.
With this stated, we obtain the general Identity (proof

in Appendix D)

KX̂,Ŷ [F̂
(Wν ,W

′
ν)

ν ] = (21)
∑

λ∈{ν−+}

∑

Wλ,W ′
λ
∈Wλ

C
(λ,Wλ,W

′
λ;ν,Wν ,W

′
ν)

X̂,Ŷ
F̂

(Wλ,W
′
λ)

λ ,

where

C
(λ,Wλ,W

′
λ;ν,Wν ,W

′
ν)

X̂,Ŷ
= (22)

∑

µ∈{ν−}∩{λ−}

√

rµν r
µ
λTr[ĝ

(λ,Wλ;ν,Wν )†
µ X̂]Tr[ĝ

(λ,W ′
λ;ν,W

′
ν)†

µ Ŷ ]∗,

with rµν ≡ Nfµ/fν , ∀ν ⊢ N,µ ∈ {ν−}, and ĝ
(λ,Wλ;ν,Wν)
µ

the single qudit operator

ĝ(λ,Wλ;ν,Wν )
µ =

∑

Wµ∈Wµ

ĝ
(λ,Wλ;ν,Wν)
µ,Wµ

. (23)

This operator vanishes if {λ, µ, ν} = 0 and satisfies

ĝ
(λ,Wλ;ν,Wν)†
µ = ĝ

(ν,Wν ;λ,Wλ)
µ and

Tr[ĝ(λ,Wλ;ν,Wν)
µ ] = δλ,νδWλ,Wν

{λ, µ, ν}. (24)

As a result, ρ̂
(ν,Wν)
µ ≡ ĝ

(ν,Wν ;ν,Wν)
µ is a trace 1 sum of pro-

jection operators, hence positive semidefinite, and repre-
sents a single qudit mixed state for every µ ∈ {ν−}.
Equation (21) generalizes to arbitrary multiqudit sys-

tems and local operators Identity 1 of Ref. [27] that was
developed in the specific context of multiqubit systems.
We explicitly show in Appendix E how the latter is re-
covered from Eq. (21) in the case d = 2.

If Ŷ = 1̂, we get thanks to Eq. (24)

C
(λ,Wλ,W

′
λ;ν,Wν ,W

′
ν)

X̂,1̂
= C

(ν,Wλ,Wν)

X̂
δλ,νδW ′

λ
,W ′

ν
, (25)

with

C
(ν,Wν ,W

′
ν)

X̂
=
∑

ν−

rν
−

ν Tr[ĝ
(ν,Wν ;ν,W

′
ν)†

ν− X̂ ], (26)

so that [49]

KX̂,1̂[F̂
(Wν ,W

′
ν)

ν ] =
∑

W̃ν

C
(ν,W̃ν ,Wν)

X̂
F̂

(W̃ν ,W
′
ν)

ν . (27)

A similar expression is straightforwardly obtained for

K
1̂,Ŷ [F̂

(Wν ,W
′
ν)

ν ] = KŶ ,1̂[F̂
(W ′

ν ,Wν)
ν ]†. Finally, thanks to

the closure relation (11) any collective operator X̂c =

KX̂,1̂[1̂] can be written

X̂c =
∑

ν⊢(N,d)

∑

Wν ,W ′
ν∈Wν

√

fνC
(ν,Wν ,W

′
ν)

X̂
F̂

(Wν ,W
′
ν)

ν . (28)

The hereabove formalism naturally generalizes when
considering more general p-particle Lindbladian terms
and the matrix elements Lλ,Wλ,W ′

λ
;ν,Wν ,W ′

ν
immediately

follow from this formalism (see Appendices F and G).

V. CONCLUSION

In this paper we established the general theoreti-
cal framework that allows for an exact description of
the open system dynamics of permutationally invariant
states in arbitrary N -qudit systems (d ≥ 2) when con-
strained within the commutant LSN

(H) (the subspace
of permutationally invariant operators in the global Li-
ouville space of operators acting in the system Hilbert
space). Thanks to Schur-Weyl duality powerful results,
we identified a natural orthonormal basis of operators
in the commutant onto which the master equation can
be projected and we provided the exact expansion co-
efficients in the most general case (arbitrary dynamics,
N and d). The formalism does not require to compute
the Schur transform and allows for keeping completely
restricted within the commutant subspace, whose dimen-
sion only scales polynomially with the number N of qu-
dits instead of exponentially as it is the case for the whole
Liouville space of operators. We introduced the concept
of 3ν-symbol matrix that proves to be particularly useful
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in this context. We finally showed how our theoretical
framework particularizes for qubit systems (d = 2) and
how previously known results are recovered for this spe-
cific case. Being exact, our formalism should be helpful
for studying the dynamics of open many-body quantum
systems with large number of constituents.
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Appendix A: Symmetric, general linear, and unitary
group irreducible representations

For self-consistency, we briefly recall in this Appendix
the basics about the irreducible representations (irreps)
of the symmetric group SN (N > 0), the general linear
group GL(d) ≡ GL(d,C) (d > 0) of invertible d × d
complex matrices, and its subgroup U(d) of d×d unitary
matrices (see, e.g., Refs. [37, 44, 52]). In this context,
integer partitions are central.
A partition ν of an integer N ≥ 0 is a sequence of

integers (ν1, . . . , νl), with ν1 ≥ ν2 ≥ . . . ≥ νl > 0 and
∑l

i=1 νi = N . We write in this case ν ⊢ N . The numbers
νi are called the parts of ν and the number l of parts is
the length of ν, denoted by l(ν). The weight of ν is the
sum of its parts, N , also denoted by |ν|. A partition of an
integer N of at most d parts (d > 0) is a partition ν with
l(ν) ≤ d. We write in this case ν ⊢ (N, d). We denote
by P(N), Pd(N), and Pd the sets of all partitions of
N , of N of at most d parts, and of at most d parts,
respectively. The sets P(N) and Pd(N) are finite, while
Pd is countably infinite. The cardinalities of P(N) and
Pd(N) are the so-called numbers of partitions p(N) and
p(N, d), respectively. Obviously, Pd(N) ⊆ P(N), with
equality only for N ≤ d. The case N = 0 is particular
and only counts the so-called empty partition (.) of length
0.
The diagram or shape of a partition ν ≡ (ν1, . . . , νl) ⊢

N is an array of N boxes arranged on l left-justified rows,
with row i (1 ≤ i ≤ l) containing νi boxes. The shape
of a partition ν is usually denoted by the same symbol
ν. An inner corner of a shape ν is a box ∈ ν whose
removal leaves us with a valid partition shape. An outer
corner of ν is a box /∈ ν whose addition produces a valid
partition shape. Any partition obtained by the removal
[addition] of an inner [outer] corner of ν is denoted by ν−

[ν+] and if the row τ of the removed inner [added outer]
corner is specified, the partition is specifically denoted
by ν−τ [ν+τ ]. Conversely, the row at which the removal
[addition] occurs for a partition ν− [ν+] is denoted by
τν−/ν [τν+/ν ]. We have τν±/ν = τν/ν± and µ = ν±τ ⇔
ν = µ∓τ , so that µ ∈ {ν±} ⇔ ν ∈ {µ∓}.

To each partition ν ⊢ N (N > 0), it is possi-
ble to associate a unitary irreducible representation Sν

of the symmetric group SN and vice-versa (the num-
ber of inequivalent irreducible representations of SN is
the number of partitions p(N)). Within each of these
representations, there exists a unique orthonormal ba-
sis (up to global phases), the so-called Gel’fand-Tsetlin
(GT) basis of Sν with respect to the subgroup chain
SN−1, . . . , S1 (also called the Young-Yamanouchi (YY)
basis), where the basis vectors each belong to a unitary
irrep of each of the subgroup of the chain [37]. These vec-
tors are labeled accordingly by a sequence of partitions
(ν, ν(N − 1), . . . , ν(1)), with ν(i) ⊢ i (1 ≤ i < N). A
much more compact notation can be used instead, con-
sisting in a so-called Standard Young tableau (SYT) Tν .
Such a tableau is a diagram ν where the N boxes are
filled with the numbers 1 to N , each number in exactly
one box, strictly increasing both along the rows (from
left ro right) and along the columns (from top to bot-
tom). The partitions ν(i) of the YY-basis vectors are
obtained from the shapes of the SYT Tν restricted to the
only boxes 1 to i. The number fν of distinct SYT’s Tν

of shape ν yields the dimension of the irreducible rep-
resentation Sν and is given by the elegant hook length
formula: fν = N !/

∏

(i,j)∈ν h(i,j), where the product runs

over the hook length h(i,j) of each box (i, j) of the dia-
gram ν [51]. The historical Frobenius-Young determi-
nantal formula [53, 54] can also be used instead: fν =
N !
∏

i<j(li − lj)/
∏

i li! with li = νi + l(ν)− i. In partic-

ular, for ν = (N), fν = 1, and for ν ≡ (ν1, ν2) ⊢ (N, 2),

fν = (ν1−ν2+1)
(

N
ν2

)

/(ν1+1). The set of distinct SYT’s

Tν of shape ν is denoted by Tν and without further speci-
fications the condensed notation

∑

Tν
in sum expressions

merely means
∑

Tν∈Tν
.

To each partition ν of at most d parts (d > 0 and in-
cluding the empty partition), it is possible to associate
an irreducible representation Uν(d) on an inner prod-
uct space of the general linear group GL(d) and to have
the restriction of this representation onto the subgroup
U(d) unitary [55]. This restriction of Uν(d) onto the sub-
group U(d) is also irreducible and can be denoted simi-
larly. Within each of these representations, there exists
a unique orthonormal basis (up to global phases), the so-
called Gel’fand-Tsetlin basis with respect to the subgroup
chain U(d−1), . . . , U(1), where the basis vectors each be-
long to a unitary irrep of each of the subgroup of the chain
(at the same time the basis vectors belong to an irrep
of each of the GL(d) subgroups GL(d − 1), . . . , GL(1)).
These GL(k) and U(k) subgroup irreps (1 ≤ k < d)
can be similarly labeled by a partition ν(k) of at most
k parts and the basis vectors are labeled accordingly by
a sequence of partitions (ν, ν(d − 1), . . . , ν(1)). A more
compact notation can be used instead, consisting in a so-
called semistandard Young tableau (SSYT), also called
standard Weyl tableau (SWT) Wν . Such a tableau is a
diagram ν where the |ν| boxes are filled with the numbers
0 to d − 1, each number possibly in more than one box,
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weakly increasing along the rows (from left ro right) and
strictly along the columns (from top to bottom). Again,
the partitions ν(k) of the GT-basis vectors are obtained
from the shapes of the SWT Wν restricted to the only
boxes 0 to k−1. The number fν(d) of distinct SWT’s Wν

of shape ν yields the dimension of the irreducible repre-
sentation Uν(d), fν(d) =

∏

1≤i<j≤d(νi−νj+j−i)/(j−i),

with νi ≡ 0, ∀i > l(νi) (Weyl dimension formula). In
particular, f (.)(d) = 1 (U (.)(d) is the trivial represen-

tation), f (1)(d) = d, and f (N)(d) =
(

N+d−1
N

)

, ∀N > 0.
The number fν(d) can also be expressed in the form
fν(d) = sν(1, . . . , 1), where (1, . . . , 1) is a d-uple and
sν(x1, . . . , xd) is the Schur’s polynomial in the d variables
x1, . . . , xd associated to partition ν (an homogenous sym-
metric polynomial of degree |ν|) [37]. The set of distinct
SWT’s Wν of shape ν is denoted by Wν and without fur-
ther specifications the condensed notation

∑

Wν
in sum

expressions merely means
∑

Wν∈Wν
.

Appendix B: Dimension of the commutant LSN
(H)

The commutant LSN
(H) coincides with the symmet-

ric subspace of the Liouville space L (H) ∼= (L (Hd))
⊗N

and its dimension thus reads f (N)(d2) =
(

N+d2−1
N

)

. On
the other hand, as a result of the Schur-Weyl duality, this
dimension also identifies to

∑

ν⊢(N,d) f
ν(d)2, with fν(d)

the dimension of the Uν(d) irrep of the general linear
group GL(d) (and of the unitary group U(d)). Both ex-
pressions must of course coincide and this can be easily
seen as follows.
We first observe that

∑

ν⊢(N,d) f
ν(d)2 can also be

written (see Appendix A)
∑

ν⊢(N,d) sν(1, . . . , 1)
2, where

(1, . . . , 1) is a d-uple and sν(x1, . . . , xd) is the Schur’s
polynomial in the d variables x1, . . . , xd associated to par-
tition ν (this is an homogeneous symmetric polynomial of
degree N in the variables x1, . . . , xd - see, e.g., Ref. [37]).
For all x ≡ (x1, . . . , xd) and y ≡ (y1, . . . , yd), Cauchy’s
identity states that

∞
∑

N=0

∑

ν⊢(N,d)

sν(x)sν(y) =

d
∏

i,j=1

(1− xiyj)
−1, (B1)

which for x = y = (t, . . . , t) particularizes to

∞
∑

N=0

∑

ν⊢(N,d)

sν(t, . . . , t)
2 = (1 − t2)−d2

. (B2)

On the one hand, sν(t, . . . , t) is a multiple of tN for all
ν ⊢ (N, d), so that

∑

ν⊢(N,d)

sν(t, . . . , t)
2 = αN,dt

2N , ∀t, (B3)

with αN,d a real constant that depends on N and d. On

the other hand, (1− t2)−d2

admits for −1 < t < 1 the se-

ries expansion
∑∞

N=0

(

N+d2−1
N

)

t2N . As a result, Eq. (B2)

can be written for −1 < t < 1

∞
∑

N=0

αN,dt
2N =

∞
∑

N=0

(

N + d2 − 1

N

)

t2N (B4)

and αN,d must identify to
(

N+d2−1
N

)

, ∀N, d. It then fol-
lows from Eq. (B3) that

∑

ν⊢(N,d)

sν(1, . . . , 1)
2 =

(

N + d2 − 1

N

)

. (B5)

Appendix C: Clebsch-Gordan coefficients of tensor
products of unitary group irreps

The tensor product of two (unitary) irreps Uµ(d) and
Uν(d) of the unitary group U(d) (µ, ν ∈ Pd) decomposes
into a direct sum of irreducible components according
to [52]

Uµ(d)⊗ Uν(d) =
⊕

λ∈Pd

cλµν
⊕

r=1

Uλ(d)r, (C1)

with cλµν the so-called Littlewood-Richardson coefficients

and Uλ(d)r (λ ∈ Pd, r = 1, . . . , cλµν) equivalent Uλ(d)-
irreps of U(d). The index r is omitted if it only takes
value 1. The Clebsch-Gordan coefficients (CGC’s) of the
tensor product Uµ(d) ⊗ Uν(d) for the Gel’fand-Tsetlin
(GT) basis are the expansion coefficients 〈Wµ,Wν |Wλ〉r
of the GT-basis vectors |Wλ〉r of Uλ(d)r in the basis
formed by the tensor products of the GT-basis vectors
|Wµ〉 of Uµ(d) with the GT-basis vectors |Wν〉 of Uν(d):

|Wλ〉r =
∑

Wµ,Wν

〈Wµ,Wν |Wλ〉r |Wµ〉 ⊗ |Wν〉,

∀λ ∈ Pd,Wλ ∈ Wλ, r. (C2)

The decomposition (C1) is not unique as soon as any of
the Littlewood-Richardson coefficients cλµν exceeds 1, in
which case the CGC’s are neither univocally defined.
For ν = (1), Eq. (C1) specifically reads

Uµ(d)⊗ U (1)(d) =
⊕

λ∈{µ+}

Uλ(d) (C3)

and the CGC’s are univocally determined. The d-
dimensional representation U (1)(d) can always be chosen
to have each unitary matrix U ∈ U(d) be represented
by a unitary operator having its representation matrix
in a given orthonormal basis |0〉, . . . , |d − 1〉 of U (1)(d)
given by U (standard representation of U(d) on the sin-
gle qudit state space Hd

∼= U (1)(d)). If we view the
U(d) subgroups U(k) (1 ≤ k < d) as the groups of d× d
unitary matrices Uk ⊕ (1)⊕(d−k) (Uk k × k unitary sub-
blocks) that leave fixed the basis vectors |k〉, . . . , |d−1〉 in
the representation U (1)(d), the GT-basis vectors |W(1)〉
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of U (1)(d) merely identify to the orthonormal basis vec-
tors |j〉 (j = 0, . . . , d− 1) and the CGC’s 〈Wµ,W(1)|Wλ〉
can be accordingly denoted by 〈Wµ, j|Wλ〉:

|Wλ〉 =
d−1
∑

j=0

∑

Wµ∈Wµ

〈Wµ, j|Wλ〉|Wµ〉 ⊗ |j〉,

∀λ ∈ {µ+},Wλ ∈ Wλ. (C4)

The CGC’s 〈Wµ, j|Wλ〉 are expressed in terms of the
Gel’fand-Tsetlin (GT) patterns of the SWT’sWµ [44, 56].
For all ν ∈ Pd, the GT pattern G(Wν ) of a SWT Wν

is the d-row tableau listing in a one row - one partition
format all partitions ν(k) (k = 1, . . . , d) of shapes of Wν

where only boxes 0, . . . , k − 1 are kept. The partitions
are listed in the reversed order k = d, . . . , 1. Each ν(k) is
a partition of at most k parts, denoted standardly by the
numbers mi,k, i = 1, . . . , k, set to 0 for all i that exceeds
the length of partition ν(k). The form of a GT pattern
only depends on d and is an inverse triangular pattern
of d numbers on the first line, d − 1 on the second, . . . ,
and finally 1 on the last dth line, whatever the partition
ν ∈ Pd and the SWT Wν :

G(Wν) ≡










m1,d m2,d . . . md−1,d md,d

m1,d−1 . . . . . . md−1,d−1

. . .
m1,2 m2,2

m1,1











.

(C5)

The numbers mi,d (i = 1, . . . , d) on the top line merely
identify to the parts νi of the partition ν of the SWT Wν ,
possibly completed with zeroes if the partition length
is lower than d. The GT pattern G(Wν) is either de-
noted accordingly by

(

ν
m

)

, or also merely by (m). For
all k = 1, . . . , d, the number αk = |mk| − |mk−1|, with
|mk| ≡

∑k
i=1 mi,k and m0 ≡ 0, yields the number nk−1

of boxes (k−1) in the SWT Wν . In particular n0 = m1,1.
The numbers mi,k satisfy the betweenness condition:
mi,k−1 ∈ [mi+1,k,mi,k], ∀k = 2, . . . , d; i = 1, . . . , k − 1.
Any triangular pattern satisfying the betweenness con-
dition is by definition a GT pattern. For all partition
ν, there is a one to one correspondence between the set
of all GT patterns

(

ν
m

)

and the set of all SWT’s Wν , so
that the knowledge of all numbers mi,k uniquely identify
a SWT. In particular, for d = 2, the GT pattern for any
SWT Wν≡(ν1,ν2) merely reads

G(Wν) =

(

ν1 ν2
n0

)

. (C6)

For all i, τ = 1, . . . , d, a triangular shift pattern (i, τ),
∆i(τ, τd−1, . . . , τi), is a pattern of d rows containing only
0’s and 1’s according to

∆(τ, τd−1, . . . , τi) =













eτ
eτd−1

...
eτi

(0)i−1













, (C7)

where, ∀k = i, . . . , d − 1, 1 ≤ τk ≤ k, eτk is a unit row
vector of length k with 1 at position τk and 0 elsewhere,
and (0)i−1 denotes a triangular array of zeroes with i− 1
rows. The set of all triangular shift patterns (i, τ) for all
possible values of τd−1, . . . , τi is denoted by ∆i(τ). It is
composed of (d− 1)!/(i− 1)! elements [57]. For d = 2 or
also i = d, this is therefore a singleton.

We define the difference of two GT patterns (m) and
(m′) by the triangular pattern of elements mi,k − m′

i,k.
If Wµ and Wν are two SWT’s such that

G(Wν )−G(Wµ) ∈ ∆i(τ), (C8)

then ν = µ+τ (equivalently µ = ν−τ ) and both Wµ and
Wν have globally identical content up to one more box
(i−1) inWν . Indeed, settingG(Wµ) ≡ (m) andG(Wν) ≡
(m′), we then have |m′

k| = |mk| + 1, ∀k ≥ i and |m′
k| =

|mk|, ∀k < i, so that α′
k = αk, ∀k 6= i and α′

i = αi+1. For
all µ, ν ∈ Pd : ν ∈ {µ+} (⇔ µ ∈ {ν−}), j = 0, . . . , d− 1,

and SWT Wµ, we denote accordingly by W(+j)
ν (Wµ) the

set of all SWT’s Wν of shape ν that fullfill condition (C8)
with i = j + 1 and τ = τν/µ. This is a subset of the set

W̃(+j)
ν (Wµ) of all SWT’s of shape ν and same content as

Wµ plus one box j. Similarly, for all SWT Wν , we denote

by W(−j)
µ (Wν) the set of all SWT’s Wµ of shape µ that

fullfill condition (C8) with i = j + 1 and τ = τµ/ν . This

is a subset of the set W̃(−j)
µ (Wν) of all SWT’s of shape

ν and same content as Wν minus one box j. The subset
is empty if Wν does not contain any box j. We have

Wν ∈ W(+j)
ν (Wµ) ⇔ Wµ ∈ W(−j)

µ (Wν). (C9)

The cardinality of the subsets W(+j)
ν (Wµ) and

W(−j)
µ (Wν) is identical and at most ∆j+1(τν/µ)’s one,

i.e., (d− 1)!/j! (1 for d = 2 or j = d− 1).

The CGC’s 〈Wµ, j|Wλ〉 in Eq. (C4) are zero if G(Wλ)−
G(Wµ) /∈ ∆j+1(τλ/µ), and otherwise



9

〈Wµ, j|Wλ〉 =



















j
∏

k=1

(pτj+1,j+1 − pk,j)

j+1
∏

k=1
k 6=τj+1

(pτj+1,j+1 − pk,j+1)



















1/2

d
∏

l=j+2

Aτl−1,τl , (C10)

where we set G(Wλ)−G(Wµ) ≡ ∆(τd, τd−1, . . . , τj+1) (with τd = τλ/µ), G(Wµ) ≡ (m), pi,k = mi,k + k− i, and where

Aτl−1,τl = sgn(τl−1 − τl)







l
∏

k=1

k 6=τl

pτl−1,l−1 − pk,l + 1

pτl,l − pk,l

l−1
∏

k=1

k 6=τl−1

pτl,l − pk,l−1

pτl−1,l−1−pk,l−1+1







1/2

, (C11)

with sgn the sign function with sgn(0) = 1. The CGC’s are real and obey for all µ ∈ {λ−} ∩ {ν−} the orthogonality
relation [44]

d−1
∑

j=0

∑

Wµ∈Wµ

〈Wµ, j|Wλ〉〈Wµ, j|Wν〉 = δλ,νδWλ,Wν
. (C12)

Equation (C4) can be accordingly refined to

|Wλ〉 =
d−1
∑

j=0

∑

Wµ∈W(−j)
µ (Wλ)

〈Wµ, j|Wλ〉|Wµ〉 ⊗ |j〉, ∀λ ∈ {µ+},Wλ ∈ Wλ. (C13)

Appendix D: Proof of general Identity (21)

For any local operators X̂ and Ŷ , KX̂,Ŷ [F̂
(Wν ,W

′
ν)

ν ] is a PI operator and can be expanded according to

KX̂,Ŷ [F̂
(Wν ,W

′
ν)

ν ] =
∑

λ⊢(N,d)

∑

Wλ,W ′
λ
∈Wλ

Tr(F̂
(Wλ,W

′
λ)†

λ KX̂,Ŷ [F̂
(Wν ,W

′
ν)

ν ])F̂
(Wλ,W

′
λ)

λ . (D1)

We first observe that for any PI operator ÂPI and any operator B̂ we have Tr(Â†
PIPσ[B̂]) = Tr(Â†

PIB̂), ∀σ ∈ SN [50].

As a result and since Pσ[X̂
(n)ÂPIŶ

(n)†] = X̂(σ(n))ÂPIŶ
(σ(n))†, ∀n, σ, Tr(F̂ (Wλ,W

′
λ)†

λ X̂(n)ÂPIŶ
(n)†) is independent of

n and we have

Tr(F̂
(Wλ,W

′
λ)†

λ KX̂,Ŷ [F̂
(Wν ,W

′
ν)

ν ]) = NTr(F̂
(Wλ,W

′
λ)†

λ X̂(N)F̂
(Wν ,W

′
ν)

ν Ŷ (N)†)

=
N

√

fλfν

∑

Tλ,Tν

〈λ, Tλ,Wλ|X̂(N)|ν, Tν,Wν〉〈λ, Tλ,W
′
λ|Ŷ (N)|ν, Tν ,W

′
ν〉∗. (D2)

The N -qudit system state space can be structured along H = (⊗N−1
i Hi)⊗HN . This global structure can further be

refined thanks to the specific properties of the Schur-Weyl duality basis states. According to Pieri’s rule for the unitary
group irreducible representations [Eq. (C3) in Appendix C] and considering the chain of irreps of SN , . . . , S1 each
Schur-Weyl basis state belongs to (here, Sk (1 ≤ k < N) denotes the SN subgroup that fixes each j ∈ {k+ 1, . . . , N}
and only permutes {1, . . . , k}), we get that, for all ν ⊢ (N, d) and Tν ∈ Tν , Hν(Tν) ≃ Uν(d) is an irreducible
component of Hν(N−1)(Tν(N−1)) ⊗HN ≃ Uν(N−1)(d) ⊗ U (1)(d), with ν(N − 1) the shape of Tν without box N and
Tν(N−1) the SYT Tν without box N . This implies

|ν, Tν,Wν〉 =
d−1
∑

j=0

∑

Wν(N−1) ∈

W(−j)

ν(N−1)
(Wν)

〈Wν(N−1), j|Wν〉|ν(N − 1), Tν(N−1),Wν(N−1)〉 ⊗ |j〉N , (D3)
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where the coefficients 〈Wν(N−1), j|Wν〉 are the (real) Clebsch-Gordan coefficients (CGC’s) of the tensor product

Uν(N−1)(d) ⊗ U (1)(d) for the Gel’fand-Tsetlin bases (see Appendix C). These coefficients are zero iff Wν(N−1) /∈
W(−j)

ν(N−1)(Wν), so that the sum in Eq. (D3) can be formally extended to the whole set Wν(N−1). Proceeding similarly

for expanding the state |λ, Tλ,Wλ〉, we get

〈λ, Tλ,Wλ|X̂(N)|ν, Tν,Wν〉 =
d−1
∑

i,j=0

∑

Wν(N−1)

∈ Wν(N−1)

(

λ ν(N − 1) ν
Wλ Wν(N−1) Wν

)

i,j

〈i|X̂|j〉δλ(N−1),ν(N−1)δTλ(N−1),Tν(N−1)

= Tr[ĝ
(λ,Wλ;ν,Wν)†
ν(N−1) X̂ ]δλ(N−1),ν(N−1)δTλ(N−1),Tν(N−1)

. (D4)

Inserting this result into Eq. (D2) and observing that
∑

Tλ
=
∑

λ−

∑

T
λ−

and similarly for the sum over Tν, the

general Identity is directly obtained. Interestingly, Eq. (D4) also shows that

〈X̂(N)〉|ν,Tν ,Wν〉 = 〈X̂〉
ρ̂
(ν,Wν )

ν(N−1)

, ∀X̂. (D5)

Appendix E: Qubit case

For d = 2, the commutant basis operators F̂
(Wν ,W

′
ν)

ν are indexed with partitions ν ≡ (ν1, ν2) ∈ P2 (ν1 > 0, ν2 ≥ 0).
In this case, the set {ν−} is only composed of the valid partitions among the two partitions ν−1 ≡ (ν1 − 1, ν2) and
ν−2 ≡ (ν1, ν2 − 1), so that {ν−+} is in turn only composed of the valid partitions among the three partitions νa ≡ ν,

νb ≡ ν1→2 = (ν1−1, ν2+1), and νc ≡ ν2→1 = (ν1+1, ν2−1) (see Appendix A). The cardinality of the sets W(±j)
µ (Wν)

and W̃(±j)
µ (Wν) is at most 1. Indeed, for d = 2 the content of the SWT boxes is either a 0 or a 1 and there is a

unique SWT Wn0
ν of shape ν with prescribed admissible content of n0 boxes 0 and n1 = |ν| − n0 boxes 1 (the boxes

0 have no other option than being located at the beginning of the first row of the SWT and the boxes 1 only on the

rest). For all j ∈ {0, 1}, ν ∈ P2, µ ∈ {ν±}, and SWT Wn0
ν , we have W(±j)

µ (Wn0
ν ) = W̃(±j)

µ (Wn0
ν ) = {Wn0±(1−j)

µ } or

∅ (if W
n0±(1−j)
µ is not a valid SWT). As a result, ∀λ, µ, ν : {λ, µ, ν} = 1, i, j ∈ {0, 1}, W(−i)

µ (W ñ0

λ ) ∩W(−j)
µ (Wn0

ν ) =
{W ñ0+i−1

µ } ∩ {Wn0+j−1
µ } and this set is not empty only if the two singletons coincide with a valid SWT, which at

least requires ñ0 = n0 +(j− i). In addition to the generic vanishing condition {λ, µ, ν} = 0, the single qubit operator

ĝ
(λ,W

ñ0
λ

;ν,Wn0
ν )

µ is necessarily zero if |ñ0 − n0| > 1.

Setting n0(q) = n0 − q, the only possibly nonzero ĝ
(λ,W

n0(q)

λ
;ν,Wn0

ν )
µ operators are obtained for q = 0,±1 (they

can vanish within this condition for specific λ, µ, ν, W
n0(q)
λ , and Wn0

ν ). They are listed in Table I, along with
their matrix elements, explicit expression, and a relevant trace property they fulfill. To this aim, we defined ζν,n0

kτ ≡
〈Wn0+k−1

ν−τ
, k|Wn0

ν 〉 (k = 0, 1, τ = 1, 2), ŝ+1 = |1〉〈0|, ŝ−1 = |0〉〈1|, ŝ0 = (|1〉〈1| − |0〉〈0|)/2, and

Aν,n0
q =







√

(ν1 − n0 + 1)(n0 − ν2) for q = 1
(ν1 + ν2 − 2n0)/2 q = 0
√

(ν1 − n0)(n0 + 1− ν2) q = −1

, (E1)

Bν,n0
q =







√

(n0 − ν2)(n0 − ν2 − 1) for q = 1
√

(ν1 − n0)(n0 − ν2) q = 0

−
√

(ν1 − n0 − 1)(ν1 − n0) q = −1

, (E2)

Dν,n0
q =







−
√

(ν1 − n0 + 1)(ν1 − n0 + 2) for q = 1
√

(ν1 − n0 + 1)(n0 − ν2 + 1) q = 0
√

(n0 − ν2 + 1)(n0 − ν2 + 2) q = −1

. (E3)

The Kronecker delta in the third column of Table I accounts for the necessary condition n0(q) = n0 + j − i for the
matrix elements to be nonzero. The operator expressions in the fourth and fifth columns directly follow from the
explicit expressions of the CGC’s ζν,n0

kτ for all ν = (ν1, ν2) ∈ P2, i.e. (see Eq. (C10) with d = 2 in Appendix C),

ζν,n0

01 =

√

n0 − ν2
∆ν

, ζν,n0

11 =

√

ν1 − n0

∆ν
, ζν,n0

02 = −
√

ν1 + 1− n0

∆ν + 2
, ζν,n0

12 =

√

n0 − ν2 + 1

∆ν + 2
, (E4)
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λ µ [g
(λ,W

n0(q)
λ

;ν,W
n0
ν )

µ ]i,j ĝ
(λ,W

n0(±1)
λ

;ν,W
n0
ν )

µ ĝ
(λ,W

n0(0)
λ

;ν,W
n0
ν )

µ Tr[ĝ
(λ,W

n0(q′)
λ

;ν,W
n0
ν )†

µ ŝq]

ν ν−1 ζ
ν,n0(q)
i1 ζν,n0

j1 δq,i−j

A
ν,n0
±1

∆ν
ŝ±1

1
∆ν

[(ν1 − n0)|1〉〈1| + (n0 − ν2)|0〉〈0|] A
ν,n0
q

∆ν
δq,q′

ν−2 ζ
ν,n0(q)
i2 ζν,n0

j2 δq,i−j −A
ν,n0
±1

∆ν+2
ŝ±1

1
∆ν+2

[(n0 − ν2)|1〉〈1| + (ν1 − n0)|0〉〈0| + 1̂] −A
ν,n0
q

∆ν+2
δq,q′

νb ν−1 = ν−2
b ζ

νb,n0(q)
i2 ζν,n0

j1 δq,i−j

B
ν,n0
±1

∆ν
ŝ±1 2

B
ν,n0
0
∆ν

ŝ0
B

ν,n0
q

∆ν
δq,q′

νc ν−2 = ν−1
c ζ

νc,n0(q)
i1 ζν,n0

j2 δq,i−j

D
ν,n0
±1

∆ν+2
ŝ±1 2

D
ν,n0
0

∆ν+2
ŝ0

D
ν,n0
q

∆ν+2
δq,q′

TABLE I. Only possibly nonzero operators ĝ
(λ,W

n0(q)
λ

;ν,W
n0
ν )

µ (q = 0,±1) for a given ν ≡ (ν1, ν2) ∈ P2 and W n0
ν ∈ Wν .

where ∆ν ≡ ν1 − ν2. The trace property in the sixth column merely stems from the elementary relations Tr[ŝq] = 0,

Tr[ŝ†±1ŝq] = δq,±1, and Tr[ŝ†0ŝq] = δq,0/2, ∀q = 0,±1.

Finally, we have for all ν ≡ (ν1, ν2) ⊢ (N, 2) (see Appendix A),

fν =
∆ν + 1

ν1 + 1

(

N

ν2

)

, (E5)

so that

rν
−1

ν =
∆ν

∆ν + 1
(ν1 + 1), rν

−2

ν =
∆ν + 2

∆ν + 1
ν2,

fν

fνb
=

(ν2 + 1)(∆ν + 1)

(ν1 + 1)(∆ν − 1)
,

fν

fνc
=

(ν1 + 2)(∆ν + 1)

ν2(∆ν + 3)
. (E6)

As a result, for X̂ = ŝq and Ŷ = ŝr (q, r = 0,±1) the general Identity (21) straightforwardly simplifies to

N
∑

n=1

ŝ(n)q |ν,Wn0
ν 〉〈ν,Wn′

0
ν |ŝ(n)†r =

ν1 + ν2 + 2

∆ν(∆ν + 2)
Aν,n0

q A
ν,n′

0
r |ν,Wn0(q)

ν 〉〈ν,Wn′
0(r)

ν | (E7)

+
ν1 + 1

∆ν(∆ν + 1)
Bν,n0

q B
ν,n′

0
r

√

fν

fνb
|νb,Wn0(q)

νb 〉〈νb,Wn′
0(r)

νb |+ ν2
(∆ν + 1)(∆ν + 2)

Dν,n0
q D

ν,n′
0

r

√

fν

fνc
|νc,Wn0(q)

νc 〉〈νc,Wn′
0(r)

νc |.

For d = 2, the Schur-Weyl duality basis states |ν, Tν,Wν〉 are nothing but the standard Clebsch-Gordan basis states
|J,M, i〉, according to the correspondance J = ∆ν/2, M = N/2− n0 (equivalently ν1 = N/2 + J , ν2 = N/2− J , and

n0 = N/2−M), and where i is indexed by the distinct SYT’s Tν , hence from 1 to fν =
(

N
N/2−J

)

(2J+1)/(J+1+N/2)≡
dJN . Equation (E7) is just Identity 1 of Ref. [27] expressed in the Schur-Weyl duality language. For (ν,Wn0

ν ) ≡ (J,M),

(ν,W
n0(q)
ν ) = (J,Mq), (νb,W

n0(q)
νb ) = (J − 1,Mq) and (νc,W

n0(q)
νc ) = (J + 1,Mq), with Mq = M + q.

Appendix F: Master equation matrix elements Lλ,Wλ,W ′
λ
;ν,Wν ,W ′

ν

For a Lindbladian L = VĤc
+D(loc)

ℓ̂
+D(col)

L̂
, the matrix elements Lλ,Wλ,W ′

λ
;ν,Wν ,W ′

ν
are composed of the three main

contributions

Lλ,Wλ,W ′
λ
;ν,Wν ,W ′

ν
= [VĤc

]λ,Wλ,W ′
λ
;ν,Wν ,W ′

ν
+ [D(loc)

ℓ̂
]λ,Wλ,W ′

λ
;ν,Wν ,W ′

ν
+ [D(col)

L̂
]λ,Wλ,W ′

λ
;ν,Wν ,W ′

ν
. (F1)

The commutator between any PI operator ÂPI and the basis operator F̂
(Wν ,W

′
ν)

ν follows straightforwardly from the
commutant algebra multiplication rule. We have

[F̂
(Wν ,W

′
ν)

ν , ÂPI] =
1√
fν





∑

W̃ ′
ν

Aν,W ′
ν ,W̃

′
ν
F̂

(Wν ,W̃
′
ν)

ν −
∑

W̃ν

Aν,W̃ν ,Wν
F̂

(W̃ν ,W
′
ν)

ν



 , (F2)
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so that

[VĤc
]λ,Wλ,W ′

λ
;ν,Wν ,W ′

ν
=

i

~

(

C
(ν,W ′

ν ,W
′
λ)

Ĥ
δWλ,Wν

− C
(ν,Wλ,Wν)

Ĥ
δW ′

λ
,W ′

ν

)

δλ,ν , (F3)

[D(loc)

ℓ̂
]λ,Wλ,W ′

λ
;ν,Wν ,W ′

ν
= C

(λ,Wλ,W
′
λ;ν,Wν ,W

′
ν)

ℓ̂,ℓ̂
δλ,{ν−+} −

1

2

(

C
(ν,W ′

ν ,W
′
λ)

ℓ̂† ℓ̂
δWλ,Wν

+ C
(ν,Wλ,Wν)

ℓ̂†ℓ̂
δW ′

λ
,W ′

ν

)

δλ,ν , (F4)

[D(col)

L̂
]λ,Wλ,W ′

λ
;ν,Wν ,W ′

ν
= C

(ν,Wλ,Wν)

L̂
C

(ν,W ′
λ,W

′
ν)∗

L̂
δλ,ν − 1

2





∑

W̃ ′
ν

C
(ν,W̃ ′

ν ,W
′
λ)

L̂
C

(ν,W̃ ′
ν ,W

′
ν)∗

L̂



 δWλ,Wν
δλ,ν

− 1

2





∑

W̃ν

C
(ν,W̃ν ,Wν)

L̂
C

(ν,W̃ν ,Wλ)∗

L̂



 δW ′
λ
,W ′

ν
δλ,ν . (F5)

Appendix G: Generalization to PI Lindbladians with p-particle terms

We consider here the generalized case where the PI Linbladian is of the form

L =
∑

p

(

VĤp,c
+D(loc)

ℓ̂p
+D(col)

L̂p

)

, (G1)

where the sum over p only runs for values between 1 and N for which either of the three Lindbladian p-particle

terms is nonzero, Ĥp,c =
∑N

n1<···<np=1 Ĥ
(n1,...,np)
p , D(loc)

ℓ̂p
=
∑N

n1<···<np=1 Dℓ̂
(n1,...,np)
p

, and D(col)

L̂p
= DL̂p,c

, with

L̂p,c =
∑N

n1<···<np=1 L̂
(n1,...,np)
p . Here, Ĥp is a p-particle Hamiltonian, ℓ̂p and L̂p are p-particle Lindblad operators,

and (n1, . . . , np) denotes the particle p-uple these p-particle operators act on. These operators satisfy X̂
(n1,...,np)
p =

X̂
(nπ(1),...,nπ(p))
p , for all n1 6= . . . 6= np and permutations π ∈ Sp.

All Linbladian terms can again be expressed with the help of generic superoperators, namely KX̂p,Ŷp
(X̂p, Ŷp any

two p-particle operators) that act according to

KX̂p,Ŷp
[Â] =

N
∑

n1<···<np=1

X̂(n1,...,np)
p ÂŶ (n1,...,np)†

p , ∀Â ∈ L (H). (G2)

Indeed, VĤp,c
= (i/~)(K

1̂,Ĥp
− KĤp,1̂

), D(loc)

ℓ̂p
= Kℓ̂p,ℓ̂p

− (Kℓ̂†p ℓ̂p,1̂
− K

1̂,ℓ̂†pℓ̂p
)/2, and D(col)

L̂p
[ρ̂] = L̂p,cK

1̂,L̂p
[ρ̂] −

(L̂†
p,cKL̂p,1̂

[ρ̂]− K
1̂,L̂p

[ρ̂]L̂p,c)/2, where L̂p,c can similarly be written as KL̂p,1̂
[1̂]. The superoperators KX̂p,Ŷp

are PI,

so that KX̂p,Ŷp
[ÂPI] is itself a PI operator for any PI operator ÂPI. With respect to Hermitian conjugation, we have

KX̂p,Ŷp
[Â]† = KŶp,X̂p

[Â†].

To get explicit expressions of the matrix elements Lλ,Wλ,W ′
λ
;ν,Wν ,W ′

ν
, it is therefore again completely enough to

have the expansion in the commutant operator basis of the PI operators KX̂p,Ŷp
[F̂

(Wν ,W
′
ν)

ν ], ∀X̂p, Ŷp, ν,Wν ,W
′
ν . This

expansion reads

KX̂p,Ŷp
[F̂

(Wν ,W
′
ν)

ν ] =
∑

λ⊢(N,d)

∑

Wλ,W ′
λ
∈Wλ

Tr(F̂
(Wλ,W

′
λ)†

λ KX̂p,Ŷp
[F̂

(Wν ,W
′
ν)

ν ])F̂
(Wλ,W

′
λ)

λ . (G3)

Since Pσ[X̂
(n1,...,np)
p ÂPIŶ

(n1,...,np)†
p ] = X̂

(σ(n1),...,σ(np))
p ÂPIŶ

(σ(n1),...,σ(np))†, for all n1 6= · · · 6= np and permutations

σ ∈ SN , Tr(F̂
(Wλ,W

′
λ)†

λ X̂
(n1,...,np)
p ÂPIŶ

(n1,...,np)†
p ) is independent of the p-uple (n1, . . . , np) and we get

Tr(F̂
(Wλ,W

′
λ)†

λ KX̂p,Ŷp
[F̂

(Wν ,W
′
ν)

ν ]) =

(

N

p

)

Tr(F̂
(Wλ,W

′
λ)†

λ X̂(N−p+1,...,N)
p F̂

(Wν ,W
′
ν)

ν Ŷ (N−p+1,...,N)†
p )

=

(

N

p

)

1
√

fλfν

∑

Tλ,Tν

〈λ, Tλ,Wλ|X̂(N−p+1,...,N)
p |ν, Tν ,Wν〉

〈λ, Tλ,W
′
λ|Ŷ (N−p+1,...,N)

p |ν, Tν,W
′
ν〉∗. (G4)
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Applying successively p times Eq. (D3) first to isolate the N -th qudit, then the (N − 1)-th, and so on until the
(N − p+ 1)-th, we get in similar notations

|ν, Tν ,Wν〉 =
d−1
∑

jp=0

∑

Wν(N−1)

∈ Wν(N−1)

〈Wν(N−1), jp|Wν〉|ν(N − 1), Tν(N−1),Wν(N−1)〉 ⊗ |jp〉N

=
d−1
∑

jp−1,jp=0

∑

Wν(N−1)

∈ Wν(N−1)

∑

Wν(N−2)

∈ Wν(N−2)

〈Wν(N−1), jp|Wν〉〈Wν(N−2), jp−1|Wν(N−1)〉

|ν(N − 2), Tν(N−2),Wν(N−2)〉 ⊗ |jp−1, jp〉N−1,N

... (G5)

=

d−1
∑

j1,...,jp=0

∑

Wν(N−1)

∈ Wν(N−1)

. . .
∑

Wν(N−p)

∈ Wν(N−p)

〈Wν(N−1), jp|Wν〉 · · · 〈Wν(N−p), j1|Wν(N−p+1)〉

|ν(N − p), Tν(N−p),Wν(N−p)〉 ⊗ |j1, . . . , jp〉N−p+1,...,N ,

with, ∀k = 1, . . . , p, ν(N −k) the shape of Tν without boxes N, . . . , N −k+1, and Tν(N−k) the SYT Tν without these
k boxes.
For every νL, νR ∈ Pd, Wµ ∈ Wµ (µ = νL, νR), ν ≡ (νl,p−1, . . . , νl,1, νc, νr,1, . . . , νr,p−1) ∈ P

2p−1
d (i.e., ν is a

vector of 2p − 1 partitions of at most d parts), W ν ≡ (Wνl,p−1
, . . . ,Wνl,1 ,Wνc ,Wνr,1 , . . . ,Wνr,p−1), with Wµ ∈ Wµ

(µ = νl,p−1, . . . , νr,p−1), we define the generalized 3ν symbol
(

νL ν νR
WνL W ν WνR

)

as being the square dp × dp matrix with

entries
(

νL ν νR
WνL W ν WνR

)

i,j

=

p
∏

k=1

〈Wνl,k−1
, ik|Wνl,k〉〈Wνr,k−1

, jk|Wνr,k〉, (G6)

where i ≡ (i1, . . . , ip), j ≡ (j1, . . . , jp), ik, jk = 0, . . . , d−1 for k = 1, . . . , p, and where we set νl,0 = νr,0 ≡ νc, νl,p ≡ νL,
and νr,p ≡ νR.

The generalized 3ν-symbol matrix
(

νL ν νR
WνL W ν WνR

)

is necessarily zero if the condition νl,k−1 ∈ {ν−l,k} and νr,k−1 ∈
{ν−r,k}, ∀k = 1, . . . , p (generalized partition triangle selection rule) is not satisfied. This condition can only be met if

νL ∈ {ν−p+p

R } or equivalently νR ∈ {ν−p+p

L }, where the superscript −p

[+
p

] denotes the action of removing [adding]
successively p inner [outer] corners to the partition it applies. We define the generalized partition triangular delta

{νL,ν, νR} to be 1 if the generalized partition triangle selection rule is satisfied and 0 otherwise.
Since the CGC’s are real, we have

(

νL ν νR
WνL W ν WνR

)

=

(

νR ν̃ νL
WνR W ν̃ WνL

)T

, (G7)

where ν̃ is the vector of partitions ν listed in reversed order: ν̃ ≡ (νr,p−1, . . . , νr,1, νc, νl,1, . . . , νl,p−1). The generalized
3ν-symbol matrices obey the generalized orthogonality relation (see Appendix A)

∑

W ν

Tr

[(

νL ν νR
WνL W ν WνR

)]

= δνL,νRδWνL
,WνR

δν,ν̃{νL,ν, νR}, (G8)

with
∑

W ν
≡ ∑

Wνl,p−1
. . .
∑

Wνl,1

∑

Wνc

∑

Wνr,1
. . .
∑

Wνr,p−1
, and they are the representation matrices in the com-

putational basis of the p-qudit product operators

ĝ
(νL,WνL

;νR,WνR
)

ν,W ν
=

p
⊗

k=1

|φ(νl,k,Wνl,k
)

νl,k−1,Wνl,k−1
〉〈φ(νr,k,Wνr,k

)

νr,k−1,Wνr,k−1
|. (G9)
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We also define the p-qudit operators

ĝ
(νL,WνL

;νR,WνR
)

ν =
∑

W ν

ĝ
(νL,WνL

;νR,WνR
)

ν,W ν
. (G10)

These operators vanish if {νL,ν, νR} = 0 and they satisfy ĝ
(νL,WνL

;νR,WνR
)†

ν = ĝ
(νR,WνR

;νL,WνL
)

ν̃ and

Tr[ĝ
(νL,WνL

;νR,WνR
)

ν ] = δνL,νRδWνL
,WνR

δν,ν̃{νL,ν, νR}. (G11)

As a result, ∀ν ∈ Pd, Wν ∈ Wν , µ ∈ P
2p−1
d : µ = µ̃ and {ν,µ, ν} = 1, ρ̂

(ν,Wν)
µ ≡ ĝ

(ν,Wν ;ν,Wν)
µ is a trace 1 positive

semidefinite operator and represents a separable p-qudit mixed state.
With this stated and expanding |λ, Tλ,Wλ〉 similarly as |ν, Tν ,Wν〉 in Eq. (G5), we directly obtain

〈λ, Tλ,Wλ|X̂(N−p+1,...,N)
p |ν, Tν ,Wν〉 =

∑

i,j

∑

Wµ(Tλ,Tν)p

(

λ µ(Tλ,Tν)p ν

Wλ Wµ(Tλ,Tν )p
Wν

)

i,j

〈i|X̂p|j〉δλ(N−p),ν(N−p)δTλ(N−p),Tν(N−p)

= Tr[ĝ(λ,Wλ;ν,Wν)†
µ(Tλ,Tν)p

X̂p]δλ(N−p),ν(N−p)δTλ(N−p),Tν(N−p)
, (G12)

with µ(Tλ,Tν)p = (λ(N − 1), . . . , λ(N − p+ 1), λ(N − p), ν(N − p+ 1), . . . , ν(N − 1)). Interestingly, this also implies
that

〈X̂(N−p+1,...,N)
p 〉|ν,Tν ,Wν〉 = 〈X̂p〉ρ̂(ν,Wν )

µ(Tν)p

, ∀X̂p, (G13)

with µ(Tν)p ≡ µ(Tν ,Tν)p .

Inserting Eq. (G12) into Eq. (G4) and observing that
∑

Tλ
=
∑

λ−

∑

T
λ−

=
∑

λ−

∑

(λ−)−
∑

T(λ−)−
= · · · (so on p

times) and similarly for the sum over Tν , we immediately get

KX̂p,Ŷp
[F̂

(Wν ,W
′
ν)

ν ] =
∑

λ∈{ν−p+p}

∑

Wλ,W ′
λ
∈Wλ

C
(λ,Wλ,W

′
λ;ν,Wν ,W

′
ν)

X̂p,Ŷp

F̂
(Wλ,W

′
λ)

λ , (G14)

with

C
(λ,Wλ,W

′
λ;ν,Wν ,W

′
ν)

X̂p,Ŷp

=
∑

µ ∈ P
2p−1
d

:

{λ,µ, ν} = 1

√

rµc

λ rµc
ν Tr[ĝ(λ,Wλ;ν,Wν)†

µ X̂p] Tr[ĝ
(λ,W ′

λ;ν,W
′
ν )†

µ Ŷp]
∗, (G15)

where we defined rµν ≡
(

N
p

)

fµ/fν , ∀ν ⊢ N,µ ∈ {ν−p}.
In the particular case where Ŷp = 1̂p, with 1̂p the p-particle identity, Eq. (G15) simplifies to

C
(λ,Wλ,W

′
λ;ν,Wν ,W

′
ν)

X̂p,1̂p

= C
(ν,Wλ,Wν)

X̂p

δλ,νδW ′
λ
,W ′

ν
, (G16)

with

C
(ν,Wν ,W

′
ν)

X̂p
=

∑

µ ∈ P
2p−1
d

:

{ν,µ, ν} = 1&µ = µ̃

rµc
ν Tr[ĝ

(ν,Wν ;ν,W
′
ν)†

µ X̂p]. (G17)

It follows that KX̂p,1̂p
[F̂

(Wν ,W
′
ν)

ν ] =
∑

W̃ν
C

(ν,W̃ν ,Wν)

X̂p
F̂

(W̃ν ,W
′
ν)

ν and X̂p,c =
∑

ν,Wν ,W ′
ν

√
fνC

(ν,Wν ,W
′
ν)

X̂p
F̂

(Wν ,W
′
ν)

ν , so that

the master equation matrix elements (F3) to (F5) merely generalizes in presence of p-particle operators according to

[VĤp,c
]λ,Wλ,W ′

λ
;ν,Wν ,W ′

ν
=

i

~

(

C
(ν,W ′

ν ,W
′
λ)

Ĥp
δWλ,Wν

− C
(ν,Wλ,Wν)

Ĥp
δW ′

λ
,W ′

ν

)

δλ,ν , (G18)

[D(loc)

ℓ̂p
]λ,Wλ,W ′

λ
;ν,Wν ,W ′

ν
= C

(λ,Wλ,W
′
λ;ν,Wν ,W

′
ν)

ℓ̂p,ℓ̂p
δλ,{ν−p+p

} −
1

2

(

C
(ν,W ′

ν ,W
′
λ)

ℓ̂†p ℓ̂p
δWλ,Wν

+ C
(ν,Wλ,Wν)

ℓ̂†p ℓ̂p
δW ′

λ
,W ′

ν

)

δλ,ν , (G19)

[D(col)

L̂p
]λ,Wλ,W ′

λ
;ν,Wν ,W ′

ν
= C

(ν,Wλ,Wν)

L̂p
C

(ν,W ′
λ,W

′
ν)∗

L̂p
δλ,ν − 1

2





∑

W̃ ′
ν

C
(ν,W̃ ′

ν ,W
′
λ)

L̂p
C

(ν,W̃ ′
ν ,W

′
ν)∗

L̂p



 δWλ,Wν
δλ,ν

− 1

2





∑

W̃ν

C
(ν,W̃ν ,Wν)

L̂p

C
(ν,W̃ν ,Wλ)∗

L̂p



 δW ′
λ
,W ′

ν
δλ,ν . (G20)
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For p = 1, all results of this Appendix just particularize to the standard formalism presented ahead.
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