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Abstract

Based on the results obtained from the inter-laboratory study in Part 1, different approaches for detection and quantification limits are
evaluated and discussed. An overview of the most commonly used concepts and terminologies in analytical chemistry is presented with the
aim of establishing a link between them. Whatever the method used by laboratories for detection limit assessment, the median LOD value
reported for the less chlorinated PCDD/Fs (i.e. 0.02 ng/kg) is in good agreement with the values recalculated using the inter-laboratory data.
For LOQ, the Eurachem approach based on a pre-established percentage of repeatability RSD appears to be suitable. The study shows that a
pre-established RSDr of 20% is recommended in order to achieve an acceptable LOQ of 0.05 ng/kg per congener. The 20% value seems to be
sufficiently low to get tolerable RSD close to maximum limits. Furthermore, the repeatability and the reproducibility standard deviation against
parts-per-trillion congener levels has been modeled by inverse first order functions. This congener precision model provides an interesting
tool to subsequently assess the performances of the method in TEQ close to regulatory limits. Finally, the paper discusses two different ways
of reporting and interpreting the results to assess compliance against statutory limits.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction

After several dioxin crises in the food chain in Europe,
the need to set regulatory limits in various food and feed ma-
trices is easily understandable. For the study concerned, the
maximum level was set at 0.75 ng WHO-PCDD/F TEQ/kg
of product for feed materials of plant origin, while the action
level was established by reducing the maximum levels by
at least 30% (i.e. 0.5 ng WHO-PCDD/F TEQ/kg of product
for feed materials of plant origin) with the aim of triggering
actions on identification of sources and pathways of dioxin
contamination. The ultimate goal is to establish target lev-
els to reduce the exposure of the majority of the European
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population below the tolerable weekly intake (TWI). As can
be seen, the legislation established regulatory levels in toxic
equivalence (TEQ) units in order to facilitate risk assess-
ment. Based on toxicological considerations, the trend is to
decrease the contamination levels, whereas the number of
chemical compounds concerned in the so-called TEQ ap-
proach will increase in the near future, due to the addition
of dioxin-like (D-L) PCBs. By decreasing statutory levels
to such low levels, does it mean that the analytical conse-
quences can lead to a situation in which the best available
technology to provide reliable results (as the state-of-the-art
HRMS method) will be the only acceptable technology? In
that case, the European legislation would be inconsistent
with the monitoring approach, which promotes the use of
screening methods. Part 2 will concentrate on the analytical
performances that laboratories are able to realize with the
current HRMS technique and will present the issue from a
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different angle, i.e. the analytical point of view for the future
establishment of target levels.

Part 1 of this paper focused on the performances of the
HRMS method for dioxin, furans and dioxin-like PCBs in
animal feedingstuffs. Inter-laboratory results allowed evalu-
ating different performance parameters of the method, such
as accuracy, by assessing precision and trueness. Precision
was evaluated afterwards by characterizing the two extreme
measures of precision: repeatability and reproducibility.

For ultra-trace analysis, method validation also requires
evaluating many other fundamental performance characteris-
tics. Among these, detection limits and quantification limits
are certainly considered as key issues for the determination
of PCDD/Fs at sub-parts per trillion levels in food and feed,
particularly since the European legislation introduced the
concept of lower bound, middle bound and upper bound
values for reporting[1]. Unfortunately, different concepts
and terminologies for detection and quantification limits
abound in the chemical literature, underlining decades of
confusion[2]. The need for a unified approach for detection
and quantification limits was highlighted and reflected by
the publications of the IUPAC recommendations[3] and
later by the ISO 11843[4]. The UNEP POP workshop[5]
has also recently emphasized the need for greater consensus
on the definitions for detection limits and reporting meth-
ods. The common approach is based on hypothesis tests
characterized by a rate of false positive (α, Type-1 error)
and a rate of false negative (β, Type-2 error), set accord-
ing to the confidence level. On the other hand, the ‘dioxin
scientific community’ generally uses the terminology, limit
of detection (LOD) and limit of quantification (LOQ), and
mainly applies the ‘signal/noise’ approach as described
in the Standard EN1948-3[6], whereas the end-users of
the EPA method 1613 revision B[7] have to determine a
method detection limit (MDL) and a maximum level (ML).

More recently, the European Commission laid down a de-
cision of the Commission 2002/657/EC[8] regarding the
performances of analytical methods and the interpretation
of the results for residue analysis. The concept of the deci-
sion limit (CCα) defined as ‘the limit at and above which
it can be concluded with an error of probability of� that a
sample is non-compliant’ and the detection capability (CCβ)
defined as ‘the smallest content of the substance that may
be detected, identified and/or quantified in a sample with
an error of probabilityβ′ were introduced. In fact, these
concepts result from the IUPAC recommendations and the
ISO 11843 mentioned above. The ‘negative and positive’
terminology has been abandoned and replaced respectively
by the terms, ‘compliant or non-compliant’. Another inter-
esting feature of the CCα and the CCβ concept is that for
substances for which permitted limits (PLs) have been es-
tablished, as dioxin compounds, they can be used to judge
for compliance or non-compliance. CCα and/or CCβ give
values above the PL for which, at that level, a decision of
non-compliance becomes extremely likely. Currently, there
are mainly two schools in Europe regarding the reporting

and interpretation of results for residues in food and feed
control purposes. One is to use CCα and CCβ values above
the PL for deciding whether an analytical result falls within
the specification or not; the other is to estimate the measure-
ment uncertainty associated with an analytical result close
to the maximum level. The result should take the form of ‘a
± U’ where ‘a’ is the best estimate of the true value of the
concentration of the measurand and ‘U’, the expanded un-
certainty. The inter-laboratory study carried out according to
ISO 5725 in Part 1 was a precious source of data to support
uncertainty estimations. The remaining significant sources
of uncertainty, not covered by the collaborative study, also
have to be evaluated. Another important issue is also raised
when uncertainty estimation has to be reported at the back-
ground level, as is generally the case for dioxin and furan
congeners levels in animal feedingstuff samples. The paper
also discusses how to deal with the evaluation of uncertainty
for non-detected congeners and how to report them.

Finally, an overview of the different approaches intro-
duced here-above for dioxin and furan congeners in animal
feedingstuffs is evaluated and discussed.

2. Detection and quantification limits for dioxin and
furan congeners

2.1. Definitions

In broad terms, the limit of detection is the smallest con-
centration level that can be determined statistically different
from a blank at a specified level of confidence[9]. This cor-
responds to the critical valueLC defined by Currie[3] or XC
(critical value of the net state variable) defined in ISO 11843
[4], or more recently for CCα [8]. These terms are com-
monly used in analytical chemistry. The approach is based
on hypothesis tests where two risks valuesα (type-1 error)
andβ (type-2 error) are defined as follows:α corresponds
to the risk of detecting an analyte, although it is not present,
also called a false positive or a false non-compliant deci-
sion. β corresponds to the risk of not detecting an analyte
while it is present, i.e. a false negative or a false compliant
decision. At theLC level, only the decision of ‘detected’ or
‘non detected’ is made. The rate ofβ error is therefore 50%.
Instead of LOD, EPA preferred to use the term ‘method de-
tection limit’ (MDL), which is the minimum concentration
of a substance that can be measured and reported at a level
of confidence that the analyte concentration is greater than
zero. It is determined from analysis of a sample in a given
matrix containing the analyte. The MDL takes into account
the whole analytical process. It is important to distinguish
it from the instrument detection limit (IDL), which is the
smallest signal above background that an instrument can
detect. IDL involves only one component of the analytical
process.

Keith [9] also introduced the reliable detection limit
(RDL), which is the concentration level at which a decision
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is extremely likely. This corresponds to the detection limit
LD defined by Currie[3] or XD (the minimum detectable
value of the net state variable)[4] or more recently, for
CCβ [8]. LD, XD, CCβ or RDL are determined at levels
beyondLC, XC or CCα where the risk of errorβ becomes
acceptably low. For dioxin analysis, it is recommended to
setα andβ at 5% (i.e. substances B in annex 1 of directive
96/23/EC)[10]. Assuming a normal distribution of the data
(an assumption which is at least questionable at this level of
concentration) and a constant standard deviation in the range
betweenLC and LD, then LC = 1.645σB (whereα = 5%
andβ = 50%) andLD = 3.29σB (whereα = 0.05% andβ
= 5%), σB being the standard deviation of the blank. After
rounding-off, this led to the famous definition ofLD ≈ 3σB.

The limit of quantification (LOQ), also frequently re-
ported in the literature as ‘limit of determination’, is the
smallest quantity or concentration that can be quantified with
a given level of confidence. LOQ,LQ or XQ is different, and
more difficult, than measuring the presence or absence of an
analyte. It is an indicative value and is sometimes defined at
a precision level (as a percentage of RSD, commonly 10%)
arbitrarily fixed (Eurachem approach)[11]. Keith [9] recom-
mended an LOQ≈ 10σB, corresponding to an uncertainty
of ±30% at a 99% confidence level. Frequently, LOQ is also
simply defined as a multiple of the LOD (usually by a factor
between 2 and 3). The signal to noise (S/N) ratios are still a
widely used method for chromatographic techniques.

For dioxin and furan congeners, the term ‘maximum limit
of quantification’ (ML) has been proposed in the EPA 1613
method revision B[7]. The ML equates to a limit of quan-
tification and not a limit of detection (or MDL), as it is gen-
erally used in EPA documents. The ML for each PCDD/F
congener is defined as the level at which the entire analytical
system must give a recognizable signal and acceptable cali-
bration point. It is equivalent to the concentration of the low-
est calibration standard, assuming that all method-specified
sample weights, volumes and clean-up procedures have been
employed. Laboratories have to demonstrate that the MDL is
lower than one-third of the ML. The ML is calculated based
on inter-laboratory analyses of the analyte in the matrix of
concern, meeting pre-established acceptance criteria of pre-
cision and accuracy. In Europe, the Standard EN 1948-3[6]
emphasized the use ofS/N ratio approach for LOQ as well as
the recent recommendations from the expert committee for
Commission Directives 2002/69/EC and 2002/70/EC. The
LOQ is defined here as the concentration of an analyte which
produces an instrumental response at two different ions to
be monitored with aS/N ratio of 3:1 for the less sensitive
signal and fulfillment basics requirements such as, for exam-
ple, retention time, isotope ratio. Obviously, the noise should
be the noise from the whole analytical process. Otherwise
it is called an IDL. Furthermore, end-users know that with
‘real noise’ it is sometimes difficult to simultaneously ful-
fill the retention time and the isotopic ratio requirements at
S/N of 3:1. Moreover, how should one deal with LOD/LOQ
for congeners that are systematically present in blank pro-

cedure[12] (like hepta-octa CDD/F congeners or some D-L
PCBs)? This definition might then lead, in some cases, to
‘an optimistic value’ of quantification limits.

For the sake of clarity, in the rest of the paper, the terms
LOD/LOQ (which are the terms commonly used by the
‘dioxin scientific community’) correspond toLD, XD, CCβ,
RDL andLQ, XQ, ML, respectively.

2.2. LOD/LOQ reported by laboratories

As already mentioned in Part 1, participants were asked
to report their detection limit and quantification limit per
congener. No information was collected on the way they
calculated or evaluated them. It was decided to calcu-
late the median values to represent one detection limit
and one quantification limit per congener. As scarce data
were provided for D-L PCBs, this paper focuses only on
dioxin and furan congeners.Table 1summarizes the me-
dian LOD/LOQ of the HRMS method for the 17 congeners.
The range of LOD/LOQ reported by the laboratories is
indicated in brackets. In general, for the less chlorinated
congeners (tetra, penta and hexa-CDD/Fs), laboratories re-
ported similar LOD/LOQ per congener. It has therefore been
assumed that one LOD and one LOQ representing those
congeners can be assessed (i.e. 0.02 ng/kg for LOD and
0.05 ng/kg for LOQ). On the other hand, the LOD/LOQ for
the hepta-octa-CDD/F congeners were certainly penalized
by their presence in blank sample, and consequently higher
values were reported. The sum, expressed in TEQ, gives
respectively 0.07 ng WHO-TEQ/kg for LOD and 0.17 ng
WHO-TEQ/kg for LOQ. Directive 2002/70/EC specifies
that the HRMS method should have a sum of LOQ in TEQ
calculation in the range of about one-fifth of the maximum
level (i.e. 0.75 ng WHO-TEQ/kg) in order to achieve an

Table 1
Median LOD and median LOQ of the HRMS method for PCDD/F analysis
in feed

Compounds Median LOD (ng/kg) Median LOQ (ng/kg)

2,3,7,8-TCDD 0.020 [0.005–0.04] 0.050 [0.01–0.080]
1,2,3,7,8-PeCDD 0.020 [0.005–0.04] 0.050 [0.01–0.080]
1,2,3,4,7,8-HxCDD 0.020 [0.008–0.12] 0.050 [0.015–0.24]
1,2,3,6,7,8-HxCDD 0.020 [0.008–0.12] 0.050 [0.015–0.24]
1,2,3,7,8,9-HxCDD 0.020 [0.008–0.12] 0.050 [0.015–0.24]
1,2,3,4,6,7,8-HpCDD 0.180 [0.013–0.35] 0.360 [0.025–0.63]
1,2,3,4,6,7,8,9-OCDD 0.160 [0.025–0.40] 0.320 [0.050–2.56]
2,3,7,8-TCDF 0.020 [0.005–0.07] 0.050 [0.010–0.14]
1,2,3,7,8-PeCDF 0.020 [0.005–0.04] 0.050 [0.010–0.08]
2,3,4,7,8-PeCDF 0.020 [0.005–0.04] 0.050 [0.010–0.08]
1,2,3,4,7,8-HxCDF 0.020 [0.008–0.12] 0.050 [0.015–0.24]
1,2,3,6,7,8-HxCDF 0.020 [0.008–0.12] 0.050 [0.015–0.24]
2,3,4,6,7,8-HxCDF 0.020 [0.008–0.12] 0.050 [0.015–0.24]
1,2,3,7,8,9-HxCDF 0.020 [0.008–0.12] 0.050 [0.015–0.24]
1,2,3,4,6,7,8-HpCDF 0.030 [0.013–0.25] 0.060 [0.025–0.46]
1,2,3,4,7,8,9-HpCDF 0.040 [0.013–0.18] 0.080 [0.025–0.36]
1,2,3,4,6,7,8,9-OCDF 0.090 [0.025–0.24] 0.180 [0.050–0.42]

Total-TEQ PCDD/Fs 0.070 0.170
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Fig. 1. RSDs vs. mean level (ppt) for PCDD/F congeners.

acceptable CV at the level of interest. The values reported
in Table 1seem to be sufficiently low to comply with the
criteria. However, the question that must now be asked is
the following: are those values consistent and realistic?

2.3. The IUPAC approach

One of the main conclusions drawn from Part 1 was,
that in this particular study, the performances of the HRMS
method seem to be congener-independent for repeatabil-
ity and reproducibility over a concentration range spanning
more than four orders of magnitude.Fig. 1shows the preci-
sion of the method for PCDD/F congeners, except for 2,3,7,8
TCDD, for which the ISO 5725 procedure was not effective
and 1,2,3,7,8,9 HxCDF, for which too scarce results were
reported. The precision obtained using ISO 5725 Standard
was modeled by the following equations:

RSDri(%) = 0.58c−1
i + 8.2 (1)

RSDRi(%) = 1.69c−1
i + 11.9 (2)

Where ci is the level of the congeneri stated in parts-
per-trillion.

The test material used for the collaborative study was nat-
urally contaminated with PCDD/Fs and among them, six
congeners had consensus mean values below 0.08 ppt (see
Fig. 1), i.e. in the range of LOD/LOQ reported by the partic-
ipants. Information provided from the inter-laboratory data
in this range are extremely relevant. In this delimited region
close to detection limit, the repeatability standard deviation
(Sr) increases in a linear fashion with sub-ppt level, as can
be seen inFig. 2. The linear dependency ofSr with level is
called ‘heteroscedasticity’ and represented here by the fol-
lowing equation:

Sr = 0.0055+ 0.0868c (ng/kg) (3)

The y-intercept represents the estimation of the standard
deviation of the blank (i.e.SB = 0.0055 ng/kg). The cor-
responding critical levelLC is therefore equal to 1.645SB,
which gives 0.009 ng/kg per congener at the 95% confidence
level. The detection limitLD = 1.645SB + 1.645SD (where
SD = 0.0055+ 0.0868LD). ThusLD equals to 3.84SB, which
gives 0.021 ng/kg per congener at a 95% confidence level.
The detection limit of 0.021 ng/kg using this approach is
consistent with the median LOD value of 0.020 ng/kg per
congener (seeTable 1) reported by the laboratories. The
quantification limit LQ equals 10SQ (where SQ = 0.0055
+ 0.0868LQ), leading to a value of 0.417 ng/kg for LOQ. In
fact, the standard deviation increases too sharply to estimate
the LOQ by this approach. The ratio between LOQ/LOD
increases from 3.04 (σB constant) to an unacceptable value
of 19.75.

Fig. 2. Linear dependency of the standard deviation on PCDD/F congener
levels.
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2.4. The Eurachem approach for LOQ

The Eurachem approach[11] seems to be suitable to
evaluate the LOQ from the results obtained in Part 1. The
quantification limit here is defined on the lowest concentra-
tion of analyte that can be determined with an acceptable
pre-established percentage of relative standard deviation. If
a pre-established RSDr of 20% is considered as an accept-
able criteria for the ability to quantify dioxin congeners in
feedingstuffs at sub-ppt level, then a corresponding LOQ
of 0.049 ng/kg per congener is calculated byEq. (1) (see
alsoFig. 1). The median LOQ for the less chlorinated con-
geners reported by laboratories (seeTable 1) therefore cor-
responds to the analyte level for which an RSDr of 20% can
be achieved. Laboratories are thus able to provide reliable
results at a level of 0.05 ng/kg per congener. Thus the pre-
cision criteria of Directive 2002/70/EC (i.e. CV< 15% at
the maximum level) should probably be easily met for the
confirmatory HRMS method.

2.5. S/N approach

The signal-to-noise ratio is still a widely used technique in
gas chromatography. It is simple to implement, but the way
of calculating the ratio, either manually or using commercial
software, might lead to significant differences. Generally,
LOD is calculated atS/N ratio of 3:1 and LOQ atS/N ratio
of 10:1. For dioxin analysis, the Standard EN 1948-3[6]
does not make the distinction between detection limit and
quantification limit. Only the concept of LOQ is defined at a
S/N ratio of 3:1 with some specific requirements to be met.
In order to evaluate the LOD/LOQ by theS/N approach, the
results of the homogeneity test performed on 14 test por-
tions (see Part 1) were exploited. The meanS/N ratios were
calculated manually for the seven congeners below 0.11 ppt

Fig. 4. Overview of the LOD/LOQ results for PCDD/F congeners in animal feed sample using the HRMS method.

Fig. 3. Linear dependency of theS/N ratio on PCDD/F congener levels.

level. The mean values with their corresponding standard
deviation were plotted against the ppt level, as can be seen
in Fig. 3. The graph shows that theS/N ratio increases lin-
early with level, independently of the congener (i.e. tetra,
penta and hexa-CDD/Fs). An estimation of the LOD/LOQ
per congener using the regression line gives respectively
0.020 ng/kg atS/N of 3:1 and 0.061 ng/kg atS/N of 10:1. If
the identification criteria, as retention time and isotope ra-
tio, are fulfilled atS/N of 3:1, then the value of 0.020 ng/kg
corresponds to an LOQ as defined in the EN 1948-3
[6].

An overview of the different concepts and terminologies
for detection and quantification limits for PCDD/F con-
geners (not present in blank procedure) in animal feed sam-
ples obtained by the different approaches is summarized
graphically for the HRMS method inFig. 4. The exploitation
of the inter-laboratory data showed that a detection decision
can already be taken at a level of 0.009 ng/kg per congener
if a sample intake of roughly 30 g is used and if the blank
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procedure for the corresponding congener is ‘really’ blank.
In these conditions, a detection limit beyond the detection
decision at a level of approximately 0.02 ng/kg seems to be
likely (i.e. α = 0.01% andβ = 5%). Besides the detection
limit, the statistical evaluation of data demonstrated that lab-
oratories were able to provide reliable results at a quantifi-
cation limit of 0.05 ng/kg with an accepted pre-established
RSDr of 20%.

3. Performances of the HRMS method in TEQ

Part 1 and the ensuing results presented here focused
on the performances of the HRMS method for individual
2,3,7,8 PCDD/F congeners. However, legal limits in various
food and feed matrices have been set in toxic equivalence of
2,3,7,8 TCDD in order to facilitate risk assessment. Taking
this into account, the concept of toxic equivalency factors
(TEFs) has been developed. The reporting of results and the
interpretation against statutory limits therefore have to be
discussed in those units. On the other hand, the analytical
chemist performing dioxin analysis, using a specific con-
gener technique like HRGC/HRMS method, can easily eval-
uate the method performances for each congener at differ-
ent levels. Subsequently, the difficulty is demonstrating the
method performances close to regulatory limits expressed
in TEQ. This is not an easy task, as animal feedingstuffs
samples generally contain a complex mixture of PCDD/F
congeners. Moreover, patterns can vary from sample to sam-
ple depending on contamination sources. A combined to-
tal standard deviation in TEQ is then needed to assess both
method performances and compliance to maximum limits.
The combined total standard deviation in TEQ can be cal-
culated by the square root of the sum of each congener’s
variance, also expressed in TEQ if each congener’s deter-
mination can be seen as an independent random variable.
For instance, the total PCDD/Fs reproducibility standard de-
viation (SR) in TEQ is given by the following quadratic
sum:

SR =
√√√√ 17∑

i=1

(SRi × TEFi)2 (ng WHO-TEQ/kg) (4)

whereSRi is the reproducibility standard deviation of the
congeneri (ng/kg) and TEFi, its corresponding toxic equiv-
alent factor.

The SR value obtained in Part 1 for PCDD/Fs equals
0.15 ng WHO-TEQ/kg, using each congener inter-laboratory
reproducibility standard deviation calculated by ISO 5725
(see Table 4, Part 1). By comparison, the inter-laboratory
precision model, represented here byEq. (2), can be reor-
ganized to give

SRi = 0.0169+ 0.119ci (ng/kg) (5)

Thus, the totalSR in TEQ recalculated using the precision
model (Eq. (5)) gives SR = 0.18 ng WHO-TEQ/kg, indi-

cating that the model fits well with the data. Individual
congener precision,SRi = f(ci), can therefore be used to
assess the precision of the HRMS method in TEQ close
to maximum limits. Unfortunately, as already mentioned,
the correlation between individual congener precision and
TEQ precision, using the model, can only be done if the
congener pattern is known. Since congener patterns in
animal feedingstuffs mainly depend on environmental con-
tamination sources, many different PCDD/F patterns exist
[13]. Nevertheless, with the aim of assessing the HRMS
method’s precision in TEQ close to regulatory limits, an
example of a simple homogeneous pattern was selected. At
0.75 and 0.5 ng WHO-TEQ/kg, it corresponds respectively
to an individual congener level of 0.221 and 0.148 ng/kg.
Then, usingEq. (5) to calculate their correspondingSRi

and Eq. (4) to obtain the combined totalSR in TEQ, an
assessment of the inter-laboratory reproducibility precision
in TEQ is presented inFig. 5. At the LOQ, theSR in TEQ
was calculated according to the median values reported in
Table 1. Assuming the normality distribution at the different
levels investigated,SR represents the Gaussian distribution
width. The figure shows that the action level and maximum
level are significantly different in terms of reproducibility
precision: the data distributions partially overlap by less
than 2% and their inter-laboratory reproducibility CVs are
respectively 10.5 and 8.8%. The study also demonstrated
that with the current state-of-the-art technology for dioxin
analysis using HRMS technique, the lowest reliable result
for quantification was 0.17 ng WHO-TEQ/kg. The future
establishment of target values for PCDD/Fs in animal feed
samples surely needs to take into account this analytical
recommendation. These analytical considerations are of
primary importance and have been highlighted by recent
conclusions drawn from experimental studies investigating
the carry-over rates of dioxin from contaminated feed and
soil to laying hens’ eggs. Traag et al.[14] concluded that
feeding laying hens for 56 days with contaminated feed-
ingstuffs at 0.75 ng WHO-TEQ/kg can lead to exceeding
the maximum level of 3 pg WHO-TEQ/g fat in eggs. The
EU action limit of 2 pg WHO-TEQ/g fat in eggs might
even have already been exceeded with contaminated feed-
ingstuffs at 0.2 ng WHO-TEQ/kg. Thus, continuous efforts
to develop analytical methods to reliably achieve the lowest
detection limit are more than ever topical.

According to the Decision 2002/657/EC[8], normally for
the determination of group B substances with permitted limit
(PL) or maximum level, the decision limit (CCα) and the
detection capability (CCβ) have nothing in common with
detection and quantification limits. CCα and CCβ are only
related to LOD/LOQ or to analytical performances of the
method close to detection for substances of group A with no
permitted limit. In spite of this, these new analytical aspects
were introduced here for detection and quantification limit
(seeFig. 4) with the aim of presenting an overview of the
different concepts and to do the relationship between the ter-
minologies but also because dioxin levels in food and feed
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Fig. 5. Precision of the HRMS method in TEQ units for dioxin in feedingstuffs at different levels of interest.

are generally characterized by background contaminated lev-
els. Even with PL, for those substances, the approach by the
HRMS method is different from the classical residue ap-
proach described in the Decision 2002/657/EC because CCα

and CCβ definitions can be used here in both cases. On one
hand, the information for compliance assessment is needed
close to maximum level (using CCα and/or CCβ) and on the
other hand, relevant information on analytical performances
close to LOD/LOQ (or CCα/CCβ or others) is also needed
for risk and dietary intake assessments.

In the case of B substances, CCα is the level above
which it can be decided with a statistical certainty of 1−
α that the PL has been truly exceeded[15]. A decision of
non-compliance above CCα hence becomes quite likely,
and above CCβ, extremely likely. The inter-laboratory re-
producibility standard deviation in TEQSRML (seeFig. 5)
calculated by the model at the maximum limit can be used
to evaluate CCα. CCα is then obtained by multiplyingSRML
by 1.64 (one-tailed value of the distribution) at a 95%
confidence level to give a value of 0.86 ng WHO-TEQ/kg.
Identically, CCβ can be assessed by multiplyingSRDL, recal-
culated at the decision limit (CCα), by 1.64, yielding a value
of 0.97 ng WHO-TEQ/kg. These values can then be used to
facilitate the interpretation and/or the decision-making for
compliance or non-compliance of a lot/sublot against statu-
tory limit. In our example, the HRMS method precision
study permitted assessing an indicative CCα value of 0.86 ng
WHO-TEQ/kg, above which the rate of false non-compliant
decisions is reduced to less than 5%. If a rate of 5% of false
compliance is required for decision-making, then the lot is
not accepted if the result is above the indicative detection
capability value of 0.97 ng WHO-TEQ/kg. Note that at
CCβ, the rate of false non-compliant decisions is reduced
to 0.03%.

4. Measurement uncertainty

Another way of reporting and interpreting analytical
results for compliance to legal limits is to estimate mea-
surement uncertainty. An analytical result takes the form
of ‘a ± U’ where the expanded uncertainty U provides an
interval within which the true value is believed to lie at
a set level of confidence. There are numerous ways and
procedures, depending on the data available, to estimate an
uncertainty budget. The use of collaborative trial data, e.g.,
according to the Standard ISO 5725, is one possibility[16].
The inter-laboratory reproducibility standard deviationSR
may cover many uncertainty sources, but it is also necessary
to identify other significant sources that may be not cov-
ered by the study (such as sampling, sample pre-treatment,
method bias, variation in conditions, etc.). These possible
identified sources are not considered as significant if they
are less than one-third ofSR. On the other hand, it is not an
easy task to assess these components and to express them
as a standard deviation. Regarding the sampling, only the
sub-sampling used to perform analyses can be assessed. As
described in Part 1, the participants were asked to use a
minimum of 20 g, and preferably 30 g, of sample intakes
out of a 100 g umber glass bottle to perform the analysis.
All the laboratories respected this request. The homogeneity
test carried out in Part 1 on 30 g of sample intakes provided
a ‘sampling standard deviation’ for each congener, and is
assumed to represent only a component of the sampling un-
certainty source. The global uncertainty due to sampling for
an independent test analysis on a raw animal feedingstuffs is
more difficult to evaluate. The measurement is focused here
on the analytical part. For the other possible sources, the
participants did not report any specific pre-treatment of the
sample. Method bias is difficult to evaluate since, until to-
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Table 2
Contribution of the uncertainty sub-samplingSsam to SR

Compounds SR Ssam Combined
uncertainty S

2,3,7,8-TCDD 0.0096∗ 0.0014 0.0097
1,2,3,7,8-PeCDD 0.0194 0.0194
1,2,3,4,7,8-HxCDD 0.0414 0.0038 0.0415
1,2,3,6,7,8-HxCDD 0.2165 0.0415 0.2204
1,2,3,7,8,9-HxCDD 0.1036 0.0257 0.1068
1,2,3,4,6,7,8-HpCDD 14.5087 1.4018 14.5763
1,2,3,4,6,7,8,9-OCDD 109.0537 18.8508 110.6709
2,3,7,8-TCDF 0.0269 0.0075 0.0279
1,2,3,7,8-PeCDF 0.0152 0.0152
2,3,4,7,8-PeCDF 0.0208 0.0029 0.0210
1,2,3,4,7,8-HxCDF 0.0283 0.0283
1,2,3,6,7,8-HxCDF 0.0115 0.0022 0.0117
2,3,4,6,7,8-HxCDF 0.0116 0.0116
1,2,3,7,8,9-HxCDF 0.0000
1,2,3,4,6,7,8-HpCDF 0.3333 0.3333
1,2,3,4,7,8,9-HpCDF 0.0556 0.0556
1,2,3,4,6,7,8,9-OCDF 2.4297 2.4297

Total PCDD/Fs in TEQ 0.1496 0.0151 0.1503

∗ Cofino’s standard deviation.

day, no reference material has been available. The variations
in conditions were included inSR since no specific require-
ments were enforced for extraction and clean up (see Part 1).
Only the HRMS using the isotopic dilution technique was
imposed.Table 2shows, according to the homogeneity test
performed in Part 1, that the sub-sampling source character-
ized here bySsam is not only negligible for all the PCDD/F
congeners, but also in TEQ compared toSR. Note that the
homogeneity test did not provide a sampling standard devi-
ation for all the congeners (see Part 1). The in-house studies
on the same material, based on a long-term precision study
(i.e. intra-laboratory reproducibility) and used as an internal
quality control, confirmed a standard deviation close toSR
in TEQ. For instance, for a period covering the years 2002

Fig. 6. Uncertainty estimation below LOQ.

and 2003, the intra-laboratory standard deviation (n = 121)
on the same material was equal to 0.19 ng WHO-TEQ/kg,
compared to 0.15 ng WHO-TEQ/kg obtained for the present
study. Note that the intra-laboratory reproducibility standard
deviation should in general be lower than the inter-laboratory
standard deviation. Here, this situation can be explained by
a restricted number of expert laboratories involved in the
inter-laboratory study. If we can reasonably consider thatSR
represents the uncertainty associated with the result, then the
precision model (Eq. (5)) can be applied to recalculate the
corresponding uncertainty associated with each congener
amount. Thus, each analyte above LOQ, with its correspond-
ing uncertainty, can be reported. The present study there-
fore provides an indication of expected uncertainty for the
HRMS method. Obviously, each laboratory has to correctly
evaluate its own uncertainty corresponding to its analytical
method.

One question directly arises on the method of reporting
dioxin results from monitoring programs. Indeed, more than
95% of results, especially in animal feedingstuffs control,
are background contamination, i.e., most of the congeners
are not detected. By applying the lower bound approach, the
sum of each congener contribution is zero, but their uncer-
tainty is not zero. It is widely accepted that below LOQ, the
method’s performance becomes insufficient for acceptable
quantitation. In that region of ‘high uncertainty’, as the con-
gener level drops, the relative uncertainty associated with
the result tends to increase and may become larger compared
to the result. For the present survey, an inter-laboratory re-
producibility relative standard deviation of 46% is already
achieved at the LOQ and rises to roughly 100% at the
LOD. So the associated uncertainty of the observation in
this region is certainly more appropriately represented by
a rectangular distribution focused around the LOD. Indeed,
there is reason to believe that extreme values are likely.
The upper limit of the interval is set at the LOQ, while the
lower limit falls below zero, as can be seen inFig. 6. In
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this region, negative observations are quite possible, even
though the true value of the measurand cannot be (e.g.
when the value of an analytical blank is subsequently used
to correct results close to LOQ). The rectangular distribu-
tion is hence characterized by limits of±0.03 ng/kg and the
corresponding standard deviation equals 0.03/

√
3 ng/kg.

5. Reporting of results and interpretation

Let us take a real animal feed sample containing a sum
of PCDD/Fs close to the maximum level.Table 3summa-
rizes the individual congener levels found (in ppt). Among
these, three congeners were not detected (i.e. 2,3,7,8 TCDD;
1,2,3,7,8 PeCDD and 1,2,3,7,8,9 HxCDF). The congeners’
LOQs in TEQ used here are the median values already re-
ported previously (seeTable 1). The recommendation for
dioxin reporting [1] indicates that results have to be re-
ported in lower, middle and upper bound levels. The re-
sults for the sum of PCDD/Fs in TEQ are respectively 0.78,
0.84 and 0.89 ng WHO-TEQ/kg. The uncertainty associated
with the result needs to be taken into account when as-
sessing compliance. Then, the corresponding estimated un-
certainties were calculated for each congener at or above
LOQ using the precision modelSR (Eq. (5)). For the three
non-detected congeners, their uncertainty was evaluated by
using the standard deviation of the rectangular distribution
(0.03/

√
3 ng/kg) for lower and middle bound approaches.

The total uncertainty associated with the sum in TEQ was
then calculated using the law of propagation of uncertainties
by applying the quadratic sum (Eq. (4)). The combined un-
certainties in TEQ are respectively 0.060 ng WHO-TEQ/kg
for lower and middle bound, and 0.063 ng WHO-TEQ/kg
for upper bound. The final result should take the form of ‘a
± U’, where U is calculated by multiplying the combined
uncertainty by a coverage factor of 2 at a 95% confidence
level. Fig. 7 graphically represents the three situations with
their associated uncertainties. Whatever the approach used,
results are above the maximum limits. However, the maxi-
mum limit lies in the range of uncertainties quoted for two of
them. Non-compliance is not demonstrated beyond reason-
able doubt for the lower bound and middle bound results. A
recent SANCO working document[17], dealing with the re-
porting of results and interpretation against statutory limits,
recommended that measurement uncertainty has to be esti-
mated and reported at levels above a legislation limit. Thus,
only if the reported level minus the expanded U uncertainty
is greater than the maximum limit can one be led to conclude
beyond reasonable doubt that the sample is non-compliant.
In our example, the result expressed according to the upper
bound approach (i.e. 0.89 ng WHO-TEQ/kg) fulfills the re-
quirement and can therefore be considered as non-compliant
beyond reasonable doubt. Thus, the European legislation
clearly pointed out that the decision regarding compliance
or non-compliance of a lot against maximum limit does not
favor consumer protection. Instead of reporting a result with Ta
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Fig. 7. Graphical representation of reported results.

its associated uncertainty to demonstrate compliance with
maximum limit, the other approach, based on the Commis-
sion Decision 2002/657/EC[8] for substances for which
permitted limits were established, is to shift the decision
limit beyond the maximum level at CCα or even CCβ. In
our case, the indicative CCα and CCβ limits calculated pre-
viously are represented onFig. 7. If a non-compliance de-
cision is taken at CCα, then the reported results lead to the
same conclusion as the uncertainty approach, meaning that
the upper bound result is non-compliant. On the other hand,
if the decision is now taken at CCβ, then all the results are
compliant.

6. Conclusions

The statistical treatment of data from an inter-laboratory
study and the exploitation of these results enable us to par-
tially answer the open question: does the HRMS method
comply with the European pro-active approach for dioxin
analysis in animal feedingstuffs? Indeed, the results have

shown, with the state-of-the-art HRMS method that reli-
able results can be easily provided up to a value of 0.17 ng
WHO-TEQ/kg. This is completely in agreement with the
current European Council Directive 2001/102/CE. However,
the pro-active approach is to decrease regulatory levels,
whereas the number of chemical compounds in TEQ will
increase. This might then lead to possible problems in as-
sessing compliance of a product against lessening statu-
tory limits. On the other hand, the requirements for such
residues in animal feedingstuffs, placed at the top of the
food chain, have to be as strict as possible in order to en-
sure compliance with limits in foodstuffs. The objective of
this paper was also to attract attention to analytical con-
siderations based on the performances and limitations of
the reference method for the future establishment of target
levels.

A non-exhaustive list of definitions and concepts for
LOD/LOQ determination has been introduced and dis-
cussed. For this study, the results showed good agreement
between the different approaches used, but nevertheless
there is clearly a need to harmonize these concepts.
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Based on the inter-laboratory data, a precision model for
repeatability and reproducibility covering several orders of
magnitude in the range of ppt level for PCDD/F congeners
has been developed. The model can certainly provide help-
ful information and indicative values of standard deviation
that can be expected by laboratories developing their own
analytical method.

Finally, the reporting of results and the assessment for
compliance against limits using two different approaches
have been broached. One is to report a result close to a max-
imum level with its uncertainty measurement. The decision
of non-compliance beyond reasonable doubt is only taken if
the result minus its expanded uncertainty is above the maxi-
mum limit. The other is to report only the result and to shift
the decision level above the maximum level, where it can
be decided with statistical certainty that the maximum level
has been truly exceeded. Both approaches favor producers
rather than consumer protection.
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