Faculté des Sciences Appliqu
Département d’Architecture, Géolog

Université r] Environnement et Constructic ArGEnCO
oo ]

de Liége

Modeling of fracture in heavy steel weldec
beam-to-column connection submitted tc
cyclic loading by finite element

These présentée en vue de I'obtention du gra
Docteur en Sciencede I'lngénieur
par Cédric LEQUESNE

Année académique 20-2009



Membres du Jury :

- Prof. André Plumier (SE Sector, ArGEnCo Departmedtiversity of Liege,
Belgium)

— Mr. Adam Bannister (Corus, Rotherham, UK)

— Prof. Jean-Louis Chaboche (ONERA, France)

— Dr. Hervé Degée (SE sector, ArGEnCo departmentyéssity of Liege, Belgium)

— Prof. Ludovic Noels (Aerospace and Mechanical Eegimg department, University
of Liege, Belgium)

Promoteurs: Dr. Anne Marie Habraken (MS2F SectorGEnCo Department, Université de
Liege, Belgium)

Coordonnées de l'auteur :
Cédric LEQUESNE
Département ArGEnCo
Université de Liege
Chemin des Chevreuils, 1
4000 Liége
Belgique
Tel: +.32.4.366.91.40
e-mail : Cedric.Lequesne@ulg.ac.be







Acknowledgments

| would like to express my gratitude to Dr. Anne fdaHabraken, Dr. André Plumier and Dr.
Catherine Doneux from the ArGEnCo Department ofUinéversity of Liege for their guidance
in this research and their patience.

| would like to thank Dr. Christophe Henrard, Dre&feric Pascon and Dr. Laurent Duchéne from
the ArGEnCo Department, who helped me understaad AGAMINE Code. Moreover | have
greatly appreciated the cooperation with the othembers of the Lagamine team.

I will always remember the help and the friendshiipffice mates during the period of my PhD
research: Dr. Viviane Warnotte, Abdeljalil Kalifaavini, Dr. Ahmed El Bartali and Amine Ben

Bettaieb. Next, | am grateful to the other memlwdrthe MS2F and SE sectors of the ArGEnCo
Department because the good atmosphere they pddtewed me to work on enjoyable

conditions.

| have benefited from the corrections of Ellen Hedrin writing this thesis. | thank her very
much for this.

This work has been done thanks to funding of theogean Community (VERAPS project n°
RFS-CR-03035) and the assistance of the projettgrar It has been a pleasure and an honor to
work with Adam Bannister and Yuri Tkach from Cortanuel Gomez from ISQ, Prof. Helmut
Saal and Wolfram Hoélbling from Karlsruhe University

Lastly I finish in thanking my family for their spprt and | dedicate my thesis to Mary Devel,
my love, who has always trusted in me.




Contents

CHAPTER L.ttt s e e e e e e et e et e e et e et e ettt ettt be e be bt ae s e e e e e e e e aeeeeeeeeeeeaeeeaesennes 1
INTRODUGCTION ... cetttttttttittitis e s s es e s e e e e s e e et e et aeeaaastaab s s s e e eeaaaaeaaaaaaaaate et aeeeeaesastesssssssnsaaasaanaaeaaeaeeaaaaaeseenss 1
I 0 N 1= PP URPPPRTTPPPN 2
Y Y S o =0 N ] =l o LTSRN 2
RO =] =l LY = S PRSP PPPPPPPPPPPPPPPN 3
L A SCOPE OF THE STUDY..etttttttutttuttusuuunnsaaeseeasaeetaeteetesesntessssssssttnssssnssnaaaaaeetetetestteemeeteeeeemetmmmmmn 4
0 R O oL g =Tod 1 To] 1o [=TTox o o] (o o [T 4
7V = [ 11 o OSSOSO 4.
R B |V - (=Y - | SRS 5.
N - o T IR 1 1= (=TS SRS 5
1.4.5 Damage and CraCk PrOCESS .....uuuuuiiiiiieeieeeaearerteeeeetesassntnteaeerereaeaeesassssaneeeeeeeeeesessasssnsnrennerereees 6
Y11= 1 (] L T PPN 7
L B OUTLINE OF THIS THESIS. 1ttt ittt etette et teeeeettttbtatbbt s s s e sanase e s s e e e e e et e e e e eeeeeeeae st bee bbbt s s aaann e s s eneeeeeeeeeaetaeeeaesennns 9
(O 1 e I P UUSSRPRPP 11
NUMERICAL TOOLS DESCRIPTION ...ciiitiiiutiutiiiimeeeeeee it eeeieieisbeabbis s s e s e e e e e e s asaaaaeesaaesseesesesesssssssansnnnnnn s 11
2. L INTRODUCTION. ¢ttt easaeeseeseeaetateteeseseseessesssasssssss s aa e s e e aeeaetaeeeaeeeseesessbebesnsae s e sssss s e s e e e e e eeeeeeeeeeeenesesnnnes 12
2. 2IMECHANICAL DEFINITIONS .ttuutttttttttsaaeeettunsaeeseetsaeeseessssaasaeeesssnnsaaaeesssansaeeeesssaaeeaesssnnnaaesessssnneeeeeessnnnns 12
D2 R | 1 -1 o P SURSNY 12
DA B O - 1§ ol |V 1 =17 PSRRI 13
DA BN - 10 [ 4 F= U =30 (=T V7= 11 L S 14
2.3THE FINITE ELEMENT CODELAGAMINE .....coieii et ettt e e e et e e e e e et e e e e e eeaean 14
D R =1 o 1o 1T ] P PPURUSRPRPPPRNY N
2.3.2  Concepts of the finite element code
23.2.1 The equilibrium condition ...........cccccceeuie
2.3.2.2 RICT00] oTol 2= U1 (<o = LA o] o FOU TSRS
2.3.2.3 Computation of the nodal force and the StiffneSHEIMNA...........cccoviiiiiiiiii e 19
2. 4THE SOLID ELEMENTBWD 3D ... oo ittt memen s e e e e e e e e e e et e e e ee e be bt bbb e aanat b s e e e n e e e e e s 20
2. 5THE CONSTITUTIVE LAW ...tttttutuuunaassseeeeeeeaeetaesteteseessssbanssasssassss s asssaaassasaaaeteseesesssssssssnnsanssssnssnsineseseeseseeeees 21
DT A N o Lo = TS i ol o PP PESEERRR 21
D2 A N U= o] F= 1S3 o o SRS 21
2.5.2.1 B I TSI/ =1 o I T USSR 21
2522 TRE FIOW FUIES ... oottt cmeemt ettt e ettt s e e s tee e ate e e s mmmmer e e esbeeae e e snseessseenseesnseessse essemmmnme e s s 23
2.5.3  ARB 1AW QNd ItS PAr@MELEIS ... .uuuuuuuue s s s s e eeseeeaaeaaeseteteseesasstessenns s aasaaeaaasaeeeseeeererernn 31
2.5.3.1 1= T Yol 1[0 ] o RO USRS 31
2.5.3.2 Computation of the plastic MOAUIUS, EP ....iceecceeriiiiiiiciie e emmene st seaeenee 31
2.5.3.3 Link between the kinematic modulus and the plasTiulus..............cceoiririiiiieeie e 32
2.5.3.4 Computation Of the tANGENT MEALIIX ........e i ceveerieeestieeieeeeeseeesree e e smnessseeasbeeseessseessseessseesseesssenanee 32
2.5.4  ldentification Of the PArAMELEIS ...........icemmmeeeeeeeeiei sttt er e e e e e e e e es s serrr e e e e e e eesassnnrrenarareeaaeees 33
2.5.4.1 The tenSile tESt PrESENTALIONS. ... ..o .t ceeceeteeite ettt ee ettt emees st e bt s beebeesbe e e e sseesaeeasesneesenns 33
2.5.4.2 Treatment of the experimental FESUILS ..o e 35
P S 1 0Ce ] N o] H U= (@] TP UPPPPPPPPPPPPPPPIY 0.4
(O 1 e I S TP P PP PPPPPPPPPPPN 41
FATIGUE DAMAGE MODELING .......cottitiittiitiiitinet s ettt aeaaas s s s s s e e s e aaaaaaaaaaaaaeteeteaesesstesseassnnannsaeesaaeaaeas 41
I I 1N 11200 ] 10 o T N USRS 42
3.2INTRODUCTION TO THE CONCEPT OF FATIGUE DAMAGE ... uuutetieeeeeeeieetteeeeeeteesseasbessns s snsseeeeeasaaaesaneenens 42
3.3MANSON-COFFIN SIMODEL ....ctttttiiittitiiutitutanasseesaeseeaestaessatteeeeeaeseassasseas e araaeeseeaeaeetaeeaensteeeesssssssssnsnnnn 44

Vi



3.3.1 Model origins @and ©VOIULION ...........uuiiiiieeeenee e e e e e e e e e e s rerrr e e e e e e e e s e s araeeaeaeeeas 44

3.3.2  Palmgren-MINEr's RUIES ............oiiiiiiii i es et e e e e e e ettt ettt s s e s e e e e e e e aaaaeaeeeeeseeseenes 44
3.3.3  Procedure to assess lifetime with a finite elenteie ... e 45
3. AMULTIAXIAL FATIGUE CRITERIA .iiiiiiiitittiittiittii e s e s e e s e e e e aeeeaaaaaaeteeeeseeesesbeas e sb e e e e e e e e aeeaeeaaaaaeeaeeeeesennns 45
3.5FATIGUE CONTINUUM DAMAGE MODEL (CDM) .....iiiiiiiiiic ettt ettt s e e e e e e e aaaaaaaad A7
3.5.1 One-dimensional fatigue CDM deSCHPLON.....cccieeiiiiiiiiiiieiiie e ee e e e e s 47
3.5.2 Description of multiaxial fatigue CDM ........cccmiiiiieeeee i e e e e e e e e e e s neneerneees 48
3.6 COMPARISON BETWEENMANSON-COFFIN'S LAW AND CDM.......ccoiiiiiiiiiniiieic e 48
3.7IDENTIFICATION OF THE FATIGUE DAMAGE PARAMETERS ...ttt ttetieteeeeeaetteeeeeeerestsssssinnsnn s a s e s e e eeaaeaeeees 48
3.7.1  Method used to identify the parameters
3.7.2  Experimental data and WORIEI'S CUIVES ...... .« eerrrimiiiiiiiiiieeeaeeeeeseeesseesaeeeseesesesesssessennnn 49
2% B (o 1= o1 1) o=\ i o] o NPT PP P PUPP P PPPPPPY 0.5
3.8IMPLEMENTATION IN THE LAGAMINE CODE ....ututtttutuaasaaeeeeeeeaeteteeeeaesstasssssssssssnsnsassaasesaeeaesaesseessssnnnnes 52
e L 00 N (o1 M U] (0] TP PP POPRPPPPPPPPPPIN 35
CHAPTER 4 ..ttt ettt ettt e e e e e oo s ook h bt bt eeeeee e e o o eaaabbe bt beeeeaeaeees s e e anbebsbeeeaaeasaeaaaans 55
CRACK PROPAGATION MODELING......cciiiiiiititiirie ittt e e e ee e e e e e e e ne e e neeeee s 55
4. 1INTRODUCTION TO FAILURE MECHANICS ... .uuttttertetteeesessaaassnrnrenesesaesesssasssnnnnseseeeeaeasessssassnnnnnnnereeeseessanns 56
4.2INTRODUCTION TO THECOHESIVEZONE MODEL (CZIM) ...vtvtitiiieieee e e ettt e e a2 e e ennaaananenaaeeeeens 60
2 A | 011 0T BT 1o o IO UPUPPUPPPRPPTPRY 0.6
4.2.2  PrOCESS ZOME....oeeeeiiiiie e ettt aee e ettt et e e e e aese s e e e e e e e e ee e n e e e e et e e e e e e n e 62
4.2.3  IMPLCIE tNICKNESS ....ciiiii it e e e e e e e e e et e e e e e et e e et aeaaeastea b s an e s s eaaaaeaaeaaeees 63
B N V4o o T [ 1Yo F= Vo =T o 0= o | R 64
4.3THE CONSTITUTIVE LAWS OF THE COHESIVE ZONE MODEL.....uuuiiitiieieeeeeaeiteeiieeeretisasisib s e e e e e e e e e e 66
4.3.1  Description of the cOhESIVE COMPONENLS ... iiiiiiiiie it e e e e e e e e e e e eer e 66
4.3.2 XU @NA NEEAIEMAN'S TAW .......eiiiiiiiiiii i s sttt e e e e e ettt e e e e e s e s sabbbbbeaeeeaaaaaeeeaaannns
4321 CONESIVE SITESSES. ... eiieeiieetie it ceeetee b et e ette e et e et e et e s aeemeeeteeeaeasemmems s e e ae e ee e e aeeemeeeaeamteesesseeanseensemmecmne s
4322 Fatigue damage coupling
4323 [WeT=TolTaTo [ Tao MU a1 (o= To [Ta o [ or LS SRR 69.
43.2.4 RV [T L] | OSSPSR 70
4325 CONESIVE SNBSS MALMIX ...oviitiitie et rnemmr e st eb e bt sn e e s e 71
4.3.3 CHISTIRIA'S TAW ...ttt ettt e et e s e e b e e e e e e s
433.1 [ 1= ox ] ) o] LSRR
4.33.2 VIiSCOSIY ..eoveveieieiieeie e
4333 Fatigue Damage
4 .4IMPLEMENTATION OF THE TWGDIMENSIONAL COHESIVE ELEMENT(CZMEL) ...ooviiiiiiiiiiieceeeee e 77
iy A = (=70 g =T o o [T ] o) o PSSP SPRP PP 77
4.4.2  The isoparametric and the 10Cal @XES.......cueumecriiiiiiii i e a e e e e aaae e 78
e B [ 01 (=T g o To = 1o T B 18] ox 1o o PRSP 80
4.4.4  Computation Of the SEPAIALION .........cuiiiieeeece e e e ee e e e e e e s erereeaeeeas 81
4.4.5  Computation of the nodal forces and the tangeffnsi$s MatrixX ............cocccvviiiiiiiiiiicececc e 81
4.5IMPLEMENTATION OF THE THREE DIMENSIONAL COHESIVE ELEENT (CZM3D)......covvviiiiiiiiiiiiiieeenee e e e 83
B B = (=70 o =T o o [Tt ] o) o SRS UPPP PPN 83
4.5.2  The isoparametriC and IOCAI @XES ...........ommmmrereerererereeeesssiininierarerereetesaaaaassrsrerereeaeeesesennnnsnnes 84
B B 1 0111 o o] F= o T o U T 1o T o R 87
4.5.4  Computation of the SEPAratiON ............iiiceeeeeiee i e e e e e e e e e aa e e raaan 88
4.5.5 Computation of the nodal force and the tangentn&fs matriX............covvvvvivviiiiiiiiiiceme e, 88
4.6 COUPLING WITH FATIGUE DAMAGE ......etttttutuutitaaassaeeeeeeaeesaeteaetastsanesesssesssassbs s a s aasaeaaeeeeaeseeeseeennneeesnsnnnes 89
4. 7IDENTIFICATION OF PARAMETERS. ....ctttetetitititinttrteeteeteeeaesas s mssnaeereeeeaes s s s s s s b e e eeeeteeeseses e nnnnnnereeeeeenenas 89
4.7.1  1dentification MELNOM...........coiiiiiiii e e s e e s e e 89
4.7.2  Three-point DN tESHNG. ... .uuuiiii i e e e e e e s s s ar e aeeeeeseseansnnnnes 920
4.7.3 ldentification of the J-integral-Crack growth plisom Charpy-V notch test............ccccvvvvvvvvnnnnnn. 94
4.7.4  Parametric study
4.7.4.1 1/ ToT =1 1T USSR

Vii



4.7.4.2 Computation of the growth in crack’s lENGth ..........oooiii e e 97

4.7.4.3 The initial CONESIVE PArAMELETS.......coviiieiiiiie ettt emmnre et s e e e e e sbaeeabeeeneeenreesenen a7
4.7.4.4 Varying the MmaXimum CONESIVE SITESS ... s teareeruerieraieeateaaeeseeeeesessmeammsesseesseseessessesansesnsansesnsesees 98
4.7.4.5 Varying the cohesive energy

4.7.4.6 Varying the iNItAl SIOPE ....ooviiii e e b e s e st e stbe e sbbe e ne e snnan
4.7.4.7 Cohesive CONSLItULIVE 1aW'S EFFECT ... ittt 101
4.7.4.8 Results and discussion

4.7.5 Parameter identification
4.7.5.1 1YL Yo 1= 1 o OSSPSR
4.75.2 Computation of the growth in crack length
4753 Results and Discussion

4.8CONCLUSIONS

CHAPTER 5 oo e e s b e e s b e e s e sare e e e
WELDING SIMULATION

DL LINTRODUCTION. ..ttt e tuutteteesautteeeaeeatsb et e e sasbe e e s aabe et e e e s ke bt e e e aase bt et e a4k ke et e o4 aa ks e e 2 b be e e e ek b bbe e e e an st be e e e anbbeeeeens
.2 VVELDING PROCESS.. ..t ts ettt ettt ettt e 4o oo e 2o e e e e e e e et e et aessbes e e e nan b a e e e et e e e e eeeeaeeaeneenes
207 A =Yoo 1[0 S
5.2.2  Thermal PRENOMENA.......cccuuiiiiiiiii et eeeeeee e e e e e e e s e e e e e e e s s s s nnnn e arerenaeaeeenas
5.2.3  Metallurgical phenomena
5.2.4  The physical aspect

5.3 COUPLING STRATEGY. ..ttt i ettttutuuteattetttaeeeetettsaeeaeeasanassaseesttaaaaaeaett e aaeeesantaeteetsanasseseestsnseeeeeessnnsieeeees 115

D.ATHERMAL ANALY SIS ... tttttteteteeeesesesitnte et eeeeeeeesaaams et et ee e e e e e e s s s s s e e e ee et eeee e s e e smmmnnn e e e eeeaeenenensnnnnnnnnnees 116
54.1 THE NEAL QUALIONS ...uuuiiiiiiiie i e et e e ettt e e s e e e e e e e e e e et e et e et e e aeeeaeeaestasnsaaa e aanaaeeaaaaeaes 116
X o =T | Yo 0o = 4 To o 1=1 1 o SRR 117

D S IMIECHANICAL ANALY SIS . etttueeeeeettt s eeeeettua s e e es ettt e e aeeeees s e eaeeeaaa s aeeeee st aeeeeee bt aeeeeeennna s seeeestannaeaeeeerennes 119

5.6 THE FINITE ELEMENT MODELING. ...ttt tttteeetisistutinteeseeteeeesesasassssssseeseeeeeesas s s ssnnsnsneseeeeeeesesasasmnnnnrereeeeeenns 120
5.6.1  The thermal @NalYSIS .......cociiiiiiiiiiiiiee it e e e e s s e e e e ee s s s s s nntaearareeeeeesesennnnnens 120
5.6.2  The tempPerature tranSIer ... ... oo e e e e et e e e e e ae e e e e e aaaaaeas 121
5.6.3  The birth technique ....................cece.

5.6.4  The mechanical analysis
5.7MODELING OF BEAM-TO-COLUMN CONNECTION WELDING......tttteetiutreeeeastttneeesauntneeesaareeeesssnnseeessannneeessnnes 124
A B V.V/= Lo 11 g To o (==Yl 11 01110 o S PSS

5.7.2  The residual stress measurement
5.7.3  The material parameters......................
5.7.4 FEM modeling description................
5.7.5 Results and discussion..............cccceeue.
5.8CONCLUSIONS

O e I PP
BEAM-TO-COLUMN CONNECTION SIMULATIONS

. LINTRODUCTION. ... tetttttuunteeeeaeuueeeesaeasaaaeeessananaaeeeeannan e eeaesssaaeaeessssaaaeeessnnnnnaseeessnnnsseerssssnseeeresnnnseeerenes
6.2PRESENTATION OF THEVERAP SCONNECTIONS
6.2.1 1] i oo U Tox 1o ) IS
6.2.1.1 The moment resisting frame (MRF) .........
6.2.1.2 The connection ductility of a steel MRF ...
6.2.2  The connection description
6.2.2.1 TRE DAIS ..ottt eemeet e e et e ettt e e e ettt e e e et et e e e ube s emmm—ree e b eeee e aataeeabbeeeabreeeabbeessmmnnreeenren
6.2.2.2 T ST ENEIS .. e ettt e e et e e st s ammmmeree e e sabe e e e etbeeeeatbeeesatae e ssseesemmmnmeeens
6.2.2.3 Connection details
6.2.2.4 The welding........cccoeeevvviieeninnnn
6.2.3  The test procedure
6.2.4  Testresults
6.3FEM SIMULATIONS

viii



6.3.1 Y LS R TS =T = (o S 156

6.3.1.1 (O =T = (o2 (= 1) (o 156
6.3.1.2 Adaptation to the VERAPS CONNECLON.........oceeiiiii ittt smemees st e e e sbeeneesneesneenes 159
6.3.2  Simulations WithOUt daMAGE .............ueew oo eerereererereeee e e s s ss st e e eeeesessssnsnrnerarereaeeeesesnannnns
6.3.2.1 Static loading.........ccooceveiieneeis e
6.3.2.2 (3o (oo - To 1 To [F USSP
6.3.3  Cyclic loading with fatigue damage
6.3.4  Cyclic loading with the cohesive zone model aniddi@damage...............cccvvvvvvvivrivirieneennn e 172
(ST X @0 N[ I £ [ S PTRPT 175
(08 0 TN I AT 177
CONCLUSIONS AND PERSPECTIVES ...ttt ettt e et et e e st e st e e s ab s e e e e e e saaneees 177
YN d = =1 N1 T Gt PP SRPPP 181
ITERATIVE SOLVERS ... ..ottt ettt et et e et e e e ettt e e et e e e e sttt e e e an e ee st e e eaa e sesteessaerertesenan 181
N It I N =T T o ] 182
A1.2 DIRECT METHODS INLAGAMINE FINITE ELEMENT CODE......cittuiiituneeetieeetteeesieestteesssesessseessssesssineessnins 182
AL . 3STATIONARY METHODS ...itutittituieeteetteetaeetiessaeetaessessnesstssseetaessstesasessrasetaessneetseesansssstessereseesnneesnnes 183
AL AKRYLOV SUBSPACE METHODS ... ttuuittittiettettteetietenesteeetessnsestaestietsneetetsntesetettesterettetnersiesstnetnrerns 185
PN RS Yo T ¢ a L0 (Y 1 T (0] 185
Al1.4.2 The conjugate gradient MEtNOU. ... ..coeeiei e er e e e e e e e e e annns 185
AL1.4.2.1 Principles of the MethOd.........ccceee i emmrre e
Al1.4.2.2 Krylov's subspace...........cccecueun.
Al1.4.2.3 Convergence consideration
Al.4.2.4 Algorithm ......cccevveiiieicceen
YN e B N4 g o [ LR 41 { o T
PN R A €Y, | 2 4 SR 1 411 1 [ Yo [
AL S PRECONDITIONING .tutttitttittt ittt eettetteetsestesseessasssnesteessneststansesarastessestsssnestasesnseranersnsrsnresneesteeranenes
AL.GIMPLEMENTATION IN LAGAMINE ...ittiitiiiiiteiteeteeateeeas st seatsssssestaeestesteessnss st esnessntestessssessasesnesssnernnns
Al1.6.1 GMRES module description
AL.6.2 INPUL PATAMELEIS ..eiiiiiiiitiie sttt e s s s e e e e e e e e e et teeeateaeesbeeebae b baseeabe s s s e s aseaeeeeeeeaeeeeeesesesrnen
A1.7VALIDATION OF THE GMRESMETHOD IN LAGAMINE ...uuivtiitiiieitiiitieeiteesteeeaeeaesteseaessnessaessneesnsssnsesnnns 194
F N A R [ o [T g = o g TR (=) T 194
A1.7.2 Incremental forming MOUEIING .........vuuiierieieeei e rr e e e e e s s arareeeeeeeeasannnns 195
PN R < T 00 TN 10 £ [N 196
F N = T 1 T
ADAPTIVE REMESHING
F N = T TG T
R ] = AN L O




List

Figure 1-1:
Figure 1-2:
Figure 1-3:
Figure 1-4:
Figure 1-5:
Figure 1-6:
Figure 1-7:
Figure 1-8:
Figure 2-1:
Figure 2-2:
Figure 2-3:
Figure 2-4:
Figure 2-5:
Figure 2-6:
Figure 2-7:
Figure 2-8:
Figure 2-9:

Figure 2-10:
Figure 2-11:
Figure 2-12:
Figure 2-13:
Figure 2-14:
Figure 2-15:
Figure 2-16:
Figure 2-17:
Figure 2-18:
Figure 2-19:
Figure 2-20:
Figure 2-21:

Figure 3-1:
Figure 3-2:
[TENO4] ....
Figure 3-3:

Figure 3-4:

Figure 3-5:

Figure 3-6:
Figure 3-7:
Figure 3-8:
Figure 4-1:
mode (from
Figure 4-2:
Figure 4-3:

of figures

Flowchart of the VERAPS ProJECT ...uceeieiiieiiiiiieeee e 3

Welded beam-to-column CONNECHION............uuuviviiiiiiiiiiiiiiieiiieiieb e 4
Welding by multipass with dimensiongnitlimeters .............ccccoo oo ieeeeeiis 5

Presentation of the three materiabswelded connection .....................evvcemmmmmene . B

LoAding defiNItION ......cviiiiiiieeee e 6
Crack INITIATION ... et e e e e e e e e e e e e e e nnenees 6
Possible Crack Paths.......... 7
FIOW chart Of the STUAY .......uicceee ittt 9
Internal force deSCriPtiONS .......cocivie i 13
2D Finite element description, isopagtiia and global coordinate definition ......... 15
Newton-Raphson method deSCrPLION wu . eveeueeiieiiiiiiiiiiiiiiiiiiiieiieieeeeee e ee e e 16
General flowchart of the LAGAMINE COQ@..........uuviiiviiiiiiiiiiiiiiiiiiiiiivieeeeee e 19
Yield locus with VON MiISES’ CHEEMON..........uuiiie i eeaens 22
Yield locus With TreSCa CrItErHON wueacvvvvveieiie e 22
Isotropic hardening effect on the YielOUS ...............oeviiiiiiiiiiiiiiiies e 24
Isotropic hardening effect on the ur@bgtress-strain Curve............c.cccvvvcemennnnes 24
Kinematic hardening effect on the yillcUS ... 25

Kinematic hardening effect on the ui@bstress-strain curve ................ooeeeeeee. 25
Geometric interpretation of the geleed algorithm for stress updating......... 30..
Radial return method ....... ..o 31
Input PoINtS IN the ARB TaW .....coaariiiiiiii e 32
Position of the samples in the beatoslamn connection...............cccccvvvvviveees 33
Experimental tensile test plot for Bd core positions ............ccccceecevnncmmnnn .. 34
Experimental tensile test plot for BlMlange positions.............ccccoeiiiiiiieeeeeeene. 34
Experimental tensile test plot for WM. 35
Identification of the Yield StreSS .., 36
Tensile plot for BM in the COre POBiMLi.............uueviurriviriiiiiiiiineninensmmnnns e 37
Tensile plot for BM in the flange [ .........c.oooeeieiiiii 37
Tensile PlOt fFOr WIM ... ..o nnnnenes 38
Description of the stress or strainews a function of time...............evvvveeeemenens 43
Flow chart of steps to assess tharhfetof a structure undergoing a cyclic loading
............................................................................................................................. 45
Description of the computation of thsidual stress tensor.. cerrerrerrenmennnennnn 47
Position of the sample for the LCF festn a) the BM and b) the WM ............... 49.
Evolution of the maximum stress perdeyle to imposed cyclic strain ............ 50..
Wohler’s curve for the BM position Ko.......cooooiiiiiiiii s 51
Wohler’s curve for the BM pOSItION L..o...ccooooiiiiiiiiiii s 51
Wohler’s curve for the WM POSItION. .....coooeeeiiiiiieieeee s 52
Fracture mode: mode I: opening modegenb: sliding mode; mode Ill: tearing
[CHAODB]) ..ttt ettt e e e e ettt e e e e e e e e e e rnnne e e e e e e e e e nnrean e aeeaeeeeaas 56
([ o [ I (o 7= To [=To [ od = od QPP PPPPPPPPTPPPPPO 57
INtEgral CONLOUL ...ttt e e e et e e e e e e e e e e e e e e e e e e e e eee e 58




Figure 4-4: Definition of the effective CTOD as posed by Rice

Figure 4-5: Fracture samples used to charactergetuire toughness estimated by J-integral

(FrOM [WWILOO]) .o ieeeieiieiieiit ettt ettt ettt s s e s nenennnnnen 60
Figure 4-6: Typical form of cohesive StresS-SeP@NABW ...............uerrrmrmrimriiiiiirrreeeeeeeeenns 61
Figure 4-7: Various cohesive ZONe MOEIS ..o vvnrrininiiiiiiiiieis s sreeeeevnnenennnenes 62
Figure 4-8: Process zone description in the coleemime model...........ccoooveiiiiiiiiiiiisiccceennn. 63
Figure 4-9: Simple uniaxial problem to illustrabte jump displacement............ccccceevvs v 64
Figure 4-10: The cohesive separation responserdbye¢he imposed displacement U............... 65

Figure 4-11:
Figure 4-12:
Figure 4-13:
Figure 4-14:

Relative normal and shear cohesivesstseparation curve for uncoupled modeling

...................................................................................................................... 68.
Cohesive loading curve coupled witigfee damage...............oeeevviiiiiiiiiis e . 69
Normal traction curve in case of loaoand unloading............coeevviiiiiiiieneenen.. 70
Crisfield’s CONESIVE ZONE MOUE . 75

Figure 4-15: Coupling between cohesive zone model fatigue damage suggested by a)

[BOUO6] and b) [ROEO03]
Figure 4-16:
Figure 4-17:
Figure 4-18:
Figure 4-19:
Figure 4-20:
Figure 4-21:
Figure 4-22:
Figure 4-23:
Figure 4-24:
Figure 4-25:

Figure 4-26:
Figure 4-27:
Figure 4-28:

base metal ..
Figure 4-29:
Figure 4-30:
Figure 4-31:
Figure 4-32:
Figure 4-33:
Figure 4-34:
Figure 4-35:
Figure 4-36:
Figure 4-37:
Figure 4-38:
Figure 4-39:
Figure 4-40:
Figure 4-41:
Figure 4-42:

.................................................................................................... 77
Element deSCriPtioN ..... ... ottt e e e e e e e e e e e eee e 78
0T 0%= L= (PP 80
Local SEPAratioN ......ccoee oo 81
Description Of CZM3D ... 84
Local axes definition ... eeeiiiiiiiiiiiii i eee e e e e eeeeeeees 87
Local axis along the CZMB3D ... 87
Transfer of fatigue damage from sel@ments to cohesive elements ............ 89..
Extraction locations of the three-pdiend specimens.................cccoeeiiiieeeeene. 91
Geometry Of the SPECIMEN......cueeueeiiiiiiiiiiiiiiiieeeeeeee e 91
Variable Measured during the exXpertmen................ueeeveeirimiminimii... 91
Definition Of ... 92
Force displacement plot from the CT®8 on the base metal.....................uee Q3.
Crack growth in function of the J-ont&l from the three-point bend testing on the
............................................................................................................................... 93
Charpy test deSCIIPLION ... o eeeeeeereeteererieeaeneeeerrarerreere e 94
Extraction location for the weld mefahotch specimen ...........ccccocceiiiiiniennene. 95
Crack growth in function of the J-ontal for the base metal.................... ceeww. 95
Finite element modeling of the CTOBLE........c.uvviiiiiiiiiiiiiiiiiiiiiievveeeeene e 96
Computation methods of the growthrack’s length for 2D simulations .............. 97
Evolution of tool force as a functiofithe load line displacement by varyiaga.x98
Evolution of the J-integral as a funrctof the crack’s growth by varyin@ax...... 99
Evolution of tool force as a functioiithe load line displacement by varyigg. 100
Evolution of the J-integral in functiof the crack growth in varying, .............. 100
Evolution of tool force as a functioithe load line displacement by varying. k01
Evolution of the J-integral as a fumctof the crack growth by varying k......... 101
Effect of the constitutive law on floece displacement plot...........ccccvvvvinnnnes 102
3D Finite element modeling of the CT@BL ............ccooviiiiiiiiiiiiii e e 103
Computation methods of the crack le'sggrowth for 3D simulation................... 104

Figure 4-43: Force displacement comparison plotveeh experimental test and finite element

modeling for BM

.................................................................................................................. 105

Xi



Figure 4-44: J-integral versus crack growth plotparison between experimental test and finite

element MOdEeling fOr BM ......ciiiiiiiiiiiiiiieeeemeee ettt nerne e e e eeeeeeeeeeeeeeeeeeees 106
Figure 4-45: Comparison of J-integral versus crgaivth plot between experimental test and
finite element modeling fOr WM ... 106
Figure 5-1: Diagram of SMAW process (from Www.esalm) ..........ccooeveiiiiiiniiiiiiiineneeeseaees 111
Figure 5-2: Diagram of GMAW (from www.substech.Cam)..........ccooovviiiiiiiiiiiiieeeeeee 112
Figure 5-3: Diagram of SAW (from robot-welding.COMm)..............euuviiiiiiriiiiiiiiiiiiiieeeeeeeee. 112
Figure 5-4: Scheme of GTAW (from common/WiKimedig)O.............ccoeerrereiniiniiniennaeeeenne 113
Figure 5-5: Material description after a WeldiNn@@ESS.............uvuviiiiiiiiiiiiiiiiiiiiieeeeeee e 114
Figure 5-6: Coupling between physical phenomenaimd welding ...............oevviiiiiiiiinnnns 114
Figure 5-7: Computation strategy of residual StreSS...........coooiiiiiiiiiieee e 116
Figure 5-8: Division of the surfaces accordinglte flux exchange along the sofid............. 117
Figure 5-9: Friedman Models of the heat SOUICE ceuee...uuvriiiiiiiic s 118
Figure 5-10: Double ellipsoid heat source with plogver distribution.............ccccccevvvvvviveen.. 119
Figure 5-11: Computation of the imposed nodal heal.............ccoooeiiiiiiiiii s 121
Figure 5-12: Interpolation for temperature transfer............cccciii 122
Figure 5-13: Computation of the diagonal of theargle which contains the structue...... 123
Figure 5-14: Birth technique method (TOP VIEW)........coooiiiiiiiiiiii e 124
Figure 5-15: Birth technique method iN tWO PASSES......cuviiiiiiiiiiiiiiiiiieiieiieiie e e eee e 124
Figure 5-16: View of the fabrication of connectifb [BANOT7] ..o, 125
Figure 5-17: VERAPS connection design from [BANOTZ].........coooiiiiiiiiiiiiiii s 126
Figure 5-18: Pass description of the welding fer WERAPS n°5 connection from [BANO7].127
Figure 5-19: Welding of VERAPS CONNECHION ......ccooiiiiiiiiiiii e 127
Figure 5-20: Position of residual Stress measuremen..............ccvin 129
Figure 5-21: Longitudinal Stress MeasUremMeNtsS...........ooooiiiiiiiiiiiiiiii e 129
Figure 5-22: Transversal StreSS MeaSUIEMENL......ccuuiiiiiiiiiiiiiiiiiiiieeeieieeeeeieieeereeeeaeaeaeaaaeas 130
Figure 5-23: Stress-plastic strain curve as a fanaif temperature for the base metal .....131.
Figure 5-24: Stress-plastic strain curve as a fanctf temperature for the weld metal...... 132
Figure 5-25: Thermal dilatation as a function Ghperature ..., 133
Figure 5-26: Specific heat as a function of teMEER...........ccoooiiiiiiiiiii e 134
Figure 5-27: Young Modulus as a function of temp@®...............ccevvvvvviiiiiiiiiiiiiiiiieeeeeenenns 134
Figure 5-28: Conductivity as a function of temparaLt.............ccccoeeoiiiiiiiiiiriiie e o e 135
Figure 5-29: Description of beam-to-column flangeté element modeling ....................... 136
Figure 5-30: Contour plot of the residual StreSEBIS ..........coooeeeeiiiei 137
Figure 5-31: Comparison of the longitudinal residstress between the measurement and
simulation of the surface of the DeaM .......cccccuiiiiiii e 138
Figure 5-32: Comparison of the transversal residiteéss between the measurement and
simulation of the surface of the DEaM .......cccccuiiiiiii e 138
Figure 6-1: BUIldiNgG frame ......ccoooii i 142
Figure 6-2: Solutions of structural systems to atiimd to earthquakes................oovviiiceeeee. 143
Figure 6-3: Components Of & frame CONNECTION .. uuenaee e 144
Figure 6-4: Weld connection failure ... 145
Figure 6-5: Test specimen (from [BANOT]) ... eeeeeeieiieiiee e 146
Figure 6-6: CroSs SECtioN deSCIIPLION ... .cceiiaeiiiiiiiiiiiiiiieiieieeiieieeieeeeeeee e eeeeeeeeeeeeeeeeeeeeeeeees 147
Figure 6-7: Details of the connections from [BANOZ]...........uuuuimiiiiiiiii e 148

Xii



Figure 6-8: Connection Detail with a) bolted shedr and b) welded and bolted shear tab from

572N [ 4 PP PP TP PPPPPPPPP 150
Figure 6-9: Definition of connection rotation frdREMA 350 [FEMOO] ..........cccviiiiinnnnnns 153
Figure 6-10: Identification of Kfor the SPeCcimMen 1 ..............uuviiiiiiiimmmmenneeeeeeeee e 155
Figure 6-11 SIMPIE DIOC ......cooiiiiie 157
Figure 6-12: Methods to pass from one to three etgraubdivisions...........ccccccvvvvvvviivinenees 158
Figure 6-13: Transition block to be finer in thedgrection...............ccccoviiii e, 158
FIQUre 6-14: SIMPIE GIE@ .....ccciiiiiiiiiit et 158
Figure 6-15: Transition block to be finer in thedgrection..............ccoceiiiii e, 159
Figure 6-16: Mesh of two beam-to-column conneditasted by Karlsruhe ...................... 160
Figure 6-17: Mesh of the connection around the igld.............cccooiiiiiiiiiii, 160
Figure 6-18: Boundary condition of the connectiomdeling ................eeviiviiiiiiiiiiiiiiiieneennn. 161
Figure 6-19: Position of the different sets of laanithg coefficient ... 162
Figure 6-20: Beam end moment vs. imposed displanemeave for specimen 1...................... 163
Figure 6-21: Beam end moment vs. imposed displanemeave for specimen5...................... 163
Figure 6-22: Beam end moment vs. imposed displanemave for specimen6...................... 164
Figure 6-23: Longitudinal stress in the beam fercmen 1 (100 mm displacement)................ 165
Figure 6-24: Longitudinal stress in the columndgpecimen 1 (100 mm displacement)............ 165
Figure 6-25: Equivalent von Mises Stress for specirh (100 mm displacement).................... 166
Figure 6-26: Comparison of the beam end’'s mometdtiom between FEM analysis and
experimental measurement (SPECIMEN 3) ... cammammm e e nenenanes 167
Figure 6-27: Buckling observation at the end op&dspecimen 3)............ooeeeiiiiiiiiiieceneees 168
Figure 6-28: Fatigue damage at the end of theXktaghe weld access hole ..................... 169
Figure 6-29: Evolution of the fatigue damage nbearlower weld flange...................ooe e 170
Figure 6-30: Location of elements where the fatigamage where recorded .................... 171.
Figure 6-31: Evolution of damage in weld metal edaits along the transverse direction of the
(01T o 1 [P PP P TP PP OPPPPPPPPPPR 171
Figure 6-32: Location of the cohesive elements. ... 173
Figure 6-33: Zone in the connection where crack @ERrved ...........ccooeeeiiiiiiiiiiiises s 173
Figure 6-34: Crack initiation after 10 cycles (d&g@Ement X50) ..........ccovvvviiiiiiiiiiiiieeeeeeiins 174
Figure 6-35: Longitudinal stress for the beam flaptpt after 10 cycles (displacement x1).....175
Figure Al-1 : Sparse MatriX EXaMPIE ........ccceeeerrrereriuiiieiieierireeeeerereerreererrrree e 183
Figure Al1-2 : Example of ILU(0) faCtornZation .....ccooeviiiiiiiiiiiiiiiiiieceeeeeeeee e 193
Figure A1-3 : Example of ILU(1) faCtornZation .....cooeeiiiiiiiiiiiiiiiiiieeeeeeeee e 193
Figure Al1-4 : Indentation test MOdeling MEeS...cccc...ooiiiiiiiiiiiiii e 195
Figure A1-5 : SPIF process Modeling MESN... e eeeieiiiiiiiiiiieiiieeeee e 196

Xiii



List of tables

Table 2-1: EIaStC PAr@mMELEIS ... ..cci i ieeieiee et a e e 36
Table 2-2: Values for tensile properties for BMliie core position ............ccccecevivnvvnrrnenenn. 38
Table 2-3: Values for tensile properties for BMIBNge POSItION ............evvvvvviviiivinisimmmemenenns 39
Table 2-4: Values for tensile properties for WMl flange position ..................evvvvvrmemenenns 40
Table 3-1: Parameters of CDM for the different mate ..............cccoooiiiiiiin 52
Table 4-1: Association between separation and taedefress components and the crack mode 66
Table 4-2: Coefficient of the power law for th&d-curve for the BM .............ooiiiiiiiiiiiiceeennes 93
Table 4-3: Parameters of the power law of the dgratl versus crack growth plot for the weld
011 = | TR 95
Table 4-4: Penalty PArameEterS .. .. ... . . cccmmmm s ssae bbb be e annnnnanene 96
Table 4-5: Summary of the parameters t@StEU . e 98
Table 4-6: Parameters of Xu and Needleman’s [aW..............cuevuiiiiiiiiiiiiiiiiiiiiiieeeeeeee e 102
Table 4-7: Cohesive parameters Identified fOr BM .......ccooooiiiiiiiiiiiiiieeececeece e 105
Table 4-8: Cohesive parameters Identified fOr WM ............c.ooviiiiiiiiiiiiiiiiiiiiiieieeeeeeee e 105
Table 5-1: Welding heat SOUICE data........ccecaeeururruurmiiiiiiiii e e eeeaeeeeeneenees 128
Table 5-2: Flow stress as a function of strain @maperature for the base Metal............... 131
Table 5-3: Flow stress as a function of strain @maperature for the weld metal ............... 132
Table 5-4: Thermo elastic parameters as a funaidemperature .............ccccoeeeiiiiiiinenenn. 133
Table 5-5: Heat SOUICE Parameters. ... ..o 136
Table 6-1: CroSS SECHION AIMENSIONS....... s seseenneneniininnaaeee s anmnsssessessesensnennnes 147
Table 6-2: Joint deSigN dESCIIPLION ....... oo eeeeeieeiie ittt e e 150
Table 6-3: WeldiNg PArameEters .........viiiieeceeeie ettt e e e e e e e e e e e e e 152
Table 6-4: Cyclic rotation imposed on the connettocording to FEMA 350 ......................415
Table 6-5: Results of VERAPS eXPeriMents ......ccccoeeiiiiiiiiiiieeeeeeeeeaee e 156
Table 6-6: Loading definition of the connection.3.............ccooiiiiiiiiiiiicii e 166
Table A1-1: Iterative resolution parameters for indentationdation .................ccoeeeeeeeen. 195
Table A1-2: Comparison of CPU time for indentation simulatiddliSmodeling ................. 195
Table A1-3: Comparison of CPU time for SPIF simulation.............cccoooeeiviiiiiiiiiinieceeeeeens 196
Table Al-4: Iterative resolution parameters for the SPIF sithotha............ccoooeeeevvviiiiiennnnn. 196

Xiv



Abbreviations and symbols

Abbreviations
BM Base metal
CDM Continuum damage model

CTOD Crack Tip Opening Displacement

CzZM Cohesive zone model

FE Finite element

HAZ Heat affected zone

ISQ Instituto de Soldadura e Qualidade from Lisffortugal)
ULg University of Liege

VERAPS Validation and enhancement of risk assessprenedure for seismic conditions

WM Weld metal

Symbols

X Scalar

X Vector

X Matrix or 2'¥ order tensor

Xi Component i of vector x

Xij Component ij of matrix or tensor X

x', X" Transposed vectoror tensor X

Tr(X) Trace of tensoK

Inverse of a tensor

X, X, ;( Derivative of the scalar x, the vectoard the tensar Xespectively with respect to time
Y Cross product between vectorand_y

XY Double tensor contraction

(x) (x)=0ifx <0, else(x)=x.

XV



Chapter 1
Introduction
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1.1 Context

In seismic zones, the steel moment resisting fréoiling contains heavy welded beam-to-
column connections. The ductility of steel makegassible to avoid the appearance of cracks in
the connections by energy dissipation due to glasttain. However, earthquakes in the 1990s in
the USA and Japan resulted in widespread and uitcpgdddamage in welded beam-to-column
connections in rigid steel frame buildings. Thesufes explain why the engineering community
has decided to investigate the reasons for thisxpewted behavior and explore alternative
connection types. Research in many countries hadtee in a number of changes to building
design codes and specifications. However, perfoomda affected by many factors such as
dimensions of beam-to-column components, conneat&sign, manufacturing quality and the
mechanical properties of the different regionshefjpint. A procedure for analyzing these factors
was recently published under the auspice of therhational Institute of Welding (IIW), called
the Risk Assessment Procedure (RAP). It deterntimesisk of fracture in seismically affected
moment connections, covering design, materiali¢dabion and loading issues.

European steelmakers produce heavy sections usadlinrstorey buildings in seismic zones. In
order to maintain the competitiveness of the Euaapdnion in this market, it is important that
methods verified for specifying steel sections,irdefjy connections and assessing safety in
service should be available for steel users.

1.2 VERAPS Project

The VERAPS project\ alidation andEnhancement oRisk AssessmenProcedure forSeismic
connections) [BANO7] aims to validate and enhatiheeRAP for connections in seismic areas.
To achieve this, it further develops modeling mdthdor predicting connection behavior. The
objectives are therefore to assess the cycliciplastation capacity of heavy welded beam-to-
column connections as a function of mechanical gnigs of the beams, columns and weld
materials and type of joint preparation. Fabriaatitesting, modeling methods and reliability
analyses were combined to achieve this aim. In pmggect, several numerical tools were
developed and material data were gathered to bomdrito the assessment of connection
behavior.

The partners of the project were:
— Corus Ltd UK of the Swinden Technology Center (f&ngl),
— Versuchsanstalt fur Stahl, Holz und Steine, Uniteif Karlsruhe (Germany),
— Instituto de Soldadura e Qualidade (ISQ) in Lisfi@ortugal),
— ArGENnCo Department, University of Liege (ULg) (Beim).

Figure 1-1 describes the distribution of the patthasks in the VERAPS project. Firstly, Corus
provided the steel. Then, eight large scale testsvelded beam-to-column connections were
carried out at the University of Karlsruhe accogiia the design performed by the University of
Liege and Karlsruhe.
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Next, ISQ measured the residual stresses genebgtéde welding process in the connection
zone. The measurements of the material propertee performed by ISQ and Corus, where the
samples from the connections were machined.

These measurements and finite element simulaticultee enabled Corus to analyze the
connection performance according to the RAP proeedu

The work of the University of Liege was to devebfinite element model of Karlsruhe’s tests
which had to simulate the experiments accuratetiearable project members to achieve a series
of tests completing the test campaign by modelthgroconnection designs.

Material supply (Corus)
|

Properties’ identification

-Sample fabrications (Corus)
-Mechanical properties (Corus + 1SQ)
-Residual Stress measurements (1SQ)

Connection:
-Design (Karlsruhe+ ULg)
-Fabrication (Karlsruhe)

High scale testing RAP Analysis (Corus) FE Modeling (ULg)
(Karlsruhe)

Prediction of
performance of
connectionsunder
seismic loading

Figure 1-1: Flowchart of the VERAPS project

1.3 Objectives

The current PhD research included in the VERAPSjeptoaims to model the crack’s

propagationin heavy welded beam-to-column connestlay finite elements submitted to cyclic
quasi-static loading. This modeling approach isdeaéd by tests performed by the University of
Karlsruhe and the validated model has made it ples$o predict the behavior of non-tested
connections and to explore a larger field of paksds. The model should require only a few
material parameters and should be available tostnidliengineers.
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1.4 Scope of the study

1.4.1 Connection description

The structure under investigation, described irufggl-2, was a welded connection between a
beam and a column. The beam was a horizontal I-b&am column is a vertical I-beam. The
steel of the beams, columns and plates was S 3fte gThe dimensions of these beam flanges
are considerable.

The welding was applied between the beam and collmnges. At the end of the beam web,

holes were made to enable access to the weld. Mereas it was a weld made on site, a backup
tab was placed to maintain the beam during the imglghrocess and to prevent weld from

flowing down when it is in a liquid state. This lkap tab was removed after the end of the
welding.

The shear tab was bolted or welded to the beamandhwelded to the column flange. The beam
web is not directly connected to the column flange.

In this type of setup, the geometry of each piefi@énces the rotation capacity.

Column

Stiffeners

Welding
/ Beam

V)

«+— ShearTab

Figure 1-2: Welded beam-to-column connection

1.4.2 Welding

The welding linked the beam flange to the colunamdle. The shape of this welding is described
in Figure 1-3. The angle of bevel, was about 35 to 45 °. It is performed by arc wejdDue to
dilation and contraction during the manufacturitigg welding process generates non-negligible
residual stresses. During the thermal cycle, ste®lergoes not only liquid-solid phase
transformation but also solid phase transformatidrich affects the material properties. Here the
welding was performed using a multipass method Usexahe thickness of the beam flange is
high and multipass processes make it possible docee the residual stresses. The residual
stresses have an impact on the crack strength.
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Column
flange Beam

flange

30

-

Weld access 35
hole

S

80

100

Beam
web

Figure 1-3: Welding by multipass with dimensions iimillimeters

1.4.3 Materials

After the welding process, the structure is comgaxdahree

the WeldedMetal (WM),

materials (see Figure 1-4):

theBaseMetal (BM): steel from the beam and the column kefeelding,

the Heat Affected Zone (HAZ): base metal around the welding where the

microstructure is modified by the heat; therefat®e material properties are different,

particularly for the toughness [RODO04].

BM

BM

Figure 1-4: Presentation of the three materials i welded connection

It should be noted that the HAZ was not taken anxtoount i

n this research. The first reason for

this choice is that no metallurgical aspect waslistlias this would have required an excessive

number of material parameters and heavy thermo-amechl
[HABB89; ALIOO; CASO06]. The second reason is duehe si

metallurgical finite element codes
ze of the HAZ. Experimental tests,

which would make it possible to identify the mediahbehavior of the HAZ, would be highly

complicated because of the relatively limited ©izéhe zone.

1.4.4 Large scale test

Eight beam-to-column connections were manufactuiBte RAP parameters, such as the
moment ratio between the beam and the column, #iding process and initial defects were
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varied. The connections were submitted to cycliadlng with variable amplitude until
macroscopic cracks appeared as according to FENOAR5MO00] (see Figure 1-5). The aim was
to evaluate the rotation capacity and the crackagation strength of the connection to quantify
resistance to an earthquake. The cyclic loading dedimed to generate a cyclic moment in the
connection.

A
I

Time (s)

Figure 1-5: Loading definition

1.4.5 Damage and Crack process

Matos described this process well in [MATO1]. Thraak process is defined by two stages: the
initiation stage and the propagation stage. In ntasks, initiation happens at the root of the
welding along the column. Indeed this is the regurere the residual stresses are the highest
and the initial defects, where cracks are initiatee often found like as well as a lack of fusion.
The crack size increased up to until about 8 tonh@)

/ Beam Flange

Column Flange

Figure 1-6: Crack initiation

For propagation, the structure studied was obsetvegkhibit five possible paths (see Figure
1-7):
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Beam Flange

Column Flange

Figure 1-7: Possible crack paths

— Vertically along the beam and the column,
— Through the welding,

— Through the beam,

- Divot,

— Through the column.

The fracture could be brittle with cleavage fraet@specially when the residual stresses are
significant. It was observed for some connectiomNarthridge after the earthquake. However in
the case of the VERAPS connection the fracture vekretile with inelastic behavior. The
damage is generated by two mechanisms: fatiguegaltiee cyclic loading and the high level of
loading during the last cycle. The fracture isuefhiced by the residual stresses demonstrated by
the fact that the crack path follows the normahi® direction of the maximum principal stress.

1.5Methods

The aim of this study was to develop a three-dinugras finite element model of the large scale

test performed at the University of Karlsruhe. Timite element code used was the Lagrangian
non-linear finite element code Lagamine, develoaethe ULg since the 1980s. One feature of
this code is that it can model high levels of daspiment and strain states. Moreover, it is open
source, so one can add and modify subroutinegniiais an important library of elements and

constitutive laws.

The study has been divided into several steps.diigion of the study performed by the author

are shown in Figure 1-8 and grouped by color. Neeexnental tests have been performed by the
author. The experimental data come from the exmarismcarried out by the partners of the

VERAPS project.

Corus and I1SQ have performed tensile tests on #se metal and the welding metal. The
experimental results were then processed in omla&tentify the elastoplastic constitutive law of
each material by the inverse method.

The crack process was modeled by the Cohesive Moael (CZM), which was used to simulate
initiation and propagation. Thus a new elementamneéw constitutive law were created firstly in
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two dimensions and then in three dimensions. Ttienidentification of the cohesive parameters
was performed by the inverse method. Corus perfdrtimese point bend testing and Charpy tests
on samples extracted from the connection. The @xpeatal tests were modeled by finite
elements with a cohesive zone model and the mopatameters were identified.

A crack’s propagation is affected by fatigue damédge to cyclic loading. The fatigue damage
for this study was computed by the Continuum Damifgelel developed by Lemaitre and
Chaboche. This damage evolution law was implemeinethe Lagamine code during this
research. Thus, the fatigue damage and monotomm@agka could be coupled. 1SQ performed
cyclic tensile tests on samples extracted from dbenection. Their data were processed to
identify the CDM parameters. In addition, the fagglamage can give an estimation of the crack
path, which cannot be identified by the cohesivieezmodel. The goal of this development was
to compute the level of fatigue damage to coupldtit the cohesive zone model. One could link
to a remeshing procedure adding new cohesive ztgraeats according to the damage’s
characterization and modeling the whole processoime simulation. However, in three
dimensions, this approach is quite complex and &s wlecided to work in two steps:
characterizing the damage with a first computatahout cohesive elements, then performing a
second simulation with cohesive elements definedraing the first simulation’s results.

As the residual stresses have an impact on th&'srpmopagation, it was important to evaluate

their values. With this aim in view, a welding silaion was performed by a thermo- mechanical
finite element model. The welding process pararmsetere communicated by the University of

Karlsruhe. Then some thermo-mechanical propertere \provided by Corus. Finally, the results

of these simulations were compared to the resistiabs measurement performed by ISQ. The
aim was to obtain a balanced residual stress feeloe entered into the connection modeling at
the beginning of the simulation and to observeiitpact on the strength of the cracked

components.

As the connections tested by the University of athe had different dimensions and different
designs, a module for 3D mesh generation of thedegklbeam-to-column connection was
programmed with the Fortran 90 in order to genetlaéemesh only by providing the design of
the structure. In the first step some computatiaithout damage or residual stresses were
performed to validate the mesh by comparing the emnotation curve with the experimental
one. Then, to identify the crack path, modelinghaitt the cohesive zone model was performed
by incorporating the fatigue damage model. Thelcpath may be the zone where fatigue at its
highest. Finally, a computation with the cohesisae model coupled with the fatigue continuum
damage model was performed to predict the craakipggation.
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Figure 1-8: Flow chart of the study

1.6 Outline of this thesis

This thesis is organized according to the flow theported in Figure 1-8. Firstly, in Chapter 2,
the numerical tools used in this study are desdrib@e Lagamine code is presented along with
the solid element and the elastoplastic law ugethis part, no development is performed during
the study except for the treatment of the tensie dlata, which used to calibrate the elastoplastic
model.
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In Chapter 3, the fatigue damage modeling is pteseThe continuum damage model and some
other classic models are described and compares chpter explains the identification method
for the parameters after treatment of the experiatesiata. The computation of the damage
variable from the integration of the damage evolutaw is described in the finite element code.

Chapter 4 outlines on the modeling of crack propagaAfter the illustration of the classic
fracture mechanic model, the theory of the cohegmee model is explained according to a
literature review. Then, the implementation of ttehesive element in 2D and 3D is shown.
Finally, the results and method of the inverse epgin are described to calibrate the model for
the base and weld metals.

The welding simulations performed to evaluate #sdual stress fields are presented in Chapter
5. Firstly, the strategies used in the model t&léathe difficulties of the simulation are set out.
After this step, the results are shown and are eoetpwith the measurements performed by ISQ.

Next, Chapter 6 focused on the large scale tesoneed at the University of Karlsruhe. First,
the welded beam-to-column connections and the diestacteristics are described. Then, the
strategy to generate the 3D mesh of the structusetiout. Lastly, the results of the simulation of
this test are presented.

Finally the thesis ends with the conclusions ared ghrspectives of this research, followed by
appendices. The first appendix contains a desonpoif iterative methods used to solve linear
equation systems. These methods help to speecuprée-dimensional simulations. The second
appendix describes an adaptive remeshing methochwias been developed. This method has
been adapted to incremental forming simulation$ wWinode shell elements. This development
helps to better understand the Lagamine code aexigiore a remeshing method.
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Chapter 2. Numerical tools description Introduction

2.1 Introduction

Since the overall aim of this thesis is to devetopumerical model, in such a context it is
important to describe the finite element code iniclwhsome developments have been
implemented. After several reminders of mechanagdinitions, this chapter presents the finite
element code Lagamine, used in this study, anteé@gires. Then the solid element, BWD3D,
which is used in connection modeling, is discus$edally the last section defines the elasto-
plastic model used and explains the identificabbits parameters needed to model the material
behavior of the materials (base metal and weld Indtam tensile experiments. The
developments of a traditional isotropic elastoqitataw are well-known, such as the radial
return integration scheme. However, it was decittedecall this theory for the interest of the
Lagamine group, who uses the ARB law coupled wiitletaatic hardening extensively. This law,
initially implemented by R. Charlier [CHA87] withsotropic hardening, has not yet been
described in a thesis in the case when coupled kifigmatic hardening. The current description
thus helps to understand the work of L. Kaiping 82F].

2.2 Mechanical definitions

2.2.1 Strain

The engineering strain is expressed as the ratiotalf deformation values compared to the initial
dimensions of the material body in which the foraesapplied. The engineering norretakin or
engineering tensile straia,g, of a material line element or an axially loaddxtf is expressed as
the change in lengtid\l, per unit of the original lengthg,lof the line element or the fiber. Thus,
we have

L A1

(2.1)

where | is the current length of the fiber.

The displacement vector, i$ the difference between the current positiottae x, and the initial
position vector, ¥

U=X—X,. (2.2)
The velocity vector is obtained from the derivatofehe displacement as a function of time:
ou
vV=—. 2.3
v=3 (2.3)

From infinitesimal theory, Cauchy’s strain tensan e defined by
_1 T
e=_(Qu+Du'). (2.4)

The strain tensor can be further divided into taas
=£e + Ep (25)

e,

wheree® is the elastic component of the strain ahi$ the plastic component.
The equivalent plastic strain rate is defined kgyftilowing:

12
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Mechanical definitions

(2.6)
2.2.2 Cauchy’s stress
For a load applied in one direction, the enginepstressgi,g, is the ratio between the applied
force, F and the initial surfacey.S
(2.7)
Considering a structure, cut by a plapend where an infinitesimal internal force, dd=applied

to an infinitesimal surface, dS, along the outwamdmal tort, called_nthe following relation can
be defined by:

(2.8)
whereg is a second-order tensor called Cauchy’s streste Nhat, here, S is the current cross
section of the structure and not the initial one.

df
%

Figure 2-1: Internal force descriptions

One defines the equivalent von Mises’ stress by:

3.4
O-eq =4358:0 (29)
2_ =
where g corresponds to the deviatoric component of thesstre
N 1 \
0=0-0,| whereao, =— Tr@ ) (2.10)
In the equation aboyey is called the hydrostatic stress.

One defines the stress triaxiality by:

13
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T.=—H (2.11)

2.2.3 Jaumann's derivative

The constitutive law is not dependent on any refeeeframe modification; therefore, the
variables used must be objective. An objective sdawrder tensor, ,Tdefined in an initial
reference frame, is a tensor which follows

T'=RIR’ (2.12)

where T is the representation of the tensoiiriTa new reference frame andifkthe rotational
matrix to pass from the initial reference framéhe new one.

Cauchy’s stress, strain and strain rate are okigectariables. However, the stress rate is not
objective. That's why Jaumann’s derivative, no&d used, which makes it possible to correct
parasite rotations in the stress rate:

(2.13)

2.3 The finite element code LAGAMINE

2.3.1 Description

During this research, the finite element code LAGAHE developed in-house was used. It is a
non-linear Lagrangian code that has been undeda@avent at the Department ArGEnCo of the
University of Liege since 1982 and was started mf.RCescotto in order to simulate the rolling
process [CES85].

The code can carry out thermal, mechanical andllmegzal analyses. Therefore, the code has
been applied to numerous forming process such egintp [HAB90], continuous casting
[CASO04], deep drawing [DUCO05b], powder compactidddS99] and incremental forming
[HENO7]. To perform this, the code contains an esiee library of elements and constitutive
laws for large strains and large displacements.

2.3.2 Concepts of the finite element code

2.3.2.1 The equilibrium condition
The displacement field which minimizes the totaémgy of the system is the one that respects
equilibrium. This minimization is performed by clkerg the virtual work principle,

j o' dedV = j pb' 3u dV+ j ptdu dS (2.14)
\% \% S
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where @)ex1 iS the stress vector which contains the componeintse stress tensor that respect
internal equilibrium, §¢)sx1 is the virtual strain vector which contains the paments of the
strain tensor and verifies kinematic compatibili@u) s34, is the virtual displacemenp is the
density, (B sx1 is a volumetric load, &« is a surface load, V is the current volume ofdfistem
and S is the current surface.

This variation principle is the simplest one, wherdy one unknown (the displacement field)
needs to be identified. In this principle, dirdokk between displacement history and strains are
defined as well as between strains and stresse® 8ttvanced principles exist: for instance, in
section 2.4, the solid element BWD3D relies onttiree-field Hu-Washizu variation principle.

The spatial discretization of the virtual displaegfield,du, in finite elements is defined by
du = HoU (2.15)

where PU) snx1 contains the admissible virtual displacement ohddles, and_(Hsxan is the
interpolation matrix.

e: Node

X: Integration point

Figure 2-2: 2D Finite element description, isopararetric and global coordinate definition

The virtual strain field is computed by

de = B6U (2.16)
where (Bsxsn contains the gradient of the interpolation functi®he matrixes, Band_H depend
on the element used.

Thus equation (2.14) becomes
[o"B8U dv = [pb" H5U dv+ [pf HBU dS (2.17)
\% \ S

As dU is a virtual nodal displacement, it can be remofrech the integral. So, one defines the
following vectors:
— the nodal internal force vectar,d&equivalent in term of energy to the stress:

F = [B'odv; (2.18)
\%

— the nodal external force vectorexf equivalent in terms of energy to the applied
loading:
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Foo = [PH'bdV+[pH' tdS (2.19)
\% S

Therefore, the virtual work principle becomes
(B ~Fe U= 0. (2.20)

As the previous relation is true regardless of whibe arbitrary fielddU is chosen, the
equilibrium condition of a finite element problerancbe expresses as:

Eint = _Fext (221)

2.3.2.2 Temporal integration

Lagamine’s code users often choose an implicignmation scheme though it is possible to apply
explicit integration. This is because the advardagfehe implicit integration scheme are that it is
more stable and larger increment can be used.

The implicit methods is an incremental one, thatinsradial loading cases the loading, P, or
displacement, U, are imposed step by step. Atiteetime step),;P andA .U are applied to the
initial balanced configuration. By a Newton-Raphsuoathod, a new balanced configuration is
determined. Then a second time step begins whegReand AU are applied to the previous
balanced configuration. This procedure is continuetil one reaches

S A, =1 and YA, = (2.22)
k k

The Newton-Raphson method (see Figure 2-3) iseaative procedure which is used to find the
zero of the out-of-balance force vectoggF in order to pass from a balanced configuratiom A t
a balanced configuration B at thedl increment.

Foer =Fn—F

ext

(2.23)

Forces
N

ext

A
Fext

Positions_
>

A Xo Xq Xy B

Figure 2-3: Newton-Raphson method description

Firstly an approximation is made of the new nodadifions. It can be derived from the nodal
position of the previous balance configuratiog, plus the constrained displacement.

N

KozxA{f)\k]g (2.24)

k
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Another solution can be obtained from the nodabeigy of the previous configurationav
Ninc
X, :5A+\_/AAt+(Z)\kjg (2.25)
k

whereAt is the time step.

By a first-order Taylor development of Equatior2(®?), one obtains

Foge (X; +AX) = Foge Qﬁ)"’(%j AX (2.26)
X

where x is the nodal position of the previous iterationl &x is a nodal position correction.

One defines the tangent stiffness matrixplf the following:

—_ aEOBF
<=[ %) (227

As the aim is to nullify the out-of-balance foraghere fogr (X +AX) = 0, Equation (2.26)
becomes

Ax = _ﬁ_lEOBF(li)- (2.28)

The computation of the inverse tangent stiffnessrimmaan take some time depending on the
number of degrees of freedom. Before the curresgishbegan, only direct methods have been
implemented by LU factorization. For large simwas, an iterative method was therefore
implemented during this research to reduce the atatipn time (see Appendix 1).

Consequently, the nodal position, of the next configuration is:

Xig = X; +AX (2.29)
Then one iterates with the algorithm described |usaching a convergence tolerance. An
increment is determined converged if

[Ecor] _ £ (2.30)

where_Ris the reaction which contains all force composagitfixed or constrained nodes and
is a level of a tolerance (about 1X)0The symbol || defines the norm of the vectar ¥here
are three different definitions for this norm usedhe Lagamine code:

_ 1R
I, = 3o

1 &
], == 20 (2.31)

], = max(x])
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where N is the length of x
To avoid jump displacements, another convergerieeatuace is used in the Lagamine code:

oy £, (2.32)
i = X4l

whereg, is a level of tolerance (about 1x3)0

Figure 2-4 summarizes the Lagamine flowchart fqulioit schemes.

18
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Mesh:
Constitutive law Nodes + element Boundary Condition
| |
Preprocessor treatment Loading strategy data
| |
|2
Initial balanced configuration
|
Increment of loading
|

Approximation of a new
configuration

v

Computation of strain
and stress field

l

Check of the equilibrium
condition

Computation of the nodal

No

Balanced state ? correction by

solving KAx=F g

No

Lastincrement?

END
Figure 2-4: General flowchart of the LAGAMINE code

2.3.2.3 Computation of the nodal force and the stiffness matrix
The nodal internal force vector;nf is computed for each element by numerical integna
according to a Gauss’ scheme:

E. =) B'oWdet(J) (2.33)
ip
where ip is an integration point, W is the weighttee integration point and4J) is the Jacobian

matrix defining the mapping from the global cooatm axes (X, y, z) to the isoparametric
coordinate axe<(n, y) (see Figure 2-2):
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0§ on oy
3=| ¥ N U (2.34)
= |10¢ on oy
oz 0z 0z
|0 On Oy
To obtain the stiffness matrix,, i is sufficient to differentiate the nodal imeit force vector:
dF,, = Kdx (2.35)
The derivative of (2.33) gives
dE, => B det()s WY §_B det(Jy V (2.36)
ip ip

The first term defines the classic stiffness of $h&all strain cases, which is computed from the
derivative of the stress. The second term defihedarge displacement effect: the influence of
the element volume modification on the nodal forces

2.4 The solid element BWD3D

In this research, the solid element chosen wasligment BWD3D. It is an 8-node 3D brick
element with a mixed formulation especially adaptedarge strains and large displacements.
This element can be coupled with any 3D mechamcaktitutive law, and its strain and stress
tensors are expressed in global axes.

This element uses a reduced integration schemeigthanly one integration point in its center)
and an hourglass control technique. It is basetherhree-field Hu-Washizu variation principle
with the “assumed strain method” [SIM86; BEL91].

One feature of the BWD3D element is a new sheakirigctreatment based on the Wang-

Wagoner’s method [WANO4]. This method identifieg tourglass modes responsible for shear
locking and removes them. The two bending hourglasdes and the non-physical hourglass
modes are eliminated. The volumetric locking treattmis also based on the elimination of

inconvenient hourglass modes.

A second feature of this element is its use ofratational reference system. In order to identify
the hourglass modes, which is crucial to the methwelformulation of the element’s kinematics
must be expressed in a corotational reference mystsely linked to element’s coordinates.
This reference system must have its origin at #rger of the element and its reference axes are
needed to be aligned (as much as possible, deggndirthe element’s shape) with element
edges. A fortunate consequence of this corotaticeference system is a simple and accurate
treatment of the hourglass stress objectivity, &ipgiinitial and final time step rotation matrices.

The shear locking and the volumetric locking methpobposed by Wang and Wagoner, coupled
with the corotational reference system, have be@tessfully implemented in the BWD3D
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element. The Wang-Wagoner's method, contrary toesother shear locking methods (see for
example, Li and Cescotto [LI97]) has deep physroaits, which makes it very efficient for
various FE analyses. Further details about theghass and the locking treatment in the BWD3D
can be found in [DUCO5a; DUCO05b]. A more completesatiption can also be found in
[DUCO08].

2.5 The constitutive law

2.5.1 The elastic law

Elastic strain is a variation in the atomic posiiaand is a reversible process. For the metallic
material, elastic behavior is generally linear autording to its forming process, it can be
isotropic. Therefore, it can be described by thekédts law:

O=ATrE )+ e’
. 14V vV (2.37)
ore =——o-—=Tr(o)l

whereA andp are Lame’s coefficients, E is Young’'s modulus ang Poisson’s ratio. The
relationships between the elastic parameters are

VE E

= : H:G—
(1+v)(1-2v) 2(1+Vv ) (2.38)
E:u3}\+2u o _ A
A+p T2(A+p)

where G is knows as Coulomb’s modulus.

2.5.2 The plastic law

In metal, plastic strain is often due to the motainthe dislocations, which is an irreversible
process. Other phenomena, such as twinning and g@indary slip, can also occur. These
phenomena appear only when the stress level reackgsasses a limit, called yield stress.

2.5.2.1 Theyield locus
In a multiaxial case, the yield limit is describegla surface in the principal stress spacgsd>,
03) called the yield locus &) which depends on the stress state:

- If f(0)<0, the state is elastic,

- If f(@)=0, the state is elastoplastic and loading andadihg can occur,

— The case §)>0 is impossible because the stress cannot diessutface.

There are different functions, f, describing thelgilocus in the literature [BUNOQ]. This chapter

will describe only three possible yield loci becaukese are often those used in the industrial
world, as a result, in this study.

Von Mises’ yield criterion
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As plastic strains are due to intracrystalline stega slip driven by shear stress, the von Mises’
yield criterion considers the yield stress to mked to the elastic shear energy. So, the yield
locus depends on the second invariant of the stees®r. Therefore, it is defined by

o
f==6:6-kZ=0wherek=—X% 2.39
The criterion is described in Figure 2-5.
2
GY
=0

Figure 2-5: Yield locus with Von Mises’ criterion

Tresca’s yield criterion

In this case, the criterion is not linked to sheaergy but rather depends on the maximum shear
stress:

f =sup(‘0i —Gj‘)—O'y =0 (2.40)

i#]
wherea; ando; are the eigenvalues of the stress tensor.

2

=0

Figure 2-6: Yield locus with Tresca criterion
The criterion is described in Figure 2-6.
Hill's yield criterion

The previous criteria consider the yielding to betriopic. In the case of anisotropic orthotropic
material, Hill's 1948 [HIL48] yield criterion is tamost used in commercial codes:
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F(0,-0,,)"+G(0,,-0,) + H(0 ;-0 )"+ 2L0% # 2Mo? 3 2No? 7 2= C (2.41)
where F, G, H, L, M, N, are Hill's coefficients.

2.5.2.2 The flow rules

General rules
Loading and unloading can occur according to tleelyet of the yield normal and the stress rate,
as expressed in the condition below.
of
00
of .
f =/—:do =0:neutral loading (2.42)
do ~—

of
00

:dg > 0:loading

:do < 0:unloading

It is assumed that the plastic strain rate is nbtmthe yield locus (i.e. associated plasticity):

A it X ggs0
o 0o 00 =
=1 = = (2.43)
0 ifﬁ'ds< C
do =

whereA is the multiplier of the normal to the yield locus

In addition to these conditions, as the loadingnpdias to remain on the yield locus, the

consistency condition described by

. df

f=—2=0 2.44
ot (2.44)

has to be respected.

Hardening, which may exist in two forms, descrities evolution of the yield locus. Firstly, the
yield locus can grow in an isotropic manner, whitxe yield stress under tension increases as
much as yield stress under compression (see FRydrand Figure 2-8). This is known as the
isotropic hardening.
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Figure 2-7: Isotropic hardening effect on the yieldocus

AN
N\

AN
A\

-k —mooozoaa

Figure 2-8: Isotropic hardening effect on the uniaial stress-strain curve

In a second approach the yield stress under temsiorbe greater than in compression during a
cyclic loading (Bauschinger effect). Thus the yikldus moves by translation in the stress space
(see Figure 2-9 and Figure 2-10). This is knowthasinematic hardening.
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Q

e

Figure 2-9: Kinematic hardening effect on the yieldocus

g

kr____/

_ Ix

Figure 2-10: Kinematic hardening effect on the unigial stress-strain curve

Numerous different functions exist for each typehafdening. In general, the material presents
both types of hardening, which is a mixed hardemnaglel is also used.

The isotropic hardening model
This approach was introduced in the Charlier's ih¢€HA87]. After the evolution of the
hardening, von Mises’ in a criterion in isotropi@rtiening case can be written by:

=—g:g_k2=0 (245)

where k is the hardening variable, which dependtherequivalent plastic strain.
The consistency equation (2.44) has to be respewstadh gives:

: : 0 .
f=—:10+—'k=0:0+2kk=0 (2.46)
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Equation (2.45) dictates that

k= 25:5=22 (2.47)
9 8= :
If one differentiates this equation, the hardenipdating rule can be obtained,
. C 0
k=Zea— 1 %Oeqpp (2.48)

V3 J3oe, ™

where ¢7_has been defined in section 2.2.1.
The plastic modulus,"is defined by

00
EP =—21, (2.49)
oey,
The corresponding plasticity condition (Equatiom4®) linked to the definitions of the yield
locus (2.45) and the equivalent plastic strain aageused to compute the derivative of the plastic
strain:

p= 2329000 5 126:5 =420, (2.50)
3 00dgo 3= = 3
Using these relations (2.47) to (2.50), Equatiadg§2becomes
O .
g:g—goinp)\ =0. (2.51)

Taking the deviatoric component of the strain amess tensors with the additive split of strain
tensors, Equation (2.5), the Hooke’s law, EquafibB7), becomes

§=2GE"=2GE-¢"). (2.52)
If one differentiates this equation using the ndromedition (Equation (2.43)), one obtains:
O . . . .
gzze(g—xa—f]: 2G(£-A3) (2.53)
Equations (2.51) and (2.53) give the derivativéhefmultiplier of the normah:
A= 3G T8¢ (2.54)
20§q(G+3 E"j
The kinematic hardening model
von Mises’ criterion coupled with a kinematic hamaey model can be written as
1/ -~ R -~
f=5(8-X): (5-X) k3 =0 (255)

where_Xis the back stress tensor, which indicates theentiposition of the yield locus center.
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The consistency condition and the previous equajioa

df

of o of
= =+

x=(6-%):6-(6-X):X =0

=—:0 X={0-X):.0-(0—-X ). X =0. 2.56
According to Prager, the evolution of the backssreensor is linear with the plastic strain tensor.
This means that the yield locus moves in the nomiraction to the yield locus at the current
stress point:

[

= Cgp (2.57)

where C is the kinematic modulus.

For the evolution of the deviatoric stress, onéedéntiates Equation (2.52) and uses the normal
condition (2.43):

é:ze[g—x%} 26(£-A(5- X)) (2.58)

Using the relationship (2.56) and (2.58) make®#gible to obtain the derivative dfas

i__ 26 (6-%):2
(26+0) (5-x):(a-x)

(2.59)

The mixed hardening model

In general, metals present both isotropic and katenhardening. As a result, the yield locus can
grow and move; therefore, the yield locus is defibg:

f=5(6-%): (a-%) k" =0 (2:60)

This hardening phenomenon can be modeled by a naedvith the isotropic and kinematic
hardening models. If we choose the following handgifunctions,

X =mCg’

- = (2.61)
k=0, +[(1-mPE P,
where m is the mixing parameter. It is equal to:

0 isotropic hardening
m=<1  kinematic hardenin (2.62)
]0;1 mixed hardening

The consistency condition (2.44) becomes
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of R o

TR, PRS- (2.63)
00 = X = ok
As previously, the derivative of the multipliek, is
: 0-
o 26 (6-X

X (2.64)
(

):

The integration of the constitutive law: The radiakturn method

There are different methods to perform the integnaof the constitutive elastoplastic law. Let
the current balanced state A pass to a state Biglame time stepit. The total straingg, is
known. Jaumann’s derivative follows Hooke’s law:

):é
6-X)

[><>

(ZG+ mC+§ (- m)Ej (8-

O
o, =Cts =Cle, -£!) (2.65)
where (Cjx) correspond to the fourth-order tensor to the Htolaw (see (2.37)).

The stress rate is computed by the Jaumann’s tiamec

O
0. =0 +Q0 -0 Q:[Cé +Q0 -0 Q]—[csp] (2.66)
=B =—=A =A = B =A

The strain can be:

- permanently elastic,

- elastic and then elastoplastic,

- permanently elastoplastic.
The first term in Equation (2.66) corresponds toetastic case and the second corresponds to
“plastic corrective stress”. To begin the integratione computes only the first term by assuming
the plastic strain rate is null; therefore, a tetess calledig is computed. At the initial state,
when no hardening has occurred, the trial stressngputed by

e _ P - — —
gso EB ! SBO 0 ’éso 0; KBO =0
0 e.e
gBO =9 §Eso
=80 == . (2.67)
0
=g +Qo -0 Q
=B0 =B0 =—=A =A==
C_YBO=C=I +gBOAt

Afterwards, the consistency condition (Equatiod4?) is checked:

— if f(gso, Xso, kso) < O, the strain is purely elastic, therefore thel tsess is the
updated stress and the problem is solved.

- if f( ago, XBo, Kgo) > 0 the strain is elastoplastic, so a correction rhasapplied.

Now it is necessary to examine, if one part ofdtrain is elastic or not. A point C is identified b
solving the following equation:
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f(o.,X,K,)=0
{ (GeXks) (2.68)

gc = gA +BgBoAt

If 3=0, this corresponds to the case where A is ontg@iand no strain component is purely
elastic. Otherwise, B<1.

Regarding the second term of Equation (2.66), thtal tstrain is assumed to be null and the
plastic strain rate is computed by

. of .
g” =A—=An 2.69
where_nis the normal to the yield locus. The most fammathods (see Figure 2-11) compute the
normal by:
n=@-0) ") +o[ ) (2.70)
= do do .

If 6 =0, the method is explicit, also called the forav&uler algorithm, which is numerically and
conditionally stable. In this case, the time stestibe small and, if not, other techniques must be
used to reduce introduced error.

If 0.5 <6 < 1, the method becomes unconditionally stable. The @as8.5 is the mid-point rule,
which is often used for different constitutive laind_agamine.

If 6= 1, the method is implicit and also called theKkveard Euler algorithm, or radial return
method. In this case, point C is useless. This ouktis stable, accurate and has a good
convergence rate of the global equilibrium itematizvhich is why this method is used in this
study.
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Figure 2-11: Geometric interpretation of the generlized algorithm for stress updating

For Equations (2.69) and (2.70) in the case ofrélggal return method, the algorithm used is the
tangent cutting plane. In this algorithm, the tratess is returned to the yield surface in
successive iterations (see Figure 2-12). At eaatibn, the yield locus is linearized around the
current value of the stresses and state variables.

f, =f + o ‘AG + o :A&+(ijﬂki=0 (2.71)
00 i = |oX i N

Therefore, the value akA; can be computed without considering any modificatd the total
strain at each iteration.
AN, = 5 ! (2.72)
(ZG+ mC+§ (&= m)Ej(gBi B Bi) (gBi _=XBi)

Thus, one can compute other variables for thisiiien:

P ~ 9

L =0\, (gBi _éBi)

Ao =-2GE"

= =Bl . (2.73)
%, =Cm,

k, =EP(1-mg?

Finally, the update for the stress tensor andtate variables at this iteration are
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o =0 +Ac
=Bi+l =Bi =i

X =X_+XA. (2.74)

=Bi+l =Bi =i

Kgig = Kg + kiAt

The iterative process goes on until plastic coaesist is restored within a prescribed level of
tolerance:

(0, ., Xg.p Ky o) <tolerance (2.75)

=Bi+1’ =Bi+’

BO

B1
B2

Figure 2-12: Radial return method

2.5.3 ARB law and its parameters

2.53.1 Description

The ARB law is a constitutive law for elastoplastiaterial with mixed hardening, isotropic von
Mises’ criterion and the radial return method foe integration scheme implemented early on. It
can be used for plane-strain, plane-stress, axigtnorand 3D states, and has not been modified.
The next paragraph is limited to its description.hhs been applied in this thesis as no
experimental values were available for taking véstgointo account, even if, at high temperature
(e.g. welding simulation) it would have been worltie.

2.5.3.2 Computation of the plastic modulus, Ep

The plastic modulus is computed from Young’s moduls, and the tangent modulus, Ehe
tangent modulus is defined by the tangent of thiexim stress-strain curve in the non-linear
range (see Figure 2-13).

_do
0€
The additive decomposition of the strain (Equat@3)) and the continuity of the stress give
1 1 1 P = EE

T +_©__T
E' E F E-E

ET (2.76)

2.77)
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The input of the ARB law is made up the points bé tstress-strain curve in the plastic
components. The first point must correspond toyik&l stress and gives Young's modulus by
the ratio of the yield stress to the yield strdihe Lagamine preprocessor computes the tangent
modulus, E, for all other points.

+: Input Point

Figure 2-13: Input points in the ARB law

2.5.3.3 Link between the kinematic modulus and the plastic modulus
To compute the modulus C defined by (2.57), the ARB [CES97] assumes that the projection
of do on the normal of the yield locus is equal to thggxrtion of dXwhich means

i:dc_rzi:d_ (2.78)
do = 0o =

With the normal condition (2.43) and Prager’'s la&5{) this equation can be modified to
become:

de’ :do=Cck” :&” _3 Cd?, (2.79)
== TR =2

The product ef:da corresponds to the plastic energy, which is edeintdo
de’ :do = Ef I . (2.80)

Finally, the two last equations are used to deteenthe kinematic modulus, which is linearly
dependent on the plastic modulu§, E

c=ft"-Sp (2.81)

2.5.3.4 Computation of the tangent matrix
The tangent matrix is simply computed by a perttioban each direction.
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2.5.4 Identification of the parameters

2.5.4.1 The tensile test presentations

Samples were taken from the beams, the columnshendelding (see Figure 2-14). The round
bar tensile specimens were extracted from Sectitotdted at the 1/6 of the flange’s width and
from the core positions of the column and beam.widld round bar tensile specimens were
machined from the cap and root positions of tharbeacolumns welds. Corus performed the
tensile tests on the specimens from the BM, wHi® Iperformed them from the WM. They

plotted the engineering stress as a function oétiggneering strain.

Weld metal
b)

- - -

or

&
=

1
1 C o —1x Cap
_____‘._--— - T 1 Root
t{] Flange I T _. ‘l' T S
\ — 17 3mm c
% f 5
mm =)
<€ > S
v O
c)
() Ca
N
O | 5
=Tensile specimens c | &
55: & Beam Flange
S |Root

Figure 2-14: Position of the samples in the beam-tolumn connection

The plots in Figure 2-15 and Figure 2-16 show thatbehavior between the BM in the beam or
in the column is equivalent. However the yield sérés different in the flange or in the core
position. Therefore, three sets of ARB parametaxelbeen identified for:

— the core position,

- the flange position,

- the weld position.
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Experimental tensile test plot for BMat flange positions
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550
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Figure 2-17: Experimental tensile test plot for WM

2.5.4.2 Treatment of the experimental results

Firstly, for each position, the different experirtedrcurves were averaged to obtain a single plot.
Then the true stress and straomande, were obtained from the engineering stress am@thsteng
andeeng by the following equations:

{si =In(1+€,,)

. 2.82
0 = Oy (1+E€ ng) (282)

Young’'s modulus of the experiment, &as identified by the slope of the stress-stpdat in the
linear component. However, the linearization shitved the stresses are not null when the strains
are null.

o=¢E +q, (2.83)

whereg; is the initial strain andy the value of the stress whens null.
The problem likely came from the elastic straintteé tool. Thus, the strains are corrected to
avoid this error.

o
€ =g +2L 2.84
mes I Ei ( )
Conventionally, the yield stress is the stress whemplastic strain is equal to 0.2%. The method
used to identify the yield stress is illustratedrigure 2-18.
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Figure 2-18: Identification of the yield stress

Finally, Young’'s modulus, E£measured experimentally was exceptionally lowo(ad18 GPa)
due to the well known difficulty to accurately mase the low elastic strain. Thus the curves
were modified by computing the elastic strain atheg@oint and considering the Young’s
modulus, E, equal to 205 GPa as the usual valughi®steel grade.

e=¢€°+¢€” where ' (2.85)
€

e

-9
E

As no experimental curve have successfully quasctifh Bauschinger effect, the material was
assumed to have isotropic hardening and the vdlomewas fixed to 0.
For all materials, Hooke’s law parameters aredisteTable 2-1.

Table 2-1: Elastic parameters

E
(GPa) v
205 0.3

The results of the analysis of the tensile tesa dae given in Table 2-2 to Table 2-4 and in
Figure 2-19 to Figure 2-21.
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Figure 2-19: Tensile plot for BM in the core positn
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Figure 2-20: Tensile plot for BM in the flange pogion
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Figure 2-21: Tensile plot for WM

Table 2-2: Values for tensile properties for BM inthe core position

€ o
(%0) (MPa)
0.17 337
0.38 348
0.58 349
0.79 356
1.00 362
1.92 403
2.84 434
3.75 460
4.67 481
5.59 497
6.51 511
7.42 524
8.34 536
9.26 544

10.18 551
11.09 560
12.01 565
12.93 571
13.85 576
14.76 581
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Table 2-3: Values for tensile properties for BM inflange position

€ o
(%0) (MPa)
0.18 379
0.39 379
0.59 379
0.80 379
1.00 379
2.01 410
3.03 445
4.04 473
5.05 496
6.07 513
7.08 528
8.10 541
9.11 551
10.12 561
11.14 570
12.15 576
13.16 583
14.18 589
15.19 594
16.21 597
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Table 2-4: Values for tensile properties for WM inthe flange position

€ o
(%0) (MPa)
0.18 340
0.39 378
0.59 402
0.80 420
1.00 435
1.37 457
1.75 475
2.12 489
2.49 501
2.87 511
3.24 519
3.62 526
3.99 532
4.36 537
4.74 542
511 546
5.48 548
5.86 551
6.23 553
6.61 554

2.6 Conclusion

This chapter recalled general mechanical methoesl us finite element codes. No original
developments were made here, but as these todlsaniised in the thesis, they were worth being
discussed. The only contribution from the authaehs the identification of material parameters
based on experiments performed by Corus and IS@ekss a clear description of the available
ARB law coupled with kinematic hardening. The exsien to the thermo-mechanical 3D ARB
law was implemented by the author and will be use@hapter 5.
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Chapter 3. Fatigue Damage modeling Introduction

3.1 Introduction

The beam-to-column connection studied was submiittexyclic loading, which generates fatigue
damage. This damage has an impact on the fractteegth of the structure. Therefore, it is
important to compute it. The fatigue phenomenon lieen studied for many years, and well-
known works such as the experiments and the fimatytical models of Kachanov [KAC86],
Wohler [WOH55], Palmgren-Miner [PAL24; MIN45], astill the basis of current research and
fatigue design rules. In this chapter, the concémtamage is first defined. Then the two classic
methods of fatigue crack prediction are outlinetie Tnodel chosen is the fatigue continuum
damage mechanics of Lemaitre and Chaboche [LEM®@8]the Sines’ multiaxial criterion. This
chapter presents the method used to identify thenpaters of this model and its implementation
in the finite element code Lagamine.

3.2 Introduction to the concept of fatigue damage

If one observes a representative volume elemeit damaged structure, it will contain some
micro-cracks or voids; therefore, the effectiveaar§ is inferior to the global area, S. The
damaged area,pSwhich represents the sum of the micro-cracksad \area, is equal to the
difference between Sand S. A damage variable, D, represents the dgemdit material
discontinuity due to the damage. It is definednasratio of the damaged area, Bver the global
area, S.

Dz%zs—: (3.1)

When D=0, the material is sound and when D=1, thtenal is fully cracked.

This damage variable is considered isotropic wingkans that it affects all components of any
stress or strain tensor in all directions in thmmeamanner. However, the micro-cracks tend to
follow privileged direction (in metal, the directiomrthogonal to the maximum principal stress’s
direction); therefore, the damage’s actual effectanisotropic. As anisotropic modeling can

become overly complex, this thesis focused on apitr modeling to provide the engineer

solution with a according to the project’s objeesy

Due to the damage’s behavior, the stress stat@dfied. Indeed, in one dimension if the force,
F, is applied to a area, S, of a representativemelelement, the classic stress is

F

o=—. 3.2
S (3.2)
Due to the damage, the effective surface becomes
S=S(1- D) (3.3)
Therefore, the effective stress is defined by:
~_ F_ o
O===—-—. 3.4
S (1-D) G4

If one assumes that the strain is not affectechbydamage, then the elastic strain is:
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_0__ 0
°* E (1-DE
Thus, the stiffness of the structure drops. In stigdy, it was preferred to keep the damage
uncoupled with the stress because the drop imesiff can cause numerical problems in finite

element analyses due to singularities in the stf$nmatrix. In this chapter, the stress is thus
defined by (3.2).

£ (3.5)

The fatigue damage,:Drepresents the generation of micro-cracks imwacttre which is under
the influence of loading cycles, up to the inivatiof a macroscopic crack. There are two
domains in fatigue analysis:
— High-Cycle Fatigue (HCF): a high number of cyclesws before fracture (>50 000
cycles), and the strains stay in elastic domain.

- Low-Cycle Fatigue (LCF): a low number of cycles wecbefore fracture (<50 000
cycles) under plastic strains.

Each of these cycles is defined by the followinghamical quantities (see Figure 3-1):
— amplitude of stress or straifig or Ag,
— mean stress or straiay, or €,
— ratio between the minimum stress or stra@iy, Or €min, and the maximum stress or
strain,Omax OF Emax, Usually called R.

gore

Gmax or smax

onorg, -

0-min or 8min

At
Figure 3-1: Description of the stress or strain cyle as a function of time

Microscopic models do exist, but they require mpagameters, and in coupled approaches, they
generate a softening law. The damage predicted ofépends on the mesh size [HABO1]. This
thesis introduces two models: Manson Coffin’s made the Continuum Damage Model.
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Chapter 3. Fatigue Damage modeling Manson-Coffin’s Model

3.3 Manson-Coffin’s Model

3.3.1 Model origins and evolution

This model has experimental origins. In the LCF domthe yielding strain amplitude
has a predominant effect on fatigue rupture, wtemneahe HCF domain, the stress amplitude is
predominant. To model this, Manson [MANS53] and @ofCOF53] proposed the following law:

Ae _ o

ST N (2N ) (3.6)

whereleg is the difference between the maximum and thermim strain (see Figure 3-1) of the

deformation, Nis the number of cycles before craok,&;, b and ¢ are characteristic constants of
the material and E is Young's modulus.

Morrow [MOR687] suggested that the effect of theamestressg,, could be considered by
reducing the elastic term in the strain life equatby the mean stress:
Ag cf

> Om (2N, )+, (2N)° (3.7)

Manson and Halford [MAN81] modified both elasticdaplastic terms of the strain life’s
equation to keep the elasto-plastic strain rati@pendent from mean stress:

Ae _o; —0,
2 E

In (2N, )° +¢, (“ mj(sz ). (3.8)

O
In another work, Smith, Watson and Topper [SMI7@pwsed an energetic form to represent the
mean stress effect:

Ae o/’

Gmax7__(2N ) +0f8f (2N ) Wherecmax:%AG-'-Gm' (39)

3.3.2 Palmgren-Miner’s Rules

The previous model enables one to determine tkeolifthe structure under constant loading
amplitude. In the case of amplitude variation, sitnecessary to use Palmgren-Miner’s rule
[CHE98], which is a linear additive rule used tongute damage evolution.

At different levels of the strain amplitude rafe;, the damage accumulation is defined as:

N, (Ag;)
Z N, (86) (3.10)

where N is the number of cycles in the rdtg and N, is number of cycles before rupture in the
rate,Ag;. The crack appears when iB greater than 1. This rule has been validateelastic and
HCF states but it has been observed experimertteltythe rupture can initiate beforerBaches

1 in the LCF case. Moreover, the variation in thghtude must not be too significant [LEM96].
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The Zhang's paper [ZAHO09] presents the uses antinti@tions of the Palmgren-Miner’s rule in
evaluating the damage in welded joints under végiamplitude.

3.3.3 Procedure to assess lifetime with a finite element code

The assessment procedure proposed by Teng etEMlOA] is shown in Figure 3-2. In the first
step, finite element analyses determine the saedsstrain in the structure. Then, in the second
step, where the principal stress and strain areimuamr, the stress and strain amplitudes are
analyzed as a function of time. Equation (3.9) giNe for each rate of different local amplitudes.
Finally, with Palmgren-Miner rule, the lifetime tife structure can be determined.

‘ MateriaIProperties| ‘ Mesh ‘ | Loading+ Boundary Condition ‘

N\
‘ Finite Element Analysis ‘

v

‘ Research of the critical zone ‘

Y

Transformationin Ao(t) and Ag(t)

v

‘ Assessment of Ny by Smith, Watson and Topper's law ‘

‘ Use of Palmgren-Miner’srule ‘

|

‘ Assessment of the lifetime of the structure |

Figure 3-2: Flow chart of steps to assess the lifete of a structure undergoing a cyclic loading [TEN4]

3.4 Multiaxial fatigue criteria

The previous laws neglect the fact that loadingsdnet generate axial stress or strain but
tensorial values. Still, the criterion of fatigumit depends on the amplitude and the mean values
per cycle. As experimentally observed, the meararsi@es not affect the fatigue limit, as
opposed to the mean tension. One defines:

— the second invariant of the amplitude of the deviad , of the stress tensor:

1 /3. R - R - 1
A||:§\/_2(Gijmax “Ojimin )(Gijmax 'Gijmin) Whereoij &y 'Zklg(% (3.11)
— the mean hydrostatic stresgm:
Sum==| = [ Tr(a(V)dt (3.12)
3| Ty

— the hydrostatic stress maximuymax:
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Ot =%mtaxTr(g(t)) (3.13)

ando.

where 6., imn @re the maximum and minimum components of the t@a stress

respectively and T is the time period of the cycle.

The multiaxial fatigue criterion is defined by antkege yield locus, noted fas in plasticity:
fo=A-A, (3.14)

where A represents the fatigue limit. Therefore if thediog, A, is smaller than the threshold
value, the structure does not undergo any damaifferént criteria exist:
— Sines’ [SIN59] criterion:

A\ =0y (1-3bo,,,.) (3.15)
— Crossland‘s [CRO56] criterion:
A :OIOL% (3.16)
1-bo,

whereaoy, is the maximum stress limit before the appeararidatigue damage with null mean
stress. An infinite number of cycles characteribydo), can be applied without any fracture

event. The difference in accuracy in between the tmodels depends on the material (see
[PAPI7]).

Dang Van [DAN93; LEHO08] proposes another type afecion which is based on the critical
plane approach in the stress domain and uses aircatioh of the mesoscopic shear stress and
mesoscopic hydrostatic stress applied to thiscatifplane. To use this criterion, the mesoscopic
stress tensor must be computed:

g™ (t)=a(t) +devp) (3.17)

where t is the time ang represents the residual stress tensor. The lategfual to the radius of
the circle, G, which contains the loading path during the cydléhe stress components. Its center

defines the mean stress component. Thereforee#idual stress tensor is equal to the difference
between the two extreme loading solutions see Eigt8:

Py :%T’ax(oij ()0 (h )) : (3.18)
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Loadingpath

Oii(tm)

Figure 3-3: Description of the computation of the esidual stress tensor

The shear stress amplitudg, to be used in Dang Van’s criterion is found bynpaiting the
mesoscopic principal stresses, > g, oy, "**°(whereo,"**>ag,, "% gy, *%9:
O:’n850(t) _ c).”rIT'IeS((t)

5 :

'[a(t) = (3.19)

Finally, Dang Van'’s criterion is:
fo =max(t, (- 8,00 (t) -1, (3.20)

where g[}**(t) is the mesoscopic hydrostatic stress, andralt,s are material parameters.
3.5Fatigue Continuum damage model (CDM)

3.5.1 One-dimensional fatigue CDM description

For uniaxial loading, Lemaitre and Chaboche [LEMS€ted that the evolution law for the
fatigue damage variable during one cycle is thie¥ahg:

2 poar oz

(X:].'a< Omax™O | > (321)
Oy 70 max

0, =Cjp + (1'b5|0 ) Om
M=M, (1-bs,,)

This evolution law depends on the maximum st@®gs and the mean stresg, as defined in
Figure 3-1.0, is the ultimate tensile stress of the materiaj, M a and 3 are other material
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parameters. The symbol, «x>, corresponds to thlevialg definition: if x is negative then its
value is null and if x is positive, then its valisex. The fatigue continuum damage model makes
it possible to compute the non-linear evolutiontlod damage with different levels of loading
amplitude [CHE98; BOGO08; SHAQ9].

3.5.2 Description of multiaxial fatigue CDM

Lemaitre and Chaboche [LEM96] proposed the follgvextension of their previous damage
evolution law in three dimensions:

0if f,<0
9D, _

o A YViff. >
oN |:1—(1—Df )B+1:| (%J | D>O

A, =2 M=M, (1-3bo,,, ) ;a:1-a<—A“'A" >

(3.22)

" 1-Dy 6,0

egqmax

wherec, Is the maximum von Mises’ stress per cyclg.has already been defined in (3.11).

egmax
3.6 Comparison between Manson-Coffin’s law and CDM

Manson-Coffin’s model is interesting because itdemal parameters are easy to determine and
its approach is simple. However, this model doet mepresent the case where maximum
principal stress components change direction becnesmodel is uniaxial.

Palmgren-Miner’'s rule is only accurate for materiilat has a linear damage evolution.
Moreover, the variation in amplitude should notde significant.

CDM does not have these drawbacks. It assessasagdavariable, which can be used in crack
propagation analysis taking into account all congmis of the stress tensor. With regards to the
multiaxial criterion, different models exist. Sihesiterion has been chosen due to its simplicity
and the fact that the experiments performed areffinent to identify a more sophisticated
model such as Dang Van's.

Here, it will be defined how the Lemaitre and Clad®s model was identified from the data
provided.

3.7 Identification of the fatigue damage parameters

3.7.1 Method used to identify the parameters

The parameters of CDM can be identified from thd-k@own Wohler’s curves. The Wohler's
curves define the evolution of the number of cytlefore fracture, Nas a function of the value
of the stress amplitude for a chosen fixed measstrThey are obtained from one-dimensional
fatigue tests. In the one-dimensional case, equg®B®21) gives the number of cycles before
fracture as a function of the maximum and the netgess by integrating from¢:E0 to D=1.
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— 1 omax_om _B
Nf‘(13+1)(1—a)( M ) (323)

The CDM parameters can be identified by a leastsisymethod in comparing the experimental
Wohler’s curves and CDM curves.

3.7.2 Experimental data and Wéhler’s curves

The experimental test was performed by I1ISQ. Somepkess were taken of different locations of
the connection to have BM and WM samples (see Eigu4). All BM samples were extracted
from the column flange. Six samples were takenbaign from the mid axis of the flange along
the transverse position, called position K. SixeotBM samples were taken at 1/6 of the flange’s
length, W, from the outer flange, called positiondlong the longitudinal direction. The WM
samples were taken near the mid axis of the colsiiftahge. Three samples came from the weld
cap and three from the weld root.

Weld metal
|
I b)
a) I
1
| .fi]'—?;x Cap
1
K 1/6 W S P —3x Root
1 :e 2 SC.’O
ColumnFlange : bL l,3mm L
1 C
2 f :
B mm . 2 Beam Flange
W - ©

Figure 3-4: Position of the sample for the LCF testrom a) the BM and b) the WM

Each sample was submitted to cyclic tensile testdifeerent levels of strain amplitude in the

LCF range with a null strain average at imposegldement. For the first hundred cycles, the
strain and stress were recorded as a functionnté.tiThe evolution of the number of cycles
before fracture, Nis a function of the value of the strain ampléud

A first pre-treatment was performed to obtain théheér's curves. During cyclic tensile loading,
hardening proprieties varied. Indeed the levehef $tress amplitude increased though the strain
amplitude remained constant until stabilizing. Tieenomenon is called cyclic hardening. After
a number of cycles, the stress amplitude beganetwedse. This phenomenon is due to the
damage event which occurs and decreases the s$trehtite material, so the stress drops. Thus
the value of the amplitude of stress was found ftbenvalue in the stabilized zone (see Figure
3-5).

49



Chapter 3. Fatigue Damage modeling Identificatibthe fatigue damage parameters

g + Experimental values
Mean of Stable Values

4100 ! +

L i 1 i 1 L L i J
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Cycle Number

Figure 3-5: Evolution of the maximum stress per cyle due to imposed cyclic strain

3.7.3 Identification

The first step in identifying the CDM parametersswia smooth the experimental curves. Indeed
the scattering of the experimental points requime step to help the least-square method to
converge. An approximate model of a power law edu® smooth the experimental values.

In this identification method the author appliedidaing approach:o, is obtained from the
tensile test (see Chapter 2.5.4), b was chosenl égube inverse ob,, and initial values for
steel, found in Lemaitre and Chaboche’s book aesl sEM96]. Then, the parameters were
modified manually to try to fit the provided curamd finally they were identified by Matlab
optimizer, which uses the least-square method.réselts are shown in Figure 3-6 to Figure 3-8
and Table 3-1 for the different materials.

With regards to the BM, the parameters found foaril L samples were closed; therefore, the
isotropic model could be validated.
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Figure 3-6: Wohler’s curve for the BM position K
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Figure 3-8: Wohler's curve for the WM position

Table 3-1: Parameters of CDM for the different mateials

Oio Oy B a b Mo
(MPa) (MPa) (MPa) (MPa)
BM P}SSi“O” 275.5 530.7 7.054 0.9 0.001884 1568
BM Position 252.8 528.1 7.803 0.9 0.001893 1542
WM 228.8 643.2 5.598 0.9 0.001555 2134

3.8 Implementation in the Lagamine code

The fatigue CDM model was implemented in the Lagemcode. A subroutine, called
FATDAM, computes the following at the end of eaghkle for each integration point:

— the maximum von Mises’ stress,

— the mean of the hydrostatic stress,

— the maximum and minimum deviatoric stress compaent
The time period of the cycle is an input parametahis function. Therefore, the fatigue damage
rate can be computed by equation (3.22) with Sicegtrion and the fatigue damage. Sines’
criterion was chosen because primarily it is eagyrogram and the experiments performed were
insufficient to compare its validity with other w@rtia.

The integration of equation (3.22) was performednercally by the common fourth-order
Runge—Kutta method. The damage variable was comguten the derivative by knowing the
value from the previous iteration:
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oD
— =f(N,D
o (N.D)

D, =D(N,) (3.24)

Dn+l = Dn +%(kl+2k2+ 2k3+ k4)

where
k,=f(N,+AN,D)

AN AN
k,=f(N +—,D +—Kk
2 ( n 2 n 2 l)

AN AN
k,=f(N, +=— D, +—k
;=1 +==D, +=2k)

(3.25)

k,=f(N,+AN,D +ANk))
and wher&\N is a cyclic increment.
However as the slope of the damage evolution isitafat the beginning for LCF, the method

diverges for the computation of the first cycle eTd$olution for this divergence was to compute
the first cycles analytically when the damage bez®significant with the following equation:

1
1o
Dy, =1- {1— (—1 ]10}
Nf

wherea, M A, are computed according to equations (3.11) ar®)3.

(3.26)

3.9 Conclusion

The fatigue CDM was chosen because the model taBEsand HCF levels into account and can
compute the damage for non-linear cyclic amplitutlevas implemented in the Lagamine code
for multiaxial analysis with Sines’ criterion.

The parameters were identified by LCF tests drilgrstrain with a null average. Some tests
should have been performed with different levelsnafraged but were not done. The number of
points was insufficient to validate the values leége parameters particularly at the HCF level.
However, they make it possible to reproduce thdava experimental results and their levels of
magnitude were in keeping with values in [LEM96].
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Chapter 4. Crack propagation modeling Introduction to failure mechanics

4.1 Introduction to failure mechanics

Fracture mechanics describes the behavior of salidstructures which contain macroscopic
geometric discontinuity. The fracture theory is duse predict the evolution of a macroscopic
crack up to the complete rupture of the structdepending on the loading, three modes of
fracture can be differentiated, as illustratediguFe 4-1.

Mode I Mode IT Mode 1T

Figure 4-1: Fracture mode: mode I: opening mode; mde II: sliding mode; mode IllI: tearing mode (from [CHA96])

The analyses of crack propagation are usuallyedhout under several idealized conditions, as in
the case of linear elastic fracture mechanics loniéed yielding state. In such a case, the details
of the local crack tip field are uniquely charaized by a single macroscopic parameter for each
mode: the stress intensity factor, () or the corresponding material energy release(@ig )
which determines the critical conditions of crackwth. The numeral I, 1l or lll corresponds to
the loading mode.

In practice, mode | is the most severe one. Tytalss-strain zones appear at the crack tip in a
cracked specimen. For mode |, the stress and dteddis near the crack tip are defined by the
stress intensity factor:

K
c=——=5(0 e=——£(0
o 5(6) € \/§=( )
where r an® are the polar coordinates (see Figure 4-2) whiking the distance from the crack
tip and6 the angle relative to the crack plarggf) and £(6) are functions depending on the angle

0. Similarly, the same expressions can be obtainednbde 1l and mode Ill. Kis a function
depending on the type of loading.{” for mode 1) and on the half-length of the crackFar
instance, the stress intensity factor accordingWestergaard [LEM96] for a large sheet
containing a small crack with a length of 2a andsile loading in a perpendicular direction is

(4.1)

K, =o5ma. (4.2)
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Figure 4-2: Mode | loaded crack

The stress intensity factor, lepends on the geometry as well. Other relatigssfar different
geometries are given in [LEM96].

This stress intensity factor is related to G, thergy released per unit of length of the extension
of the crack front per unit thickness of the boalgo called the crack extension force. For mode
l, its definition is

K2 K} (1-0°)
G|=?' (plane stress) IG—=E— (plane stra 4.3)

However the previous concepts, based on purelyiethgory, are not valid in the case of ductile
fracture. Rice [RIC68] introduced an independemtdgral, better adapted to plastic cases,
which characterizes the stress singularity neactaek tip:
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Figure 4-3: Integral contour

ou, ¢
J:I( wn e;n a—x'j ds; W:jcij dg (4.4)
(] 1 0

where yis the displacement componentjsithe component of the normal to the contour @ an
X1 is the horizontal position (see Figure 4-3). ihdependent of the contour chosen (C1 or C2).
However, if the loading is non-linear or cyclicigindependence is lost.

Wells [WELG61] argued that an initially sharp craaknts with plastic deformation resulting in a
finite displacement at the crack tip, as illustdate Figure 4-4. This blunting increases in the
same proportion as the toughness of the materas drack tip blunting, called the Crack Tip
Opening Displacement (CTOD), refers to the progvessicrease in the displacement at the
crack tip during blunting and crack propagatiorceRjRIC68] suggested defining the CTOD as
the displacement at the intersection the crackkflaof a 90° vertex centered at the tip as
illustrated in Figure 4-4. Lemaitre and ChabocheNI96] compute the CTOD with

J2K?2
6CTOD= l (45)
Ec

y

where E is Young's Modulus amg the yield stress.
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Plastic Zone

Figure 4-4: Definition of the effective CTOD as prposed by Rice

These different fracture parameters assume théeeges of an infinite stress level near the crack
tip. The crack begins to propagate as soon asdrameter chosen reaches a critical valug, (K
Jic, dctope Or Ge). These boundary values define the crack propawmatirength of the material
and are experimentally determined. For furtheritetdne measurement methods are summarized
in [WIL99] and [BSI91]. The sample geometries conmiyaused are presented in Figure 4-5. In
small-scale yielding situations, where the plagboe does not influence the elastic stress field,
the J-integral is equal to G and relation (4.3)egithe link between the J-integral and K stress
intensity factor. However, these parameters depetdonly on the material but also on the
geometry [BRO95]. For example, the J-integral \anidth the type of specimen as

'JCCP 2 JDENT2 ‘JSENT2 J SENg J C (46)

CCP, DENT, SENT, SENB and CT sample are define#&igure 4-5. SENB specimens were
used in the VERAPS project to evaluate the toughoéthe materials.
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Figure 4-5: Fracture samples used to characterizedcture toughness estimated by J-integral (from [WL99])

4.2 Introduction to the Cohesive Zone Model (CZM)

4.2.1 Introduction

Dugdale [DUG60] and Barenblatt [BAR62] in the easixties introduced the concept of the
Cohesive Zone Model (CZM). This model has sincenbaged for monolithic and composite
material. During crack propagation, there is atfree process occurring behind the crack tip,
where microcracks and microvoids nucleate, grow teth coalesce. Thus the behavior of this
zone is different from the sound bulk material doets progressive degradation. The cohesive
zone model describes this behavior. The potentiatkcis modeled by two interface areas
connected by cohesive stresses. The degradatiamegsas described by the constitutive law
linking cohesive stress, T, and separatitwn,(see Figure 4-6). According to a literature rewie
there are different forms of this law but they haeenmon features. Cohesive stress, during the
increase in the separation, begins to increasé n@atthing a maximum stress valogay, then
decreases and vanishes after full rupture. The amdar the cohesive stress-separation curve is
the cohesive energy, which takes into account the creation of two rsemfaces and the micro-
damage phenomena. In general, cohesive energylievdz to be equivalent to the work of
fracture Go or Jo [SHEOZ2]. Particular separations can be defin®gd:which is the separation
when the cohesive stress is maximum, &pavhen it vanishes.
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5 3.

Figure 4-6: Typical form of cohesive stress-separan law

Figure 4-7 describes some of the available cohdaive. Needleman [NEE90] was the first who
used polynomial and exponential models to studytié nucleation at the interface of particles
in matrix metal. Tvergaard & Hutchinson [TVE92] posed a trapezoidal shape to study elasto-
plastic material. Geubelle et al. [GEU98] used lm&ar model to analyze the initiation and the
propagation of transverse matrix crack. CamachoCutid [CAM96] modeled the propagation of
multiple crack and delamination in a composite byirear law. Schreurs et al. [ERIO5]
performed modeling of fatigue on solder bumps ioro®lectronics.
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Needleman, 1990 Tvergaardand

Hutchinson, 1992

Camachoand Ortiz, 1996 Geubelleand
Baylor, 1997

Au Au
Figure 4-7: Various cohesive zone models

4.2.2 Process zone

The constitutive law of the cohesive zone involvego steps (see Figure 4-6). The
microstructural analysis of the crack propagatitso alefines two different zones (see Figure
4-8). Li and Chandra [LI 03] proposed the conceptthe first step (point A to point B) of the

“forward zone” and for the second step (point ECaof the “wake zone”.

In the forward zone, where the separation is leaad, extrinsic energy dissipation occurs due
to microstructural damage (e.g. microcrack initimtand growth, microvoid coalescence, phase
transformation or yielding) which generally pronthe crack’s growth.

On the contrary, in the wake zone, where the sépards greater thard intrinsic energy
dissipation occurs. This is caused by micromecharpfienomena which impede the crack’s
propagation (e.g. crack deflection, friction orak&losure).

Both zones consume energy: the first part is didsigb by the material and the rest by the
cohesive zone. The notion of these process zoniaspisrtant in the use of the cohesive zone
model. Indeed the accuracy of the computation déperectly on the number of elements in
each zone.
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7\ﬁorwara? K
>k Zone v

EOTES

Intrinsic Dissipation Extrinsic Dissipation
Figure 4-8: Process zone description in the cohesizone model

Rice [RIC80] and Molinari [MOLOQ7] proposed the foling relationship to evaluate the size of
the process zone pR from the crack tip:

oan E G
=— c . 4.7
P2 321-v a2, 4-7)

This length incorporates both the wake zone andfdheard zone. As a result, the criterion
works well on brittle material. For proper functing, it is advised that the finite element size
should be smaller than the process zone.

4.2.3 Implicit thickness

The cohesive zone model allows the stick layer obmposite to be simulated. A contradiction
appears as the cohesive zone models a layer withttriekness. However, it is possible to define

an implicit thickness. Suquet [SUQ87] suggestedmaing the straing, by
Au
£E=— 4.8
™ (4.8)

where h is the implicit thickness of the element.

If a bulk material exhibits elastic behavior, tiha stress as a function of the deformation is

o = Ee. 4.9
By analogy the separation depends on the cohesassy
T =kAu (4.10)

where k is the stiffness of the cohesive zone legloe degradation process begins.

The latter three equations allow identifying theplitit thickness, h, by considering the stress
equality:
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h=E. (4.11)
Kk
In this case, the choice of the initial stiffnessimportant because it can generate an implicit
thickness. As the cohesive zone model aims to modeking, the initial stiffness must be as
high as possible to have the lowest possible implicckness. In the case of finite element
simulations, h must be smaller than the smallest si the cohesive element.

4.2.4 Jump displacement

The use of the cohesive zone model can induce sostability called solution jumps. This
problem has been addresses by Gao [GAO04], ChaljGttwe01] and Hamitouche [HAMOS].
This phenomenon can be explained by the followingpke one-dimensional problem. Let two
simple elastic solid volumes with length, a, bééid by a cohesive zone (see Figure 4-9).

U V)

E,v
a

Cohesivezone &——

a
EV I % Au

Figure 4-9: Simple uniaxial problem to illustrate the jump displacement

The cohesive zone is defined by the following leiinlaw [MI 98]:

Omapy  ifAu<E, ()
6O
T=10,, 2" it5,<Au<s, (b) (4.12)
9, —9,
0 inws, ()

The solids are elastic, so the total elongatioand, the stress, are related by:
o= Eu (4.13)
2a

where E is Young's modulus.

The constraint displacement, U, is the sum of thiel £longation, u, and the cohesive separation,
Au:

U=u+Au. (4.14)

Equations (4.12),(a) to (4.14) and the continuitysipess can be used to write the relationship
between the constraint displacement, U, and thesteé separatiofu, before it reached:
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U:(i+1jAu with/\:E—éo. (4.15)
N 2a0

max

The displacement imposed induces the cohesiveaepgAu. This separation can be computed

from the curves in Figure 4-10. The separatiin, which corresponds to the displacement

imposed, is the abscissa of the intersection gmtween the curves of the cohesive law and the
Equation (4.16) , which was compiled from equati@hd3) and (4.14).

E
o 261(U Au) (4.16)
In the first step, where the separatiduy, is less thad, (for example U=l)), an intersection
point can always be found. However when the colkeseparation reacheg; (U=U,), two
situations may occur:

- If the elastic stiffness is large enough (see g0 (a)) to maintain the intersection
between the cohesive and the elastic law, themefgonse is always stable because
an intersection point can always be found (for gxamJ=Us).

- Otherwise, (see Figure 4-10(b)) when U increadss,sblution jumpsAus=U and
T=0) and the crack occurs without a smoothing camept This is the jump
displacement case.

=0 =0

I
I
I
I
1
)

\

(RN N, :

AulAuz AU3 Ul U2 U3 6c AU,U AulAuz U1 6c U2 U3= AU,U
=0 = Au,

a) Stable b) Unstable

Figure 4-10: The cohesive separation response drivéy the imposed displacement U

Consequently, the condition of stability can one/ rnet, when the cohesive separation reaches
do, the constraint displacement is inferiodto From Equation (4.15), this condition becomes

A<—L anda=2 (4.17)
a-1 o,
The stiffness ratio condition can also be writtsraacomparison of energy:
1 12a 1 1 1
NE— o =—0° >-0 --0 =@p-—0 = 4.18
0(—1 2E max 2ma c 2 ma>§0(p 2 ma§0(p ( )
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where@ is the cohesive energy needed to reach total digbgnThis stability criterion requires
the elastic energy to be less than the effectiveesive energygy. Otherwise all elastic energy
stored in the cohesive zone is distributed thraihgisolid elements and the separation jumps.

This phenomenon explains the convergence problemsdfin simulations with the cohesive
zone. Different authors ([GAOO04], [CHAO1] and [HAM]) suggested adding viscosity in the
cohesive behavior in order to smooth this phenomelmthis case, a part of the elastic energy is
converted into kinetic energy and the crack ratemged. This model will be described in more
details later.

4.3 The constitutive laws of the cohesive zone model

In this section, two constitutive laws are desdatilb@ compare their application to the cohesive
zone model. The first one is Xu and Needleman’s laws an exponential law which has often
been used according to the literature review [XUKBL99]. It was the first law implemented in
the finite element code Lagamine for the cohesorgezmodel. However, this law does not allow
the stiffness of the cohesive zone to be calibréeidre the degradation process begins (see
Section 4.2.3). Therefore, it was decided to im@etrCrisfield’s law and compare the two, as
described further in the following section.

4.3.1 Description of the cohesive components

The cohesive zone model makes it possible to modalks in a mixed mode. Each mode of
fracture (I, 1l or Ill) is associated with a sepaya component and a cohesive stress component
(see Table 4-1). The components constitute therstpa vector,Au, and the cohesive stress
vector, T These components are oriented along the local {8, &, &) in 3D or (g &) in 2D
where_g corresponds to the normal of the mid-plane betwkertrack interfaces while, &, and

& correspond to tangential directions.

A=) UG HAue e, (3D - [T +Te +T 6 3D (4.19)
u= , 1= .
Au, g +AU, €, ( 2D Te+Te (2
Table 4-1: Association between separation and cohes stress components and the crack mode
. 2D 3D

Mode (see Figure 4-1) Separation Cohesive stress Separation Cohesiwgs stre

| Au, Th Auy Ts

Il Au, T Aug Tp

Il Aug Ts

4.3.2 Xu and Needleman’s law

During this research, Xu and Needleman’s model PA) was firstly chosen for the cohesive
zone, because it has already been used for suditamm as the ductile fracture of metal
[SHEO2]. Xu and Needleman introduced an exponeraal, which comes from a pseudo-
potential.
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AU AU 1-q r-qj AU Autz
AU ,AU =@, neX n 1-r n - _ 4 N ax
Aty AU )=, @ exp(~ ){( SnOJ(r-lj [ q{ -1 SnJ 6 %o

(4.20)

whereq, =, &xp(13 o 0= @r o o G- and £
n n0

Au, andAu; are the normal and the shear components, respbgtof the separation between the
two interfacesq, and@ are the normal and shear energies released mpth®al and shear crack
processeso, . ,andt, . are the normal and shear maximum stressgsnddy are the normal
and shear separation when the stresses are atiauma&inally, Aun* is the normal separation

after the shear separation is completed and thmalatress is null (in literature, generally r=0
[RAHOO; ROEO03]).

43.2.1 Cohesive stresses
The normal and the shear components of the cohesigss, T and T, are obtained from the
derivation of the pseudo-potential by the composienthe separation.

= az(p
u
T= 5 ! (4.21)
Tn :_—(p
OAu,

Thus (4.20) + (4.21) become
2
el o) 5
6no 8to 8to r-1 8no 8no 6to
2 2
T= O exp ad, |)Au, ex Atzjt »{ﬂj 1-ex A—Lzlt I& :
8no 8no 8 no 5 t0 r-1 8 t0 8no

(4.22)
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Figure 4-11: Relative normal and shear cohesive giss-separation curve for uncoupled modeling

Figure 4-11 shows the tension-separation curvetheéncase of uncoupled modeling for the
normal and tangential modes.

In the case of three-dimensional analyses, thediwmnsional model is extended directly. The
cohesive shear stress, 1 projected on the local axes to obtain the cumepts of the shear
stresses, Jand T, by Equation (4.23).

Bu,

- JAU AU t
p

IT=1T,¢= %Tt whereAu, = ,/Au ?+Au? (4.23)
= e V

Tn

4.3.2.2 Fatigue damage coupling

In the case studied by the author, the system wioelldndergoing cyclic loading and unloading;
therefore it was necessary to take into accountatigue damage expressed by a scalaiTbe
fatigue Continuum Damage Model (see Chapter 3)ritescthis damage. Thus, it is coupled
with the cohesive zone model by the following wagpmsed by Roe and Sigmund [ROEOQ3] by
modifying the value of the maximum cohesive stresse

G nax =0 maxo(1-D 1) (4.24)

max~ - max0

=T maxo( 1D 1) (4.25)

where Omaxo @aNdTmaxo are the initial normal and shear maximum cohestuesses, respectively,
with no fatigue damage.

Due to fatigue damage, the energy needed to crat&rial is reduced, and the new curves are
defined on Figure 4-12.
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Au, /8,
Figure 4-12: Cohesive loading curve coupled with figue damage

4.3.2.3 Loading and unloading cases

During unloading (step 3 in Figure 4-13), Roe aighfsind [ROEO03] suggested that the cohesive
stress is linear, as in elasticity. Its behavianaes linear during reloading (step 4 in Figure
4-13) until the separation reaches the values wimoading began. Then the behavior follows
the constitutive law defined by Equation (4.22efs6). To determine the linear cases due to
loading or unloading and which crack mode, threg wariables are computed:

|Au|

o,=—Wwhere j=t, por s

(4.26)

W, = mtax{coi ()} withi=t, p, sorr

where wy; is the maximum value oy during the loading phase, which defines the mamoto

damage state of the material. The linear behasgias places whew; is less thamwy,;; therefore,
the constitutive law becomes

T
if (w<w,), then T=Au Alljmax where i=t, s, p or (4.27)

i,max

where Tnax represents the cohesive stress component &Amgax represents the separation
component before unloading begins.
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AUpmax/d

0 1 2 3 4 5

Au, /8,

Figure 4-13: Normal traction curve in case of loadig and unloading

If the two new crack surfaces begin to touch eatiero(i.e. Au, < 0), then the cohesive zone
will be compressed and the law becomes:

2 _ 2
T, mmpzﬁ ex| A, |} Au, ex A—l:‘ {l_qj l-ex A—l:‘ & +.
’ 6no 8no d no d 10 r-l d 0 4 n

acmaxoeAu” ex -4y, ifAu <0 (4.28)
3 0

n0 no

where a is a penalty coefficient. The value af should be around 10 [ROEO3] to have an
significant stiffness and simulate contact by aghgmmodel.

43.2.4 Viscosity
To avoid convergence problems in finite elementutations due to jump displacement (see
Section 4.2.4), Gao and Bower, [GAOO04] suggestelihgdsome viscosity terms such as:

— in 2D cases,

g 2
2 G e a1 (o e e e LT
8no 6to 6t0 r-1 6no 6no 6to dt 8to
2 _ 2
T=| % |ex AUy ] AUy oy Al:t »EBJ lexp A—l:t Bl |y (4.29)
8no q no q no q t0 r-1 610 8no
d({ Au
1 el n
{ +Zn dt[ 8nO J}
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- in 3D cases,
A _ 2
ARl )
6no 8to 6t0 r-1 8no 6no 8t0
A
{1‘@;( upj}
t\ 8,
[(pn](ZSnJAuS{ {r-q}(Aun]} ( Aun] F{ AUtZJ
- —2g+ — || =" |rexp ex 5= | X...
6n 8tO 8tO r-1 6n 8n 6tO (430)
d( Au
1 — S
{ o dt( 8 ]}
2 _ 2
T,= D ex Au, | ] Au, ex Agt {ﬂj l-ex —A% & X.
8no 8no Y no Y t0 r-1 y t0 0 no
d( Au
1 _ n
{ a dt( 810 J}
where(, and{; are viscosity-like parameters that govern viscanusrgy dissipation under normal

and tangential loading, respectively.
This viscosity term is added only if the normalapion is positive.

T=

S

43.2.5 Cohesive stiffness matrix
The definition of the cohesive stiffness matrixdaknto account viscosity, as described below:

2D 3D

oT, a1, 0T,

aT,  aT, 0Au, OAu; O0Au,

0Au, 0Au, oT, adT, 0T,

c= (4.31)

oT, 0dT, 0Au, O0Au, OAu,

0Au, 0Au, oT.  oT, 0T,
| 0Au, 0Au; 0Au, |

The components of this matrix are determined byEipeations in (4.31). Here, their analytical
forms will be given:
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— For 2D cases:
Casew, = wy,

2 2
c =22 q{ﬂ] AU exg AUn | oy AU | g AU ] g AfAUL G
610 r-1 8no 6no 6to 6{0 dt 6t0 Stéxt
. @ (Au, Au, AU? (r-qj Au, d( Ay,
C,=2 —L e e — || 1- - 1+, —| —
. 6106n0[ 610 j Xr{ 6 noj X{ 62tO r_l 6nO q +Zt dt 6tO (432)

Casew, < wy,

_— Tlmax

T Au
=0

11
tmax

ClZ

2
c, =% [AUIJ ex{ AUHJ eX’E Alitj{_Aun fl-qj( FAunJH 1&_nd(AunJ}
BB\ Oro 810 8% 3, Il 3 o dt 10
2 2
C22=%”ex Au, (AU, ) Al:I +£1-qj 1-ex Al:I LarAu )]
6nO 6n0 3 no ) 0 r-1 6[0 Sno

Casew, <w,, Au, =0
C, =0

T, 4.33
sz = Aljmax ( )

nmax

Casew, <w,, Au,<0
2 -
oo E)of 2)o )2 03( -2
6t08n0 6[0 6no 6to 6no r-1 3 no
2 2
C,, =%"ex Ay 1 A, ex Ll:‘ +£1 qj 1-ex Akl;‘ -1+|Aﬁ + 3 max 1-% ex A,
6no 8no d no 3 t0 r-1 d t0 3 no 6no 6no d no
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— For 3D cases:
Casew, =w,,

2 A 2 A

oo 2o ) (e 48 me(2)

t0 no t0 t0 t0 t

Au AU? Au AuAu d( Au
gl 2o ) o)

to n0 t0 n0 t0 t0

- A
C=2 :p” ex A, ex AL:‘ Au, 1q (ﬂj 1-bit—d o (4.34)
6to8 no 0 no 0 t0 r-1 dt{ & t0

Casew, < w,,
T

_ | pmax
Cll -

Au

pmax
ClZ = 0
C13 = O

IQ

Casew, = w,,

C, =4 ex AU, ex Aug q& _q) AuAu, 1% df Ay
S A 8o 82 8o Lr-1 8%, tdtl 8,
N0 Au Au? Au [r- ) Au
C,, =2 ex Ll ex +—nl 2112 1
” 8t20 F{ 8nOJ [E 8?0 q O \r-1 Stzo +Zt dt -I; tOAt
) Au Au? r- j d( Au, (4.35)
C,=2—"—exg —- | ex Aug| 1-g4 — | |1, — :
® 61206n0 L{ S0 J ;E 5210 s+ r-1 € dt\ o,

Casew, < w,,
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S dtl 5
2
L%]Aus[-m"{r-Au"}[l'qj]{thd(Au"]}
8 3 8o L 84 U1 dtl 5,
2 2
C33=£2"ex Au, ex L‘:‘ 1Aun {ﬂ) Eﬂj 1-ex Akl;‘ & ZlZ+n£l Ad, +T, S
6no 6n0 t0 6no r-1 r-1 6t0 6n0 dt 6no 6n0A

C31 =
C,, =

5 (4.36)
C..= Tnmax

33 Au

nmax

Casew, <w,, Au,<0

2

C;,=2 (pn2 exp{ %] ex;E LL:‘JAUD
8n()SIO 8nO 5IO
2

C,,=2 (p”z exp{ Au"j ex;E A%l;tjAus
6n0610 6nO 6IO

1
2
Cpy= P exp| Al |1 18U | g AU +(1 j Lrexp A0 )| paAl ||, 0000 () Auy ) [ AU
6n0 0 no 5 no 5 t0 r-1 0 t0 6n0 6n0 3 no 0 no

TN TN

4.3.3 C(risfield's law

43.3.1 Description
Unlike Xu and Needleman’s model, Crisfield’s motak a bilinear shape. It is used to define the

initial stiffness_E..

lm g
Oy
E = 0 Imx o (4.37)
o o
0 O Gmax
L 6n0 i

whereomax andtmaxare the maximum normal and shear stressgsand oy are the normal and
shear separations when the normal and shear stnessg their maximum valuesyax andTmax
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T, Tt

o e Trax [~
max H

5“; &

Au,

6nO 6nc - _tmax
Figure 4-14: Crisfield's cohesive zone model

A monotonic damage tensor,mB, is defined as a function of the separatido, At the
beginning of the loading phase, the damage is équagro. If one separation componehd,, is
beyond the separatio®y, where the stress is equal to the maximum sttess, the damage
begins to grow until the separation is equal toitecal displacementd. and the damage is equal
to 1. In unloading, the damage stops growing. Tirergloading, the damage grows again when
the separation reaches the value reached whemlbading began.

For the mixed fracture mode, the damage tensafinetl by

1
w= (MT{MM} +(|A”s|j(x u -1
6n0 6pO 650
@, = max()
(o) o T
b .= F with te 0 0 (4.38)
= 1+<000>_ O, — 0y
E: 0 6tc 0
N 6tc_6t0
0 0 O
L 6nc_6n0_

where &, and &,c are the separations when the normal and the stesses are nully is a
material parameter and t the time.
The condition when the monotone damage rate isipe$s

. D >0
if (-0, >0), then] =mene (4.39)
Wy = O

Othervvise,;Dmcmo =0, since no decrease in damage is possible.
Thus, the constitutive law of the cohesive zone eh@l(see Figure 4-14)
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Iz[l—D E_Au. (4.40)

—mono_[=

In compressionju,<0), the damage tensor becomes null to model peoaittact.

In this case, the cohesive energies needed for magge and mode Il or lllg, to crack the
material are defined by

1
(pt = ETmaxétc
1 (4.41)
Q, = E c)-maxé nc
As a result, the cohesive stiffness matrix is
[1-D,, JE.ifD =0
= =mono_|=co == mono =
610 0 0
c= 1 Aus  AuSTAu, AufTAu | L .
- l_2m0n0}=co- (1+ (.0)(“1 EE co| AUSA upﬂ‘l A Usu A una_:LA LL 0 5. 0 If=[r)nono > =(
Au Aus™ AuAult Auy e L
0 0 _ (4.42)
L 6nO

43.3.2 Viscosity
To suppress jump displacement, the bilinear law lanaffected by a viscosity parameter.
[HAMOS8] proposes to take the viscosity in a damtagesor, [) into account:

_E AUp 0 0
"Au
AU
D = 0 S 0 4.43
=V E'l AUS ( )
AU
0 0 n
i & Au, |

where(,, and{; are viscosity-like parameters that govern visanergy dissipation under normal
and tangential loading, respectively.
Therefore, Equation (4.40) is modified as follow:

T=[1-DJE,Auwhere D= D_ + D (4.4
43.3.3 Fatigue Damage
Fatigue damage can be taken into account in the seay as performed in [BOUO6]. To do so,

one adds the fatigue damage parametgrc@nputed by the CDM to the damage tensor(sbe
Chapter 3).

I = I:l _2] ECOA—U Where=D: =Dmono+=Dv+ D: (4'45)
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However, in this way the fatigue damage reduce sygaration when the material is totally
debonding (see Figure 4-15 a)). Therefore, thénsgs of the cohesive law when the cohesive
stress decreases, which is negative, strongly deesewhich can affect the convergence of the
computation. Consequently, it was decided to cotipé fatigue damage in the same way as in
Chapter 4.3.2.2 (see Figure 4-15 b)).

10 17
a) b)
0.9 0.9+
08 08} < D=0%
0.7+ 0.7
0.6F 0.6+
L 05} L 05 <—Df=3 %
= -
04+ 0.4}
0.3F 0.3
0.2H 0.2H
0.1 0.1
0 0 -
0 12 0 2 4 6 8 10 12
AunIBn Au

Figure 4-15: Coupling between cohesive zone modeldfatigue damage suggested by a) [BOU06] and b) (RE03]

4.4 Implementation of the two-dimensional cohesive element
(CZMEL)

4.4.1 Element description

The CZMEL element models one side of the interfae#led the solid interface while a
foundation segment models the other side of therfexte (see Figure 4-16). These elements
contain two nodes, each of which has two trangiatiadegrees of freedom. The nodal position

vector, for the CZMEL element{ )x; and the foundationx{ )1 in the global coordinates (x, y)
can be written as

x3=(x5 x5 y3)

(4.46)

o= (XY Y,)
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@® :Node
1S

+: Integration point
“’.’ CZMEL -

So/j
.""“gf{?’?ent

Figure 4-16: Element description

Before the crack occurs the coordinates of the dation segment and CZMEL element are
identical. As the crack progress, separation inglultiéerent values for these coordinates.

4.4.2 The isoparametric and the local axes

The mid-plane node positionsx {)ax1, are the average of the foundation and solid fiaternode
positions.

X7 =%(xi +x!) (4.47)

In mode |, a symmetric axis can pass along theptade. That's why only half of the structure
and one interface side are sufficient to model tase by finite element simulations. In this
model, the interface is the foundation segment tlledsymmetric axis and the mid-plane are
merged with the solid interface (see Figure 4-TRus:

XM =x3. (4.48)
The isoparametric axis,,eis an unit vector tangent to the mid-plane. Aldhgs axis, an
isoparametric coordinaté, is defined. Its value is equal to -1 at the firgtlal position, O in the
middle of the axis and 1 at the last nodal position

The local axes are defined along the mid-plane éetvihe two interfaces (see Figure 4-17). The
tangent axis@s aligned with to the local isoparametric axised_g is normal to this axis.
Let the first direction be:
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ox
0
e-q=— 1 ; (4.49)
x) (o) |
ot ) \og) LO&
where
ax _o(ex") _og .
o5 % o (4.50)
o _olay') _oq .,
g 08 og ™
In the same way, for the second direction, let
_9y
e = ! 08 : (4.51)

BEHIE:
PY3 08 ) L 08

The rotational matrix,_(Rx., which is used to pass from the global axes tddba axes, has the
following form:

Y
& l=g| ™ 08 0% oy
Lﬂ}‘ﬁ{ }WhereR-H a_x ancMJ Ej (EJ (4.52)
0¢

where |JJis the determinant of the Jacobian matrix.
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\O
?oo“da‘\ 2f
1f
= ,’/
e, CZMEL
[ - L
v S Sy
General case Symmetric case

Figure 4-17: Local axes

4.4.3 Interpolation functions

To compute the position of any point which belotgshe element or the foundation segment,
linear interpolation functions are used in termshefisoparametric coordinatg,

One defines the linear interpolation function as:

1
@ = §(1+ £)
1 (4.53)
==(1-¢).
¢, =2 (1-¢)
These linear functions are implemented into therpdlation matrix, (Nxa:
0 0
N= {(pl P } (4.54)
= [0 ¢ 0 @

The relationship between the continuous positietdfieither of the CZMEL element *}x.1 or
the foundation segment'fx., and the nodal positions is

xs - {Xsi| :Nxfﬂ
y =

(4.55)
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4.4.4 Computation of the separation

The separation field in global axés{,x; is computed by

ax=x"-x =N(x}-x}) (4.56)

where_Nis computed at the same isoparametric coordihatethe solid and the foundation.

One switches to the local axes with the rotationadrix (see Figure 4-18):

Au= {Aﬂ = RAX=RN(X - X)) (4.57)

n

where_Ris computed along the mid-plane at the s§me

Figure 4-18: Local separation

4.4.5 Computation of the nodal forces and the tangent stiffness matrix

The nodal forces on the solid,(k, and on the foundation, ‘i, generated by the cohesive
stresses are defined by:

F= -[NR'Td= -['NR'Tid
(4.58)

where f and I are the CZMEL element and foundation segment fengtspectively.

The integration is numerical following the Gaussieme with 1 to 9 integration points.
Finally, Equation (4.58) becomes:
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! 1 (4.59)

To obtain the compliance stiffness matrix, onéedéntiates Equation (4.59).

dF,= -3 N'o(F[J) 7w -3 N/ afbw
dF, = % Nd(R [J) Tw +;=N=FEQT=P w (4.60)

Stress matrix Classical matrix

It is appropriate to differentiate &d |J| simultaneously, becaus¢ dppears in the denominator
of most_Rterms. There are two terms in the derivative ef tlodal forces on the solid and the
foundation:
- (dE)ax1 Which comes from the derivative of the rotationl dacobian’s determinant
and which yields the stress matrix;
—  (dR))ax1 Which comes from the derivative of the cohesivesst and which yields the
classic matrix.

The derivative of the cohesive stresses is dirdotked to the derivative of the separation (see
Section 4.3) by
dT=CdAy (4.61)
By neglecting rotation variation for one step,
d(Au)=Rd(Ax) . (4.62)
So, from Equation (4.57), the last equation becomes
d(Au) = R M x ) = RNd % - %) (4.63)
So, the classic matrix becomes

dF; == > N'R'CRNAA x) b we > R R CRNJIwdx> N R CRINI Wy

Solid/Solid Sitkoundation (4.64)
di = > N R CRNGA ¥)| pwe Y N'R'CRN § W} +> N R CRIJ) W

Foundation/Solid  Foundation/Foundatic
To obtain the stress matrix one has to differemtif J). One can demonstrate that
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o e, o, 09,

= 0 £ 0 o &+ 0 -—*
(4.65)

where=§: & 3 o 3 andzlﬁ%: 3 0 3 0

A % 5 %

o0& 0& 0¢, 0¢
Thus

d(R")=Bdx &+ Bdx ¢ (4.66)

The stress matrix is defined by the following egurat
d_Fi = _ZLIT (Etdl(:gt +=Bn d_)q_%)IW: _ZLIT (TtEn +Tn2n) dlq W
1P P

; . . (4.67)
= YN (Bdxi€ +Bd ¢)Tw= X N (TB+T,B ) dx W.
P P
Finally,
dF :_Z%L‘T(Tét +T,B,) Wdx; - Z—;NT(TtEt +T,B,) wdx,
1P P
Solid/Solid Solid/Foundation (4.68)
dE. = 22 [(T.B +T,B )Wd>§+z N'(TB +T,B ) wd,
P
Foundation/Solid FoundatiFoundation
For symmetry axes, the previous relationship casiinglified as follows.
1
dE = _;§=NT (T1§1 +Tﬂ22) d_)é W
Solid/Solid (4.69)

dF, = 22 [ (T.B,+T,B,) dX W.

IP
Foundation/Solid

4.5Implementation of the three dimensional cohesive
element (CZM3D)

4.5.1 Element description

A three-dimensional cohesive element has been digedlin the Lagamine code. In this element,
each crack interface’s side is modeled by 4 nosles Figure 4-19). They are called, respectively,
— CZM3D or solid element,
— foundation segment.
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CZM3D and foundation are 4-node plane elementsaAgsult, they can contain 1, 4 or 9
integration points.

Figure 4-19: Description of CZM3D

The nodal position vector for the element Jio and the foundation )12« in the global
coordinates (x, y) can be written

o= (XYL 2 Y5 206 2 K Y 4.70)

T
X :(X;,y;,il,){2,)](/2,22,5(3,8/3,%3 ,fX4 'fy4le)

4.5.2 The isoparametric and local axes

So that the separation associated with the cohesiresses keeps its value during large strains
and displacement, the normal vector of the CZM3D #ue foundation to the surface always has
to be directed outward from of the structure. Tikigichieved by defining the list of the element

nodes so that the so-called corkscrew rule, apptigtieir sequence, may give the outer normal
vector.

The mid-plane nodal positionsx[)i2x, are obtained by calculating the average of the
foundation and solid interface nodal positions adit@ to Equation (4.47).

The directions gand_g of the§ andn isoparametric lines are defined by
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_a_x_
0¢
_ 1 oy
%_ 2 2 2 a_a
ox) [0y) [0z
ot ) ag) \ag) |92
| 0€ |
_a_x_
on
6 = 1 %y
- ox ) oy * (a0z) on
el B el B el IR P (4.71)
on on on) |22
Lon |
X=@X, ...,
with : a—X=%Xi,
0 0o¢
xX_00, ..
on on

where X, y; and z are the global positions of the nodes gnid the interpolation function.

The rotational matrix is determined by connecting global triad (g g, &) to the local one_(g
€, €). The local axes are defined along the mid-plastsvben the two interfaces or along the
CZM3D element in symmetric cases (see Figure 4-20).

The local vector, gis equal to the isoparametric vecter e
e=6=P (4.72)

The local vector gis obtained by the cross product betweearel .
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[ dyoz_dyoz |
05 On 0 on N
. 1| 0x0z 0x0dz "
e —eNe=—| - ——""+—"—"—""|=
B_Xﬂ_a_xﬂ z (4.73)
| 9gon 9t an |

wolte(3](3) ()5 33

|J is the determinant of the Jacobian matrix ofttaasformation from global coordinates (X, v,
z) to local coordinates(n).

Finally, the local vector,seis obtained by the cross product betwgeanel_g.
S

X

&E=6N§=| 9 (4.74)
S

z

The rotational matrix, Rwhich is used to pass from global axeg, €g &), to local axes, (g e,
€), is defined by

& |k B P& &
el=|S S S| el=Re (4.75)
gn Nx Ny Nz e ez

where B, S and N are defined in (4.72), (4.74) and (4.73) respetyiv
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Figure 4-20: Local axes definition

4.5.3 Interpolation functions

>3

2 (11) o

\
Wahl

3 (-1;1) 4 (1;-1)

Figure 4-21: Local axis along the CZM3D

To compute the relative continuous position figldthe element and in the foundation, a linear
interpolation is used in terms of isoparametricrdomates £ andn (seeFigure 4-2).
Let the linear interpolation function be defined as

87



Implementation of the three dimensional cohesive

Chapter 4. Crack propagation modeling element (CZM3D)

@=5(-8)(1n),

0.=5(1+8)(1-n),
(4.76)

¢, =5(1+8)(1+n),

0= 5(1-8)(1+n).

Then, these linear functions are introduced in&ititerpolation matrix_(Nxi2:
¢ 0 0 9o O O @ O O o, O O
N=0 ¢ 0 0 ¢, O 0O ¢, O O o, O 4.77)
O 0 ¢ O O @ O O @ O O o,

Finally, the relationship between the continuousifoan field and the nodal position becomes

X
x*=|y*|= Nx,,
ZS
- f (4.78)
X
x'=|y" [=Nx,
7|
4.5.4 Computation of the separation
The separation field in the global axes is computed
Ax=x' =X =N(x, -x;) (4.79)

where _Nis computed using the same isoparametric coorbnaiandn, on the solid and the
foundation segment. One switches to the localails the rotational matrix:

Au

Au=|Au, |=RAX=RN(X - X) (4.80)
Au

n

where_Ris computed along the mid-plane at the same isopetric coordinates fdrandn.

4.5.5 Computation of the nodal force and the tangent stiffness matrix

The nodal cohesive forces are computed by Equt#d®) on the CZM3D element JFand
foundation (B. The stiffness matrix is the derivative of thelabforces with respect to the nodal
displacements of the CZM3D element in EquationQ}.6

88



Chapter 4. Crack propagation modeling Coupling with fatigue damage

As for 2D, two sub-matrices appear then: a classtrix, obtained by derivation of the stresses,
and a stress matrix, obtained by derivation of geemetry. The classic matrix is computed
according to Equation (4.64). The stress matrighitained by derivation of (fg]), but will not

be discussed in this thesis.

Note: Stiffness can also be computed by perturbaifeeach degree of freedom too.

4.6 Coupling with fatigue damage

The fatigue damage was computed according to thgué& Continuum Damage Model of
Lemaitre and Chaboche discussed in Chapter 3. Oameron the cohesive law used, the
coupling in the constitutive cohesive law was dieed in sections 4.3.2.2 and 4.3.3.3. However,
the fatigue damage was computed from the stresst@omponents and as a result in the solid
elements. The method to transfer the fatigue danfimge the solid elements to the cohesive
elements is illustrated in Figure 4-22. The fatigiaenage transferred to integration points of the
cohesive element was the mean of the fatigue dasmageputed in the integration points of the
solid element linked to the cohesive element anthédoundation segment. In the studied cases,
the solid elements contained only one integratiamntp for two-dimensional and three-
dimensional simulations.

- Dy, + Dy

D, :

X: Integration Point

eo: Node

coiaEleme™™

Figure 4-22: Transfer of fatigue damage from solicclements to cohesive elements

4.7 Identification of parameters

4.7.1 lIdentification method

The method used to identify the cohesive parametassthe inverse method. A three-point bend
testing was performed on a specimen, which wasaeted from the base metal. The welding
metal was identified by the Charpy-V test.

Next, the three point bend testing was modeled ibgef elements simulations with cohesive

elements by knowing the mechanical parametersGhapter 2.5.4). In the first step, the effect of
each material cohesive parameter variation wagdesy two-dimensional analyses. Then, the
parameter identification was performed by threeatisional analyses because the crack’s
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growth is an average along the thickness of thepkanfinally, an initial set of cohesive
parameters was chosen and the output data ofshe/éee compared with the simulated ones.

The aim of this study was to identify the mode bdés Il and Il will be neglected in this study
because they were expected to be minor in the ecredhanism studied and no experimental test
was available to identify them. Cohesive parametaee thus considered to be equivalent for
mode |, Il and 11l in this study (i.e. isotropiclevior).

4.7.2 Three-point bend testing

The three point bend testing analyzed was perforimgdCorus according to the [BSI91]
standards on the base metal. This test was usddettify the critical Rice integral, g
experimentally for a metallic material under diggiament due to monotonic loading at a quasi-
static rate. The method uses fatigued, pre-crasbkedimens which have been loaded by three
rollers to fracture or maximum force at room tenapere. The specimens were extracted from
the column flange, the locations of which are dafinin Figure 4-23. The geometry of the
specimen is given in Figure 4-24. The initial crdekgth, g, is equal to the half of the sample
thickness. The results of this test provided thetegral, J, as a function of the crack’s growth,
Aa, and the force, F, as a function of the load diisplacement, v (see Figure 4-25).
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Transve r?a Idirection
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: Three bend specimen in transverse direction of
the column

D : Three bend specimen in longitudinal direction of
the column
Figure 4-23: Extraction locations of the three-poihbend specimens
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Figure 4-24: Geometry of the specimen
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Figure 4-25: Variable Measured during the experimeh
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For different specimens, the force, F, versus tlagl lline displacement, v, was measured (see
Figure 4-25). The crack’s growtlha, was measured at nine equally distant on thérbg&s
points, where the outer points were located at 1% thickness from the specimen’s surface.
This growth value was obtained firstly by averagthg two measurements at the outer points
and then averaging this value with the inner points

The J-integral was computed from the force-loaé lifisplacement plot. International Standard
ISO 12135 provides a method to compute an equivdliémegral for experimental tests. In the
case of a three-point bend specimen, it is compiubed the force displacement plot by Equation

(4.81):
(122)] {BFCCJ%J

_3(3‘\;)05{1.99{@)( 1%)( 015 3\./&\)/3@1 . @Z‘éﬂ (4.81)

T

w

where F is the force submitted by the downwarderph is Poisson’s ratio, E is Young's
modulus, gis the initial crack length, B, W and S are thergetrical parameters of the specimen
(see Figure 4-24), Uis the plastic component of area under the fof€e\versus the load-line
displacement (v ) plot (see Figure 4-26) ang), is the ‘eta’ rotation factor, which is equal to 2
for three-point bend specimens for af\Mratio ranging from 0.45 to 0.7.

F

Figure 4-26: Definition of U,

For the base metal, Figure 4-27 and Figure 4-28igeothe test results from a three-point bend
testing on a sample extracted in the transvergakcuon. The experimental points of the J-
integral versus crack growth curve can be fittethwai power law as described in [WIL99]:

J=C\d (4.82)
The values for this relationship are given in Tabl2 and the fitted curve is in Figure 4-28.
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Table 4-2: Coefficient of the power law for the JAa curve for the BM

C n
(kJ.m?)
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Figure 4-27: Force displacement plot from the CTODest on the base metal
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Figure 4-28: Crack growth in function of the J-integral from the three-point bend testing on the basenetal
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4.7.3 ldentification of the J-integral-Crack growth plot from Charpy-V
notch test

No three-point bend testing was performed on thkl weetal. However, [WALO1] proposes a
method to identify the J-integral versus crack gtoplot using a Charpy-V notch test. This test
measures the energy required to crack a notchrapacby impact (see Figure 4-29). A striker,
which is mounted on the end of a pendulum and foickvinitial kinematic energy is known,
impacts the notched specimen. The notch can hakeref shape or U shape. The variation in
the kinematic energy after the impact gives theggneequired to yield the material and crack the
specimen, called Charpy energy, noticed CVN.

Striker

Initial position ~

i Striker direction
final position
) h

\“
' Striker
h'

Speciman T

/
' Naoteh ‘ Support Specimen position

Figure 4-29: Charpy test description

[WALO1] analyzed 112 multispecimens J-integral wsrsrack growth curves from a wide
variety of materials. A simple power-law descriptiof the curves was correlated to the Charpy-
V notch energy, CVis.

Imm

J.. =0.53CVN?Z ex;ﬁ—TAf_—OZc;)]
J =J,,Ad" wher (4.83)

- o
m = 0.133CVN;2*° ex;E—T 20)— + 0.0

2000, 4664

where T is the temperature of the sample.

Corus performed a Charpy-V notch test on weld méthke specimens were extracted in the
welding zone at the root and cap positions (sear€ig-30). They proposed the coefficients in
Table 4-3 of the power law description of the &gmal versus crack growth curve. The plot
obtained shows that the weld metal crack strength weaker than the base metal. Indeed, the
weld metal was less ductile according to the tertsist (see Chapter 2.5.4). As no other data are
available, these experimental data were used épé#nametric identification.
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Weld metal

Weld metal —6xCap
—6x Root
Cap
(O]
Root e
Beam Flange | © —6x Cap
Column Flange = —6x Root
g
_ S Beam Flange
[ : v Notch Specimen O

Figure 4-30: Extraction location for the weld metalV notch specimen

Table 4-3: Parameters of the power law of the J-irgral versus crack growth plot for the weld metal

Jlmm
(kJ.mi?) m
237.84 0.379
350 T T
300 / "
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& /
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Crack Growth (mm)

Figure 4-31: Crack growth in function of the J-integral for the base metal
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4.7.4 Parametric study

4.7.4.1 Modeling

The aim of these analyses was to understand teetedf variations in each parameter on the
model. The analysis is two dimensional in a planess state which is equivalent to the center of
the specimen. Due to the symmetry of the geometdythe loading, only half of the specimen
was modeled. Therefore, all nodes along the symenetxis were fixed in the horizontal
direction. The three-point bend specimen was madéee Figure 4-32) by a 4-nodes mixed
solid element: BLZ2D [ZHU95]. The constitutive lamas elasto-plastic with isotropic hardening
and von Mises’ criterion. The mechanical parameteedisted in 0 and were taken from the base
metal parameters. The three rollers were modeleddoydeformable, circular foundations and
the contact zones were modeled by CNTPC elemerit avipenalty method [HAB98]. The
parameters of this contact law can be found in @db#l. The fatigued pre-crack was modeled by
letting the nodes free along the symmetric axiee €rack path was assumed to be along the
symmetric axis because this is where the longitldgtresses are the highest; therefore, the
cohesive zone elements were located on this axis.

CNTCP
CZMEL
BLZ2D
>
>
S
>
Figure 4-32: Finite element modeling of the CTOD &
Table 4-4: Penalty parameters
Penalty coefficient on the Penalty coefficient on the shedr
contact pressure frictional stress Coulomb’s friction coefficient
(MPa.mm?) (MPa.mm?)
1x10 1x10 0.05

Note: Due to this symmetric state, the stress galere identical to that of in whole simulation

but the energy required to crack was halved. Tthesseparations parameteds; andd,, were
also halved in the simulations.
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4.7.4.2 Computation of the growth in crack’s length

T,

8o

+ CZMEL

® +Nodes
* +“Cracked” integration point
X +“Cohesive” integration point

Figure 4-33: Computation methods of the growth in ack’s length for 2D simulations

The computation method used to obtain the growthéncrack’s length is shown in Figure 4-33.
The crack propagated from the top CZMEL elementh® bottom. At each time step, the
cohesive stresses at each integration point weggder. As soon as the cohesive stresses were
zero, the integration point was considered to laekad. The growth in the crack’s lengtfts,
represents the length of the segment which conédinise cracked integration points.

4.7.4.3 The initial cohesive parameters

Crisfield’s model was chosen because it can regula initial stiffness of the cohesive law and
avoid introducing an implicit thickness. Crisfieddlaw uses three parameters: maximum stress,
Omaxo Separation when cohesive stress is at its maximygnand the separation limit before the
stress is nulld,.. However, it was preferable to focus on the colesnergy, and the initial
slope of the cohesive plot,, knstead od,o andd,: because the former parameter’s interpretation
is easier and more physical.

Shet et al. [SHEO02] suggested varying the rafig.dJo, from 1.5 to 3 where, is the yield stress.
The base metal seems very ductile; therefore ooeldlthoose as initiadmaxo 3 times the yield
stress. So, the initi@maxois equal to 1065 MPa.

Chen [CHEOQ3] used the initial J-integral when thac& begins to propagate;, &s the initial
value of the cohesive energy. According to the grpental J-Aa plot, J=133 kJ.nt.

Bouvard [BOUO6] recommended using a large initiaps value, to avoid modifying the elastic
stiffness of the material and having too great inipthickness at the interface (see 4.2.3). So
initial slope was chosen agk1x10MPa.mni".
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Table 4-5: Summary of the parameters tested

O-maxo (Fn kn
(MPa) (kJ.m) (MPa.mm?)
1065
Variation 0fOmax 12425 133 1x10
1420
133
Variation of, 1065 199 1x10
266
1x10
Variation of k, 1065 133 1x10
1x10

4.7.4.4 Varying the maximum cohesive stress
Three computations were performed by varying thgimam cohesive stresemaxo Figure 4-34

shows the evolution of the tool force in functiditloe load line displacement. Figure 4-35 shows
the evolution of the J-integral as a function @ tnack’s growth. As can be seen from these two

figures, the maximum cohesive stress had an impadhe crack’s growth rate but, it had no
influence on the beginning of the crack’s growth.

35

¢, =133 kJ.m? k = 1x10” MPa.mm’

30
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Figure 4-34: Evolution of tool force as a functiorof the load line displacement by varyingay
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Figure 4-35: Evolution of the J-integral as a fundbn of the crack’s growth by varying Gmax

4.7.4.5 Varying the cohesive energy

Likewise, three computations were performed by wayythe cohesive energwy,, in order to
determine its effect on the crack’s growth. Figdr86 shows the evolution of the tool force as a
function of the load line displacement. Figure 4s3ibws the evolution of the J-integral as a
function of the crack growth. Unlike the cohesiveess, the cohesive energy has a weak impact
on the crack growth rate but it affected the on$éhe crack’s growth.
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Figure 4-36: Evolution of tool force as a functiorof the load line displacement by varyingp,

o =MPa,k = 1x10’ MPa.mm""
max0 n
1400
1200+ /
1000+
e //
£
3 800 —
(_E /
[=>]
g 600 / - -
3 /
400 5
/ —¢,= 133kJ.m’
= -2
200 ¢,= 199J.m
——¢,= 266kJ.m”
0 1 1 L 1 1
0 1 2 3 4 5 6 7 8 9

Crack Growth (mm)

Figure 4-37: Evolution of the J-integral in function of the crack growth in varying ¢,

4.7.4.6 Varying the initial slope

Another three computations were performed by varyime initial slope of the cohesive stress
separation plot, & between 10and 10 MPa.mn. Figure 4-38 shows the evolution of the tool
force as a function of the load line displaceméfnigure 4-39 shows the evolution of the J-
integral as a function of the crack’s growth. As ¢ seen in the figures below, the initial slope
barely affected the results up to a threshold leefoe structure lost stiffness due to the presence
of the cohesive zone model. In conclusion, thdahilope must be high (i.e. greater tharf 10

MPa.mm’) and, consequently, the cohesive separation wiendhesive stress is maximudy,
must be low.
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Figure 4-38: Evolution of tool force as a functiorof the load line displacement by varying,
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Figure 4-39: Evolution of the J-integral as a fundbn of the crack growth by varyingk,

4.7.4.7 Cohesive constitutive law’s effect

Finally, a simulation was performed using the Xul é&heedleman’s law instead of Crisfield’s
one. The parameters were chosen to have the eempivalaximum cohesive stress and the
equivalent cohesive energy (see Table 4-6). Tipasameters are defined in Table 4-6. The
computation of the crack’s growth with Xu and Nesdan is complex because the cohesive
stresses are not null when the separation tendfimty due to the exponential shape of the
constitutive law. Thus, the J-integral/crack’s gtiowplot depends on the threshold chosen by the
user to consider a cracked integration point. Tdred displacement plot was compared with the
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simulation with Crisfield’s law (see Figure 4-40)he results were similar but Xu and
Needleman’s law imposes a weak initial slope, untikisfield’s law which allow this slope to be
regulated it. Thus, the difference using Xu anddle@an’s law is equivalent to a case where the
initial slope has been decreased (see 4.7.4.6).

Table 4-6: Parameters of Xu and Needleman’s law

Omax 5no
(MPa) (mm)

1065 | 2.297.18

30

Crisfield

ﬁ = Xu Needleman
wl AN

7N
HN

AN

0 1 2 3 4 5 6 7
Load Line Displacement (mm)

Tool Force (kN)
o

oL

Figure 4-40: Effect of the constitutive law on thdorce displacement plot

4.7.4.8 Results and discussion

This study helped to understand the effect of gméation of each parameter on the model of the
crack’s growth. It was found that the maximum caolestress can be used to adjust the crack’s
growth rate. The cohesive energy has only a weialllyence on the crack’s growth rate but it
can adjust the crack’s growth initiation. The ilitslope of the cohesive law must be high
enough to prevent the use of the cohesive elemrent &ffecting the stiffness of the whole
structure. That's why Crisfield’s law was choserites most suitable law. However, the initial set
of cohesive parameters gave different results fileenexperiments and the studied values did not
give promise to find a good comparison with theesipental test. Indeed, the two-dimensional
simulations do not take into account the stresxiality which can have an impact on the crack’s
propagation. Moreover, during the experiment thack’s growth was measured along the
thickness of the sample. That's why, the calibratid the cohesive parameters was performed
with three-dimensional analyses.
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4.7.5 Parameter identification

4.7.5.1 Modeling

The aim of these 3D analyses was to identify theesive parameters of the model by the inverse
method. The analysis was three dimensional bectheserack’s growth is obtained from an
average measurement along the thickness. Due tsythmetry of geometry and loading, only a
quarter of the three point bend specimen was mddelerder to reduce computation time (see
Figure 4-41). The mesh was generated with the 3Bhngenerator developed during this
research (see Chapter 6.3.1).

All nodes which belonged to the plane where x=4BWére fixed in the x direction and all
nodes which belonged to the plane where z=W/2 feed in the z direction. The specimen was
modeled by 8-node mixed solid BWD3D elements (s=ei@ 2.4).

The constitutive law applied was elasto-plastidwigbtropic hardening and von Mises’ criterion.
The mechanical parameters used were listed in Bbthe base metal and the weld metal.

The three rollers were modeled by non-deformablmdgr-shaped foundations and the contact
zones were modeled by CFI3D elements with a pemadtthod [HAB98]. The parameters of the
contact law can be found in Table 4-4.

The fatigued pre-crack was modeled by letting tbdes free. The crack path was assumed to be
along the symmetric plane because this is whereldhgitudinal stresses are the highest;
therefore, the cohesive zone elements, CZM3D, Veeged at this place.
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Figure 4-41: 3D Finite element modeling of the CTODRest

Due to the fact that the simulation was three dsi@ral, with a high number of nodes, and was
repeated many times, the analysis was performddanmititerative solver method to speed up the
computation time (see Appendix 1)
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4.7.5.2 Computation of the growth in crack length
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Figure 4-42: Computation methods of the crack lendit's growth for 3D simulation

The method used to compute the crack length’s drasvlustrated in Figure 4-42. In this figure,
the integration points of all CZM3D elements cambegerved. The crack zone is the zone where
the integration point has zero normal cohesivesstréhe limit of this zone has been plotted. Five
points were chosen on the plot according to theldBJSstandards (five points instead of nine
because only half of the specimen was modeled).cf&ek length’s growth used was obtained
from the average of five points where the outerrpogtt has half the weight of the others.

ngo Dt Da+ 239@+ Ba+r B

(4.84)

4.7.5.3 Results and Discussion

According to the results of the sensitivity studySection 4.7.4, the cohesive parameters were
modified until the force displacement curve and Jhategral/crack growth plot resembled the
experiment plot (see Figure 4-43 to Figure 4-4%e Parameters identified from this comparison
are given in Table 4-7 and Table 4-8.

It was found that the value of the cohesive stfesthe BM is considerablesf,.,/o,=4.78) while
[LI03] recommended that the ratioma/oy must be less than 3 to prevent that all energy
dissipation from occurring in plastic dissipatidine material seemed to be extremely ductile. In
addition, the size of the cohesive elements mayg h@en large which have affected the cohesive
parameters but the mesh’s refinement is limitedtH® computer’s capability. In comparison,
Cornec et al. [CORO03] identified these cohesiveapmters for the 20MnMoNi55 steel:
Oma=1460 MPa andy= 120kJ.nf with 0,=465 MPa. The ratiom. oy is equal to 3.1 for this
grade.

Finally, it was determined that stress triaxia{dgfined in Chapter 2.2.2) must have an impact on
the parameters. Indeed, Chen [CHEOQ5] explained #satriaxiality differs along the thickness of
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the sample, the cohesive parameters must be difféfeergaard [TVEO4] and Anvari [ANV06]
propose using Gurson’s model in order to take thetileé failure into account mixed with the
cohesive zone model. Keller [KEL99] proposes udimg Generalized Cohesive Zone Model,
which uses a damage locus with equivalent cohgsarameters independent from triaxiality.
However, the lack of experiments limited the autharumerical investigations and it was
decided to use the parameters of in Table 4-7 atdeT-8 for the rest of the research.

Table 4-7: Cohesive parameters |dentified for BM

omax kn (Fn
(MPa) | (MPa/mm) | (kJ.m?)

1700 1.10 161

Table 4-8: Cohesive parameters Identified for WM

Gmax kn (Fn
(MPa) | (MPa/mm)| (kJ.m?)
1650 1.10 50
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Figure 4-43: Force displacement comparison plot beteen experimental test and finite element modelinfpr BM
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Figure 4-45: Comparison of J-integral versus craclgrowth plot between experimental test and finite @ment modeling for
WM

4.8 Conclusions

Two new cohesive elements, CZMEL and CZM3D, and twmbesive laws, those of Xu and
Needleman and Crisfield, were implemented in thgaaine code. They were used to model
crack initiation and propagation in a finite elemanalysis. As result of this analysis was that
Crisfield’s law was chosen for use in the resth#f study because the initial stiffness of the law
can be regulated to avoid a drop of the structistffness.
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A method to identify the cohesive parameters ofadenial by an inverse method was established.
The preliminary parametric study helped to undeibténe effect of varying each parameter on
the crack’s strength. It was found that in varythg maximum cohesive stress increased the
crack propagation rate while the cohesive energyessed the energy required to induce the
crack’s propagation. Thus cohesive parameters wergified for the base metal and the weld
metal. However, it is troubling to see the diffece in the values identified by the author by
comparing with the values identified for other $tgeade in literature [CORO03]. Likewise, the
ratio, omay/ 0y, equal to 4.8 is well above that recommendederlitarature.
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Chapter 5. Welding simulation Introduction

5.1 Introduction

A crack’s strength and propagate path depend dduasstresses. These residual stresses are
generated by the welding process as a result oftahmperature gradients and metallurgical
modifications. To reflect the impact of these valuthe computation of the residual stresses was
performed by modeling the welding process. Howetis is a difficult task because it is
necessary to consider many physical phenomenachat during the welding process.

Thus, the goal of this chapter part was to compud® balanced residual stress field generated
by the welding process to enter at the beginninthefsimulation of a cycle large scale beam-to-
column test. Indeed, no analytical method existgtis geometry and for all components of the

stress tensor. Some alternative analytical methoglIsummarized in [CLAOA4].

This chapter describes the welding process usethenVERAPS project and the physical
phenomena resulting from it. Then the computatteategy and its simplifications are presented.
Finally, there will be a discussion and illustratiof some simulations that were performed and
compared with experimental measurements performateconnection after the welding.

5.2 Welding Process

5.2.1 Description

A welding process consists in joining materials lmating them to the melting temperature,
sometimes by adding a filler material. The moltestenial when cooled down becomes a strong
joint. The heat can be provided by a gas flameglactric arc, a laser, an electron beam, friction,
or ultrasound.

In our case, the type of welding process used waetal arc weld with added of filler metal.
This process creates and maintains an electribetieeen the base metals to be joined and the
electrode at the welding point. The electrodes lmarconsumable or non-consumable and the
power supply can be direct (DC) or alternating (AT)e welding region can be protected by an
inert gas called a shielding gas. Some differeatgsses exist for this type of welding as it will
be explained below.

The first is Manual Arc welding Metal (MMA), alsonkwn as Shielded Metal Arc Welding
(SMAW). The consumable steel electrode, held byojperator, generates an electric arc with the
metal structure, and is covered by a gas fluxp,@@ich protects the weld zone from oxidation
and contamination.
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Welding Process

Figure 5-1: Diagram of SMAW process (from www.esaloom)
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Gas Metal Arc Welding (GMAW) is a process charaetat by the use of a long filler electrode

and inert gas shielding of the welding pool.
automatically fed continuous electrode but thiscpss requires more equipment than SMAW.
The GMAW process is related to Flux Cored Arc Wietd{FCAW) where the electrode consists

GMAdpeeds are relatively high due to the

of a powdered filler material contained in a tulbdapply. FCAW is quicker than GMAC and its

metal penetration is greater, but also more expgen3ihese processes can be automatic or semi-

automatic.
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FigUre 5-2: Diagram of GMAW (from www.substech.com)

Submerged Arc Welding (SAW) is the generation ofaan which is covered by a blanket of
granular fusible flux consisting of lime, silica,amganese oxide, calcium fluoride, and other
compounds. This method improves the arc qualityabge the flux shield is better between the
contaminants than in the atmosphere. Working cammditare much improved over other arc
welding processes since the flux hides the arcanginoke is produced. As the arc is not visible,
the process must be automatic.

Flus
[ T Ty —
s

Cansumobie

Figure 5-3: Diagram of SAW (from robot-welding.com)

Finally, Gas Tungsten Arc Welding (GTAW) is a mahpeocess which uses an inert tungsten
electrode and a separate filler metal, shieldedrbynert or semi-inert gas. The method gives a
stabilized arc and high weld quality. It requiragngficant operator skill and can only be
accomplished at relatively low speeds.
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Figure 5-4: Scheme of GTAW (from common/Wikimedia.og)

5.2.2 Thermal phenomena

During the welding process, the materials absotp ampart of the thermal energy. This thermal

energy generates a molten pool where the heatsfarred by convective exchange. In this

molten pool, many physical phenomena happen wehsthface tension, heat exchange and the
electromagnetic force [SAINO6]. In other parts bé tmaterial, the heat transfer is conductive.

The exchange with the environment is convectiveraddtive.

5.2.3 Metallurgical phenomena

The welding process affects the metallurgical stierefore, the welded joint can become brittle
or ductile according to the thermal history. Asault it is important to optimize the heat energy,
the heat source velocity and the number of passes.

During the welding process, three materials arectéfl in different ways:
- the weld metal: this corresponds to the metal wigcmelted. The strength of this
solidified material depends on the welding proass especially on its cooling rate.

— the heat affected zone: this around the weld m@&tak zone is not melted but the
heating and cooling cause modifications in the astucture and the metallurgical
state (i.e. solid phases of the steel) is deeplgifiedl.

— the base metal: this zone is not affected by tbeqss.
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Welding Metal
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Figure 5-5: Material description after a welding process

5.2.4 The physical aspect

As described above, the welding process inducey mphysical phenomena such as mechanical
deformation, thermal exchange, metallurgical tramsftion, and fluid mechanics. Each
phenomenon affects the others with weak or strangling. These couplings are illustrated in
Figure 5-6, followed by a description of their resfive impact on the materials.

Heat Transfer ——— :Strong coupling
@ --------> : Weak coupling

""""" Fluid Mechanics

(&

Solid Mechanics | & @

Figure 5-6: Coupling between physical phenomenonuding welding

1. Thermomechanical coupling:

— Thermal dilation: the dilation is due to the tengiare variation and the flux gradient
generated by the heat source of the welding. Iteggas distortions and residual
stresses.

— Mechanical dissipation: the plastic deformationegates heat dissipation. However,
the plastic strain rate is low; therefore, thissgiation has a weak impact on the
thermal exchange.

2. Thermometallurgical coupling:
— Metallurgical transformation: the heat and the owplcause modifications in the
steel’s microstructure.
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— Heat transformation and thermal properties: thespheansformation generates heat
dissipation or absorption. Moreover, the thermabppieties are modified by the
metallurgical transformation.

3. Mechanometallurgical coupling:

— Metallurgical distortion and mechanical propertidge phase transformation induces
strain due to local volume modification. In additjoeach phase has particular
mechanical properties.

- Stress-state effect on metallurgical transformatthae stress state affects the kinetics
of the metallurgical transformation.

4. Thermohydraulic coupling:

— Modification of the flux: there is a significantngerature gradient in the weld pool
between the center of the pool and the boundaris gitadient modifies the surface
tension and causes modifications in the flux ingbel.

— Convective exchange: the welding pool and the salidel exchange heat by
convection.

5. Mechanohydraulic coupling:
— Modification of the geometry of the molten pooletktrains induce modifications in
the pool boundaries and in the flow in the pool.
— Strain due to fluid pressure: the molten steel is@sopressure on the solid steel and
affects the local stress fields.
— These coupling phenomena are weak.

6. Metallurgical hydraulic coupling:
— Material mixing: the flow in the molten pool impres the mixing of steel
components.
— Macrosegregation: the flow depends on the cheromalposition of the material.

5.3 Coupling strategy

It was chosen to neglect the hydraulic fields beeahe coupling phenomena are weak and their
modeling requires two codes: a first one to motel golid steel’s behavior by a finite element
model and a second one to simulate the molten'stasavior by a finite volume model.

Moreover, no metallurgical modeling has been pernéat. Although the Lagamine code can be
used to carry out such a model [HAB89], such sitmha require many material parameters and
require additional experimental data. The goal lo$ tstudy goal is to develop a simplified
method to assess the residual stresses.

So only the thermal and the mechanical modelingarenTheir coupling can be strong or weak.
Strong coupling takes the thermal dilation andtfexhanical dissipation into account. At each
increment, the temperature is computed, then thesstand strain fields and finally the
mechanical dissipation. Weak coupling is only sefjaé and mechanical dissipation is
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neglected. A thermal analysis is performed andnib@al thermal history is computed. Then a
mechanical analysis is performed by imposing tleenttal history.

Weak coupling was chosen because the mechanicpai®n in this case is low due to a low
strain rate and the computation is quicker tharsfaong coupling. The coupling strategy adopted
is described in Figure 5-7. This method can usterdiht meshes for the thermal mesh and the
mechanical mesh. Indeed, thermal analysis reqaifése mesh and a long time step as opposed
to mechanical analysis, which requires a coarsshraed a short time step.

Geometry
Thermal Thermal Mechanical Mechanical
Heat Input Properties Mesh Mesh Properties
Temperature
1) Thermal Analysis Field History 2) Mechanical Analysis
T(Xt)

Residual Stress
Field

Figure 5-7: Computation strategy of residual stress

The decoupled approach is not new within the sifiedommunity [ZHAO00; CHA02; CHAO4].
However within the Lagamine team, it had not yeerbémplemented. In their PhD theses,
Habraken [HAB89] and Pascon [PAS03] each used theratallurgical mechanical analysis.
However, they always used identical meshes for mm@chl and thermal analyses.

5.4 Thermal analysis

5.4.1 The heat equations

The temperature field, T, on a volufefollows the classic heat equation, which is detifrem
the Fourier’s Law:

pCp%—I = div(\OT)+r (5.1)

wherep is the volumetric mass, @ the heat capacity, t is the timdeis the conductivity, which
can depend on the direction, and r is the heatsour

There are different kinds of boundary conditionsohtare described by Figure 5-8:
- On T, the system is free and exchanges convective adihtive flux with the
environment;
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— OnTl,, a surface heat flux is imposed,;

— OnT 3, the temperature is imposed.
The above boundary conditions on surfaces olier ,, ' are modeled by the following
equations:

ALT.n+q,+q =0 onl,
ALOT.n+q,=0onl, (5.2)
T=T onl’,

where_ncorresponds to the normal @ orl,, g is the convective flux loss, @ the radiative
flux loss, g is the imposed surface heat flux ahds the imposed temperature.

The convective flux loss can be modeled by
q. = h(T-T,) (5.3)
where h is the convective exchange constant apdsThe room temperature
The radiative flux loss can be modeled by
a, =£0(T4—Te4xt) (5.4)

wheree is the emissivity and is Boltzman’s constant; T must be expressed irarad

Solid Q
T=Text I5: Imposed

A2 temperature

I,: Imposed
heat flux

I",: Convectiveand
radiative exchange

Figure 5-8: Division of the surfaces according tohe flux exchange along the soli@

5.4.2 Heat source modeling

Pavli et al. [PAV69] were the first to propose aadmodel for heat source (see Figure 5-9). The
thermal surface flux exhibits a Gaussian distrimutin the tangent plane to the heat source
location.

d. =9, exd— C?) (5.5)

where @ is the maximum surface flux at the center of tleathsource, C is the concentration
coefficient and r is the distance from the heats®u
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Z 4" So (Xo,Yo,20)

Figure 5-9: Friedman Models of the heat source

To take into account the motion of the heat sourcedman [FRI75] and Krutz and Segerlind
[KRU78] expressed the heat flux in a local coortnsystem (x’, z'). For example, if the heat
source moves along the (X, z) plane along a limallghto the axes,.ethe surface heat fluxggs

expressed as
qS:S_QZex;{——E(X'Z+ 22)} Wlth{x ST (5.6)
c z=z-z+ vt

where Q is the welding heat input, c is the charstic radius of the flux distributiongxand 2
define the initial position of the heat sourceyxla define the position of the flux computation, v
is the velocity of the heat source and t is time.

However, experimental observations show that afssgnt amount of heat flux is transferred by

radiation and convection from the arc directly be tsolid metal without passing through the
molten pool. Therefore, the volumetric flux, qcbemes a hemispherical volume source defined
by

X =X =X,

6J?sQ 3 e
CT[\/F[ p{ (x+y+z)} withy y= y- ¥ (5.7)

Z=z-z+W

Furthermore, the molten pool has a different sHegp® a sphere, which is why Goldak et al.
[GOL84] proposed an ellipsoidal power density disttion:

63 X =X—X,
3Q o { {— +—H withl y= y- y (5.8)
abor\/_ Z=2z-z+wt
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where a, b and c are the semi-axes of the ellipsoide direction, x, y and z, respectively,iy
the initial y position of the heat source.

Then Goldack et al. [GOL84] noticed that after ekpental calculations, the temperature
gradient in front of the heat source is differeoni behind. That's why they proposed combining
two different ellipsoids (see Figure 5-10): ondehind and the other in front of the heat sources.

r 2 2 2]
6\/§Q_ff exp| - XY v 2 0lifzzo0 X =X—X
abg /T & boq’ e O
q= o S ] with{y =y-vy, (5.9)
—ab%r?\/bﬁexp —3{’;—2+VF+%J ifz<0 |zZ=z-z+Wt

where f and f, are the heat fraction in front and behind the Ilseatce, respectively, angdand
C, are the semi axes of the ellipsoid in z directianfront and behind the heat source,
respectively. The energy distribution imposesfttiewing relation: f+f,=2.

2" Sg (%0 Yo2a)

x

Figure 5-10: Double ellipsoid heat source with thpower distribution

In arc welding, the energy input, Q, is defined by:
Q=nVvI (5.10)

where V is the electric tension, | is the elecimiensity and is the welding power efficiency.

5.5Mechanical analysis
The total strain rate,, can be divided up as:

. . .th |, . pt
g=t"+ET e HE" (5.11)

where ge is the elastic strain rateg,Vp is the viscoplastic strain ratgt,his the thermal dilation rate

and gpt is the plastic strain rate due to microstructuiahsformation.
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At the high levels of temperature, the behavioth& solid is elastoviscoplastic. However, the
number of parameters required is more significaahtwith elastoplastic behavior because these
parameters depend on both temperature and sttas ra

No experimental measurement was performed for patemnealibration. Corus provided tensile
data as a function of temperature at a constaainstate. Consequently, the viscoplastic strain

rate is neglected and only the plastic strain r;s&eis taken into account.

Moreover, as no metallurgical modeling was perfatpane assumed that the plastic strain rate
due to transformation is zero.

In conclusion, in this research the division of thil strain rate is:

. .e . . th
g=e"+87+¢

(5.12)
So, the thermal dilation is computed by
Eth =a (T) (T _Text)l (513)

wherea is the dilation coefficient, gk is the ambient temperature anid the unity tensor.
The elastoplastic behavior can be modeled as itidde2.5 by adding the thermal dilation and
considering the mechanical parameters dependethieciemperature.

5.6 The finite element modeling

As it was presented in Section 5.3, two sequerdtahputations were performed with the
Lagamine code. Firstly, the temperature evolutiohie structure was computed by imposing a
heat flux described by Formula (5.9). Then a meidadmanalysis was performed on the structure
by imposing the temperature field computed by tret thermal analysis. Since the meshes were
different in both analyses, the imposed temperattae computed by an interpolation method.
Due to the geometry of the connection and in otddrave a balanced stress field, the analyses
were performed in 3D.

5.6.1 The thermal analysis

The structure was modeled by the thermomechaniedrsolid element BLZ3T [LI97]. The heat
equation was integrated by the THLNS law (i.e. ks conduction with physical parameters
varying according to the temperature). Convectiod mdiative exchange were modeled by the
CORA3 law.

In order to impose a double-ellipsoid Goldack’stresaurce, one computes the “nodal heat force”
to obtain the equivalent volumetric heat flux of I@xk's model. This was computed in a
preprocessor step, at each time increment, byntiegriation of the volumetric heat flux on the
element by a Gauss’ scheme:

NELEM NIP

Q= > Bqde(J) w (5.14)

k=l =1
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where Qis the nodal heat input of node i, NELEM is thenmner of elements linked to node §; B
is the derivative of the interpolation functiongjthe heat flux computed by equation (5.9) at the
interpolation point j of the element,id the Jacobian matrix and; W the interpolation weight.

AVPA
Wi
VANV

¢ :Node
—+ : Interpolation point

+o

N\VARWA

Figure 5-11: Computation of the imposed nodal heat

During the analysis all elements which model thédweetal were present. The advantage of this
is that the weld metal and the base metal wereeptell after the pass of the heat source. The
drawback is some conduction flux appears in welthhpart which should no longer exist.

5.6.2 The temperature transfer

During a remeshing procedure, a transfer methatleotlata defined at the integration points and
the nodes is necessary. In this study’s case, thelynodal temperature was transferred from the
thermal mesh to the mechanical mesh. There arereiff methods for data transfer in the

literature, such as the least square method (aagumtbetween polynomial fit in each mesh or an
extrapolation approach [DYD96; BAR98]). Howeveredlk classic methods would require

significant development work and the computatiometican be high.

That's why Habraken'’s transfer method [HAB89] waed. The interpolated value at node j in
the mechanical mesh is obtained from the averadkeofalue at the surrounding node, k, in the
thermal mesh, weighted by the distance betweensnpdmd k, according to the following
relation:

ZLJ’Q
MifR SR
T = z 1n + Ci P ¢ (5.15)
k Rki RpJ
T, fR< R

where T is the temperature of node j in the mechanicalhm@ee Figure 5-12),Tis the
temperature of node k in the thermal meshisTthe temperature of node p which is the closest
node to node j in the thermal meshy Bnd R; are the distance between nodes k and j and
between the nodes p and j, respectively, n isritexpolation exponent and C is an interpolation
constant chosen by the user.
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_____-Mechanical Mesh e:Mechanicalnode
———————— : Thermal Mesh o:Thermal node

Figure 5-12: Interpolation for temperature transfer

The constant C is used to increase the influencéhefclosest node of the thermal mesh.

According to numerical experiments, its defaultueais 5. The interpolation exponent n helps to

refine the interpolation. Even values of this exgrangive best result than odd values. However,

if the exponent is too high, some temperature gradiin the mechanical mesh can appear in the
constant temperature zone for by the thermal meshwas chosen in this thesis.

In the interpolation of Equation (5.15), only nodewhich have a distancegjRess than Rvere
taken into account as described by Figure 5-1% Befined by the following choice:
R, =0.3D (5.16)

where D is the diagonal length of the rectanglagaoimg the structure (see Figure 5-13).
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Ymax

Ymin

X

Xmin Xmax
Figure 5-13: Computation of the diagonal of the reangle which contains the structureQ

If the distance between the closest node p anaéhenode j is less than a radiug, Ren the
temperature of the node j becomes equal to thedashype of the node p..ks defined in this the
following simulation by:

R, =0.001D (5.17)

5.6.3 The birth technique

The birth technique simulates the weld metal sugpyy activating and deactivating some
elements at defined steps. This procedure waseapplily for the mechanical analysis. At the
beginning all elements modeling the added weld mexssted but were deactivated. The
deactivation resulted from a null stress field andal force. The birth technique is described in
Figure 5-14 and Figure 5-15.

Physically speaking, in the blue zone, the weldaings not been laid yet or is in a melted state;
therefore, the stresses are null. In the red zbieelaid weld metal begins solidifying and having
stiffness to generate stresses. Numerically spgakinblue zone the temperature can increase
and in the red zone the temperature drops. Thie tachnique dictates that the mechanical stress
be computed only in the zone where the temperataceeases. Indeed, a temperature increase
causes a decrease in stiffness and affects theegance.

The nodes in the inactive elements (in blue) haticsal stiffness provided by STIFF elements
to avoid numerical problems. The STIFF is a oneettisional element which can model a spring
or impose stiffness. The imposed value is 0.1 N'm#As soon as all the elements are in the
double ellipsoid and behind the heat source, teameht is activated and the STIFF element is
turned off.
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Heat source
center

Base Metal
F, 050
Solid weld
/ element
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element element

Figure 5-14: Birth technique method (top view)

Weld metql
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Figure 5-15: Birth technique method in two passes

5.6.4 The mechanical analysis

The structure was modeled by the thermomechanicakednsolid element BLZ3T. The
mechanical behavior was modeled by the elastoplasinstitutive law, ARB3C. The ARB3C
uses the same model as the ARB law described imo8et5.3 with dilation and the dependence
on temperature for the parameters. However, this d&d not exist for three- dimensional
analyses; therefore, the ARB3C law was implemedtegthg this research.

5.7 Modeling of beam-to-column connection welding

5.7.1 Welding description

In the VERAPS connection (see Chapter 6), the yaids were between the beam flange and
the column flange. In case of moment resisting &atonnections, only applicable welding
techniques are outside on site. Also, the relatiliglited access for the welding rods and the arc
to reach into the gap between beam and columrastar. Only the welding of these joints was
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modeled thought there are other weld joints betwbershear panel and the beam web and the
column flange, but no cracks or damage was noiitedese zones, so these welding processes
were not simulated.

The weld connections were manufactured using aeramigconsumables to cover the full
toughness range provided by three types of prosesse

— Manual arc welding,

— Tubular cored metal arc welding with active gagghi

— Metal arc welding without gas shield.

The beam flange and the beam webs were prepareddauy to the details given in [BANO7]
and Figure 5-17. The column was positioned permerali to the ground, as shown in Figure
5-16, and maintained by two metallic bars. Thenk&am end is bolted to the shear tab with low
strength bolts that were not pre-stressed. Ceramimetallic baking tabs were used. After
welding, the backing bars were removed and anyodiswuities in the root pass were removed
by back gouging and back welding and an additiéiiat weld with a minimum leg size of 6
mm was welded on the root side (see Figure 5-19).

a general b. Ceramuc backing bar c. Run-off tabs

Figure 5-16: View of the fabrication of connectiorN°5 [BANO7]

The number of passes varied from 10 to 31 depenginflange thickness and heat input. An
example is given in Figure 5-8 for specimen 5. Pating the connection reduces the risk of
hydrogen-induced cracks; therefore, the connectias preheated by a flame between 20 to
40°C.
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Figure 5-18: Pass description of the welding for ta VERAPS n°5 connection from [BANO7]

Figure 5-19: Welding of VERAPS connection

Although 8 connections were fabricated (see Sedi8til), only the welding of connection n°5
was modeled due to the computation time. The aeetega of the heat source given by the
University of Karlsruhe are provided in the tabéddw.
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Table 5-1: Welding heat source data

?kl\;\ll) (m% s‘l) Pass Numbef
5.4 3.3 18

5.7.2 The residual stress measurement

The measurement of residual stresses was carrtdayd®Q on the beam-to-column weld using
the Barkhausen’s noise technique [BANO7] (see Eidgu20). In each recorded point, the stress
components both in longitudinal and transversaddions of the flange were measured. These
points were aligned in the profile flange at sedddbcations from 10 mm to 250 mm away from
the weld. From 10 to 100 mm the points were sépdray 10 mm and from 100 to 250 mm and
they were separated by 25 mm. Direct measuremenhenvelds was impossible due to their
surface irregularities.

Barkhausen’s noise technique does not allow forracdmeasurement of stress. The method
requires a calibration for a given material in ortteestablish the correlation of some magnetic
parameters with present stress field. Small baysuta200 mm x 40 mm x 10 mm thick, were
machined from the column and beam. The bars wdnaisted to known tensile and compression
loads, and the magnetic field was measured. Thelation between the stress and the magnetic
field was established in order to convert the mégneld measured in the connection into
residual stresses. The measurements are giveguneFs-21and Figure 5-22.
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Figure 5-20: Position of residual stress measuremen
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Figure 5-21: Longitudinal stress measurements
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Figure 5-22: Transversal stress measurement

5.7.3 The material parameters

The material parameters were provided by Corus, mieasured them with using a Gleeble
thermomechanical simulator and a dilatometer, winicludes the phase transformation effect on
S275 grade steel [WENO3]. They provided the flovest as a function of the strain and the
temperature. To model the flow behavior of the bastal and weld metal studied, a correction
was carried out in order to obtain the yield stresssured at 20°C by
Oyem (200Q)
0,,,5(20°C)
O, (20°C)
0,,:5(20°C)

O-BM (T) = O-275 (T)
(5.18)

Owm (T) =075 (T)

where ogm, Owm, and oz7s are the uniaxial stress values for base metald wadtal and 275
grades respectivelgysv, Oywwm, andoy,zs are the initial yield stresses for base metaldveétal
and 275 grades respectively and T is the temperalure values of the yield stresses at 20°C
were defined in Section 2.5.4. The flow stress &mation of strain and temperature is listed in
Table 5-2 to Table 5-3 and illustrated by Figurg®and Figure 5-24.

Young’s Modulus and the dilation as a function o temperature come from the 275 grade as
well. The thermal parameters, such as specific laemt conductivity, were identified on
316LNSPH steel grade. These thermomechanical p&esnare listed in Table 5-4 and
illustrated by Figure 5-25 to Figure 5-28.
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Table 5-2: Flow stress as a function of strain anttmperature for the base Metal

Stress (MPa)

Strain Temperawre('CY 55 | 100 | 200| 300| 400 s0d 600 70  sdo 0 1000 110000 131400
0.0014 365| 346| 356 414 403 350 264 189 87 46 B8 3269 63
0.04626 419| 385 390 459 441 390 211 146 96 59 b7 3872 64
0.09112 473 | 424 425| 494 479 420 218 163 105 |3 56 4 |4 74 | 65
0.13598 512 | 458 445 521 506 454 289 159 110 85 63 0 |5 76 66
0.18084 541| 481 465 53§ 531 47p 294 160 115 D4 68 5 |5 76 65
0.2257 561 | 498| 484| 547 55 484 296 161 119 99 72 5977 64
0.27056 576 | 514| 497 55§ 560 491 299 163  1p2 102 (7462 75 63
0.31542 591 | 527| s500| 560 571 498 301 163 13 106  |7864 | 73 61
0.36028 603| 537| 521| 561 58 507 304 165 el 109 [8565 69 58
0.40514 616| 545| 528 562 601 510 302 167 119 107  [8766 67 55
0.45 613 | 544| 535| 561 604 511 305 162 119 106 87 6764 | 54

700

600 —

500 ? - —

/ —20°C
&6400 —100°C
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© 300 ——800°C
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100
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Figure 5-23: Stress-plastic strain curve as a funitin of temperature for the base metal
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Table 5-3: Flow stress as a function of strain antemperature for the weld metal

Stress (MPa)

Strain Temperature"C) 5 | 100 | 200| 300| 400 504 600 7Op 8do 900 1000 110000121300 | 1400
0.0014 569 | 578| 514| 564 542 522 470 3%2 282 171 13870 73 65 53
0.06126 674| 642| 589 629 614 559 494 371 250 195 1585 85 74 57
0.12112 761| 696| 655 68§ 679 594 514 383 266 219 1699 97 83 61
0.18098 796 | 726| 690 7271 71f 624 548 389 277 428 17814 | 105| 82 63
0.24084 817| 746| 714 744 741 628 530 394 278 235 17825 | 108 | 80 62
0.3007 831| 753 730 768 744 631 532 393 272 232 17429 | 104 | 76 58
0.36056 834| 755| 731 774 747 641 545 403 265 428 16131 | 102 | 69 56
0.42042 829| 758| 742 784 747 642 542 398 264 421 16426 | 103 | 67 54
0.48028 82| 760| 744 784 747 635 530 395 256 2417 15119 | 100 | 65 51
0.54014 821 | 761| 744 791 748 624 535 387 248 210 15114 | 96 68 49
0.6 817 | 759| 743| 802 75 624 534 34 242  2p2 153 11192 68 47

900
800} /
700t / L
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—20°C
T 500 —100°C
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//_ \\\—
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Figure 5-24: Stress-plastic strain curve as a funiin of temperature for the weld metal
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Table 5-4: Thermo elastic parameters as a functioaf temperature

Temperature Specific Heat Conductivity Young's Modulus Dilation
(°C) (I.kgt.KY) (J.mtstk? (GPa) (x10°)
20 600.73 47.52 200.00 1.13
50 640.78 46.57 198.00 1.13
100 674.15 45.15 179.00 1.13
150 707.53 44.20 180.00 1.18
200 760.93 41.35 178.00 1.27
300 814.32 38.50 176.50 1.33
400 894.42 35.17 175.00 1.37
500 921.12 21.86 153.00 1.38
600 947.82 21.86 100.00 1.39
700 947.82 21.86 8.50 1.28
800 947.82 21.86 9.60 1.24
900 947.82 21.86 2.80 1.35
1000 947.82 21.86 1.00 1.41
1100 947.82 21.86 3.00 1.45
1200 947.82 21.86 4.20 1.49
1300 947.82 21.86 3.90 1.52
1500 600.73 47.52 200.00 1.13
155
15} /
1.45
/
£135 // /\\
bad
= 13

1.25 /

AV

1.2r

500 1000
Temperature (°C)
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Figure 5-25: Thermal dilatation as a function of tenperature
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Figure 5-26: Specific heat as a function of tempetare
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Figure 5-27: Young Modulus as a function of temperare
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Figure 5-28: Conductivity as a function of temperatire

The radiative exchange was taken into account éencitnvection coefficient. The convection
coefficient at room temperature are defined tobE5W.m>. It was assumed to be constant as no
other data were available angF20°C as in [GERO05].

5.74 FEM modeling description

Due to the tremendous geometry of the connectiahtla® computation time of the 3D welding
simulation, only a part of the connection was medelOne assumes that the welding on one
beam flange does not generate residual stressteearther beam flange. Therefore, only a part
of the welding between beam and column flangesm@deled. It was then checked on different
geometries. The lengths were sufficiently long ¢ocbnsidered infinite and provided a stationary
solution. The thicknesses of the beam and the aolflanges remained identical to those of
VERAPS ones.

Figure 5-29 shows the mesh and the dimensionseddithplified model used. The thermal mesh
contained about 7700 nodes and 9000 elements. €hkamnical mesh contained 6500 nodes and
7300 elements. All nodes of the beam and colums evete fixed. The meshes were generated
with the 3D mesh generator developed during tresaech (see Section 6.3.1).

Due to the computation time, it was decided to rhamdy two passes. The parameters of
Goldack’s heat source model are in Table 5-5. Tdlees of f and f were obtained from the
Goldack’s paper [GOL84]. The ratig/c; is 2 as advised in Goldack’s paper. The powertaad
heat source velocity were taken from Table 5-1. itleal values of a and b are the dimensions of
the passes. These values were increased in orderdel two passes.
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Table 5-5: Heat source parameters

3.3

0.6

fi

1.4

Cp

(mm)

20

(mm)

10

b
(mm)

a
(mm)

14

nul
(kW)

5.5

Base Metal

Weld Metal

ague{ uwn|o)

)

Figure 5-29 Description of bean-to-column flange finite element modelin
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5.7.5 Results and discussion

C.0,, in the mid-width d. von Mises’ stress,,

Figure 5-30: Contour plot of the residual stress aalysis

The computation was quite-time consuming. Indeteéguired 10 days for only two passes. This
limitation explains the author’s interest in itévatmethods presented in Appendix 1. Figure 5-30
shows the contour plot of the residual stress comapts. The equivalent von Mises’ stress was
close to the yielding stress near the path of #a Bource. However, the residual stresses seemed
to be too concentrated and no stress propagatdteinolumn flange as expected. Figure 5-31
and Figure 5-32 show the comparison of the resaftsthe FEM computation and the
experimental measurements on the beam flange’sacurfThe position where x is null
corresponds to the interface between the beamdilamg the welding. The FEM computation
provided an equivalent amount of stress but did sumiceed in modelling some compression
zones in the longitudinal direction. Furthermote humber of passes modeled seems too low
and the boundary conditions were probably not wedpted in comparison with the reality of the
welding process.
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Figure 5-31: Comparison of the longitudinal residuéstress between the measurement and simulation thfe surface of the
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Figure 5-32: Comparison of the transversal residuastress between the measurement and simulation dfe surface of the
beam

5.8 Conclusions

The simulation of the welding process by finiteneémts presents a number of difficulties. In fact
the computation time was significant because oflahge dimensions of the flange and the high
number of passes. The sequential computation, ittie technique and the use of two different
meshes for the thermal and mechanical modeling maubssible to drop this computation time.
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Simplified modeling of the welding of a beam flange a column flange was carried out. First,
two passes were modeled instead of 18 passes agperimental testing. The simulated
structures presented a level of residual stressivalgat to that in the experimental
measurements. However the residual stress gradigenbt correspond to the experimental one.

More work would have been necessary to further ldpvihis method but (as in all research) the
time short out and the author chose to focus H@tein applying the damage model, rather than
reaching a more representative three-dimensiosalual stress field.

The first idea was to look at a two-dimensional idations to model all the passes, adjust the
parameters of the heat source and see if one cdifyntbe parameters to model fewer passes
with equivalent energy and predict residual stresgben it should be possible to perform three-
dimensional modeling with sufficient passes.

The analytical methods or normative approachesod@rovide well-balanced three- dimensional
residual stresses. Starting with a strongly unlzadrstress field at the initial step did not result
in convergence, so the final damage simulationg\werformed without residual stresses.

Finally the fatigue damage was not coupled withdtress analysis to avoid singularities in the
stiffness matrix of the finite element analysis.wéwer, the fatigue damage was then coupled
with crack propagation in the cohesive zone maosk Chapter 4.3)
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Chapter 6. Beam-to-column connection simulations Introduction

6.1 Introduction

This chapter discusses the final step of this rebestudy. Its aim is to model the crack’s onset
and propagation in the large scale cyclic loadiesist of a heavy steel weld beam-to-column
connection performed at the University of Karlsruhe

This chapter begins with the definition of a momesisting frame and the philosophy behind its
design. Then the VERAPS connections studied asepted.

Furthermore as the connections simulated had diffegeometries and types of components a
module was developed to generate the 3D mesh oVERAPS beam-to-column connections.
This module is described in this chapter.

Finally, this chapter presents the simulationsheflarge scale tests performed with the Lagamine
code. Firstly, some simulations of different spemi®m without damage were performed to
validate the 3D mesh and the global predicted foften, modeling was carried out with only
fatigue damage to identify the path of potentialc&s for one connection. Finally, a model with
the cohesive zone model coupled with fatigue damegeperformed. All the numerical analyses
have been compared with experimental measuremedtstaservations.

6.2 Presentation of the VERAPS connections

6.2.1 Introduction

6.2.1.1 The moment resisting frame (MRF)

An earthquake is a tremor of the ground causeddiydden movement in the earth’s crust. Some
earthquakes cause slight tremors and others ddstiitiings by sideways forces. That's why it
IS important to design buildings in order to widnsll earthquakes in seismic zones. Such a
building can be modeled by its frame, which is cosgal of beams and columns (see Figure 6-1).

% Beams

/ ™~

suwn|o)

Ground
ANN NN NNNNRNNNNY

Figure 6-1: Building frame

To avoid irreversible damage, several structuratesys have been developed to withstand the
sideway forces (see Figure 6-2) described below.
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— Brace frame: trussing is used to withstand sidewasees in buildings. Trussing, or
triangulation, is formed by inserting diagonal sttwal members into rectangular
areas of a structural frame. It helps to stabilieeframe against sideways forces from
earthquakes and strong winds.

— Shear wall: a vertical wall that is used to stiffitxe structural frames of buildings.
They help frames to withstand sideways earthquaice$.

- Moment resisting frame: the joints, or connectidmstween columns and beams are
designed to be rigid (i.e. the angle between tlaband column end tends to remain
constant); therefore the structural members aregyued to be strong. They can be
manufactured with steel or concrete.

Brace frame

Wall

Shear wall

ANNNNNN

Momentresisting frame

Figure 6-2: Solutions of structural systems to withtand to earthquakes

6.2.1.2 The connection ductility of a steel MRF

For a steel moment resisting frame, the dissipatbrseismic energy input which plays a
fundamental role. This dissipation is dependenthenframe’s ductility, which is the ability of
the structure to undergo large plastic deformatigitisout losing strength.

The recent earthquakes in Northridge (1994) andeK@d995) have seriously compromised this
idyllic image of steel as a perfect material foissec areas. In these quakes, some brittle
fractures appeared in the welded beam-to-columnexdion. Aiming to fill these gaps, the world
of civil structural research [MAH98] is moving tavg designers constructional rules that will
make it possible to design high-ductility structine seismic areas.

In fact, the connection’s ductility depends on @flthe component behavior. Their inelastic
deformations correspond to plastic hinges at laedlipositions. The ductility of the structure is
linked to the rotational capacity of these plakimmges. The design philosophy must bear in mind
that the inelastic deformations can occur in onemmre of the three components of the

143



Chapter 6. Beam-to-column connection simulations reséntation of the VERAPS connections

connection: the beam end, column end or panel Zdmebest solution is for the plastic hinge to
develop at the beam end.

Connection

Figure 6-3: Components of a frame connection

There are two kinds of beam-to-column connectiowslded connection and bolted connection.
In the VERAPS project only welded connections argdied. For a welded connection, its
ductility is linked to the strength of the sheafadmation in the panel, panel crushing or weld
fracture [GIO02] (see Figure 6-4). Of these, thissis focused on modeling the weld fracture.
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Sound connection Panel buckling Panel crushing Weld fracture

J l : |
>
= '
.

Figure 6-4: Weld connection failure

6.2.2 The connection description

Eight large-scale tests were performed with a 6BOG@HKternating load test frame at the
University of Karlsruhe. The frame was oriented &oclassic compression-tension test, which
gives in the specimen geometry presented in FigtfeEach test sample was subjected to cyclic
loading with step-wise deformation cycles incregsup to failure according to the loading
procedure of FEMA 350.
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Cohomm web

(30° for test 2)

Figure 6-5: Test specimen (from [BANO7])

6.2.2.1 The bars

Beams and columns were | sections. The dimensibbsams and columns are defined in Figure
6-6 and Table 6-1. All beams, columns and plate®\885 JO and J2 grades steel according to
the EN10025-2 standard [EN102]. The exact commysitian be found in [BANO7]. Varying
these dimensions made it possible to test differatds between plastic joint moment,;NMnd
beam plastic moment range,Msee last column of Table 6-1).
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Section depth

D
B: Section width
T

Flange thickness

v-r$ Web

t:  Web thickness

Figure 6-6: Cross section description

Table 6-1: Cross section dimensions

Test Beam Column
Number D B T t D B T t Mpi/M o
(mm) | (mm) | (mm) | (mm) | (mm) | (mm) | (mm) | (mm)

1 926.6 418.5 32 19.4 514 437 97 60.5 1
2 840.7 292.4 21.7 14.7 514 437 97 60)5 2.25
3 926.6 418.5 32 19.4 498 432 88.9 55/6 0.88
4 918.4 305.5 27.9 17.3 465 421 72.8B 45 1.01
5 926.6 307.7 32 19.5 474.6 424 77 4716 0.91
6 918.4 305.5 27.9 17.3 474.6 424 77 4716 1.34
7 926.6 307.7 32 19.5 474.6 424 77 4716 1.19
8 926.6 307.7 32 19.5 474.6 424 77 4716 1.21

6.2.2.2 The stiffeners
Two types of stiffeners of the column panel werenafactured (see Figure 6-7):
- 30-mm-thick transverse stiffeners acting as coityrnpiates for the beam flanges but
bringing no increase in the shear resistance gbdmel zone.
- 40-mm-thick extended doubler plates placed partdlehe column web. They acted
as stiffeners and as continuity plates and theyeased the shear resistance of the
panel zone significantly.
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Figure 6-7: Details of the connections from [BANO7]
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6.2.2.3 Connection details

In all specimens, the beam flanges were weldedhéocblumn flanges with butt welds. The
flange butt welds transmitted the full plastic mermef the section area of the beam flange. For
specimens 1, 5, 6 and 7, the beam web was boltedhear tab which was welded to the column
flange. In specimens 2, 3, 4 and 8 the shear tabwedded and bolted to the beam web. The
bolts and the welding of the shear tab are showigare 6-8. The shear tab is welded to the
column flange (see Figure 6-7) for all specimenise Dolted shear tab transmitted the plastic
moment of the beam web and the corresponding shear.
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Figure 6-8 Connection Detail with a) bolted shear tab and byvelded and bolted shear tab fron[BANO7]

Table 6-2: Joint design description

SpecimerNumbe | Type of reinforcement Shear tab connecti

1 Transverse stiffeners Bolted

2 Doubler plate Welded +Bolte
3 Transverse stiffener§  Welded +Bolte
4 Transverse stiffeners  Welded +Bolte
5 Transverse stiffeners Bolted

6 Doubler plate Bolted

7 Doubler plate Bolted

8 Doubler plate Welded +Bolte
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6.2.2.4 The welding
Regarding the welding, the VERAPS connections weranufactured using a range of
consumables to cover the full toughness rangethiegevith three different types of processes:
- MMAW: manual metal arc welding,
- TCMAWAGS: tubular cored metal arc welding with aetigas shield,
- MAWWOGS: metal arc welding without gas shield.
The welding parameters of these processes are suzechan Table 6-3 below.

Near the weld butt, a hole was machined on the beain to allow access for the welding
process (see Figure 6-7). The dimensions of thel veelcess holes complied with FEMA
requirements.

Some characteristic flaws, such as a lack of fysiere artificially added during the welding
process. During the welding process of the beangéao the column flange, a backing bar in
steel or ceramic was installed below the butt weldupport the welding at the beginning. It was
removed at the end of the welding process.
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reséntation of the VERAPS connections

Table 6-3: Welding parameters

Heat Electrode
Specimen| Consumable EN Welding Pre-heat| Nr of diameter
Number Designation process (°C) passes Inputl (mm) Comment
(kJ.mni%)
1 440G425MG3Sil] TCMAWAGS 20-40 17 1.6 1.2
2 440G425MG3Sil] TCMAWAGS 20-40 10 15 1.2
3 EN758T42 MAWWOGS 70-120 21 1.6 2.0 No gas shield
4 499E380RR12 MMAW 70-120 31 1.0 2.5-4
5 499E424B73H5 MMAW 40 18 1.9 3.2-5 Lack of fusion
without active gas
6 758T352YN2 MAWWOGS 20-40 10 1.7 1.6 shield
weld flaw
7 499E42B73H5 MMAW 20-40 12 2.3 3.2-5 High heatunp
Without active gas
8 758T424NiYNL | MAWWOGS|  20-40 10 2.3 2040 . Shield
Ni consumables
weld flaw

6.2.3 The test procedure

Loading protocols used in the tests performed al&ed to the behavior of a structure which
undergoes an earthquake. The aim was to checkutttdityf required in cyclic plastic conditions.

Of course, in reality this ductile behavior depemasthe earthquakes which are presumably
represented and the protocol should in principleeteged to the seismicity of the zone, since the
duration of an earthquake is proportional to itsgmaude. However, such a loading would be
very difficult to apply. The protocols are rathebit&rarily defined as far as the number of cycles
at a given level of deformation is concerned.

FEMA 350 [FEMOO] gives criteria for the seismic &aion of a moment-resisting steel frame.
Different prequalifications for connection types agiven as well as parametric limitations on
their applicability. For connections outside theplagability of the prequalification, a test

procedure has been defined.
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In FEMA 350 [FEMOO] and AISC 2002 [AIS02] procedsrer a moment-resisting frame, the
loading sequence for beam-to-column connectiomxmicit. Rotations expressed in radians are
imposed. The rotatio®, is defined by Equation (6.1) and Figure 6-9.
_Au

Lb

0 (6.1)

whereAu is the vertical displacement of the beam endlLarnd the beam cantilever’s length.

Undeformed centerline
; of beam
S . L] n I—I—I—HI—I

Beam mid-span e

Au

Column span mid-height to mid-height of storey

Figure 6-9: Definition of connection rotation from FEMA 350 [FEMOO]

The protocol imposes the number and the amplitdidgaic rotations defined in Table 6-4 until
macrocracks are observed. If no macrocracks agftearthe total number of cycles, the rotation
amplitude is incremented by 0.01 radians, with tycles of loading at each rotation level.
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Table 6-4: Cyclic rotation imposed on the connectimaccording to FEMA 350

Step Number of cycles Rotatlo(?a?j;nplltude

1 6 0.00375

2 6 0.00500

3 6 0.00750

4 4 0.010

5 2 0.015

6 2 0.020

7 2 0.30

Figure 6-5 shows the test configuration for theo8reections in the VERAPS project. In contrast
to various tests performed in FEMA 289 [FEM97], theam section was not only subjected to
shear forces but also axial forces. Therefore VE®ARam cantilever was shorter than FEMA'’s
and the rotation amplitude was modified in suchay that the first two steps were in the elastic
loading range.

The experimental device imposed a cyclic displacgmdnich caused a reaction moment in the
beam section. The beam’s elastic limit momengs, Mas computed before each cyclic test. In a
static elastic load step 0, the connection wasddaap to 70% of the elastic limit loade, F
determined by:

_ Mbe

" L,sinp ©2

where the angle, is defined in Figure 6-5. Then, the connection wesased. The machine
force, F, was measured as a function of the impossthine displacemeriy (see Figure 6-10).

The stiffness, K was identified by the tangent of the force disptaent curve:

F
Ke=— 6.3
= g (6.3)
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Figure 6-10: Identification of K, for the specimen 1

Thus the elastic limit displacement)., was found by:

Au, =—= (6.4)

Consequently, in load step 1, the specimen wastbadth the amplitude ranging between 62%
and 74% ofAu.. For the subsequent step, the displacement’s ardplivas defined according to
the rotationd, in the FEMA 350 [FEMO0O] scheme. The steps wepeated until components in
the connection failed or a load decrease of at [H286 was observed.

During the test, the displacement was imposed hedrtachine’s force was measured. For this
purpose, some actuator and strain gauges werdeaadsta the connection.

6.2.4 Testresults

Table 6-5 describes the different type of crackseoked in the connections after testing. The
other aspects of the results have been summanZ&ANO07].
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Table 6-5: Results of VERAPS experiments

Specimen Number Failure description
1 Tearing of beam web cut out
2 Beam flange buckling and shear tab weld cracking
3 Weld cracking of in bottom flange; fracture framb-surface weld flaw
4 Lamellar tear in column HAZ; flange weld fractubeittle ‘divot’ type in column HAZ
5 Weld fracture
6 From weld toe in top flange, high deformatiorbéam flange; ductile tearing from access hole
7 Ductile tearing from access hole; no fracturéld or weld metal
8 Crack from shear tab-column flange weld; no feaagld cracking found

6.3 FEM simulations

6.3.1 Mesh Generator

For this project a 3D mesh generator was develoetted the geometry of each component
was rather complex (e.g. web access hole or shdaweld). In addition, each specimen had
different dimension and different type of reinfament (e.g. transverse stiffeners or a doubler
plate). Therefore, meshing all specimens involvedeat deal of work. The decision was made to
develop a module based on the dimensions andiffemst type as data which could generate all
meshes. Consequently, the meshing work was pertbamky once.

6.3.1.1 Characteristics

A three-dimensional structured mesh generator fagamine code was developed, using the
language FORTRAN 95. The structure under investgaivas divided into blocks and areas.

The blocks were defined by 8 nodes and the areak bye subdivision was defined in a local

triad (g, g, &). The mesh nodes were generated by interpolatbrnden the nodes defining the

block. Different kinds of blocks could be meshasl follow:
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— the simple block,
— the transition block,
— the simple area,
— the transition area.

The simple block (see Figure 6-11) is a hexaheol@k composed of Nx Ny x N, elements
where N is the number of hexahedral elements in_thdiection, N is the number of elements
in the_g direction and BNis the number of elements in thed@ection.

2 2 2
1l
w o o

Figure 6-11 Simple bloc

The transition block (see Figure 6-13) allows thesito be refined in one direction. It uses the
method to pass from one to three element subdinsgjsee Figure 6-12):
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Figure 6-12: Methods to pass from one to three eleent subdivisions

Figure 6-13: Transition block to be finer in the g direction

The simple area (see Figure 6-14) is a quadrilbéeea composed of & N, blocks.

N,=6 N,=5

4

Figure 6-14: Simple area

The transition area (see Figure 6-15) is quadrahi@rea that makes it possible to refine a mesh
in one direction. Like the transition block, it ssiae methods to pass from one to three element
subdivisions (see Figure 6-12):
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Figure 6-15: Transition block to be finer in the g direction

Once all blocks have been defined, the module géeeithe nodes and elements in each block.
The nodes with the same positions are merged aintegace between 2 adjacent blocks. A
group of blocks can be generated by axial symmitsn defined blocks. For example, the

blocks can be defined for a fourth of a beam. Thdes and elements of the three fourth
remaining fourth parts are generated by symmetti e nodes and elements of the defined
quarter.

The definition of the mesh is set in a data filex(3h). Then, the program generates a data file
(*.lag) which is to be used in the compilation I tLagamine pre-processor, PREPRO, so that
one can see the mesh with the Lagamine postpracd38&FIN. It also generates a file (*.leq)
where the positions of the nodes and the conngctiable are defined; therefore, it can be used
to generate a complete data file for Lagamine atlear FEM code with another program (e. g.
Matlab or Fortran) to define the constitutive lamtlee boundary conditions, for example.

6.3.1.2 Adaptation to the VERAPS connection

A numerical module allows a *.msh file to be gemedacontaining the needed data to generate a
mesh for a T weld beam-to-column connection. Thia dd this module is made up of the
dimension of the beam and the column (see Figu@k 6-

Then one enters the type of reinforcement, as pteden 6.2.2.2:
— transverse stiffeners,
— doublers plates.

Thus the meshes generated of the connections snsthdy were composed of approximately
13000 nodes and 8500 elements. The elements ateameal solid 8-nodes BWD3D [LI97] of
mixed type available in the Lagamine code. Figuf6Gnd Figure 6-17 present the meshes of
test 5 with transverse stiffeners and test 6 witimgproved doubler.

159



Chapter 6. Beam-to-column connection simulations FEM simulations

Figure 6-16: Mesh of two beam-to-column connectiantested by Karlsruhe
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Figure 6-17: Mesh of the connection around the weidg

A plate was added to the end of the beam to stiffesnd avoid yielding due to imposed
displacement. The beam support was equivalentrédiag bearing whereas the column support
was equivalent to a hinge. Displacements are inthbosethree node lines close to the centre of
the web at the end of the beam. Therefore, theioatavas free and no physical plasticity was
allowed at this point. The boundary conditions@escribed in Figure 6-18.
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X
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beam and column are fixed in z direction

Figure 6-18: Boundary condition of the connection radeling

The constitutive laws for each material were calibd (see Chapter 2.5.4). As a result, the
constitutive laws used were different for the flasagthe web and the welding (see Figure 6-19).
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: Web Base Metal

Figure 6-19: Position of the different sets of harening coefficient

The mesh did not model the bolts of the shearltedtead, the connection between the shear tab
and the beam web was complete because the nodesneeged at the interface between the two

components. The weld metal material of the shaatd-column flange and the beam flange-to-

column flange connections were modeled.

6.3.2 Simulations without damage

The aim of this modeling was to validate the mduepredicting the mechanical behavior of the
connection before damage phenomena. Moreover, Cagsired the longitudinal stresses
through the beam flange, welding metal and colutange for different rotationd), for three
connections with different levels of plastic momeatios, as these results served as input data for
the RAP analysis.

6.3.2.1 Staticloading

Only static displacement was imposed up to a hegkllof rotation. During these simulations, no
damage neither crack propagation was modeled amdeidual stresses were not taken into
account in the initial state.

Connections n°1, n°5 and n°6 were modeled unddicstanditions. The data regarding
dimensions, reinforcement and connections are suin@dhain Table 6-1 and Table 6-2 (see
6.2.2.1 and 6.2.2.3).

Figure 6-20 to Figure 6-22 show the beam end’'s nmbnzs a function of the imposed
displacement predicted by the FEM analysis, medsdueing step 0 (see 6.2.3) for the different
specimens. As can be seen, the elastic stiffnetiseofonnection assessed by FEM analysis or
experimentally measured were equivalent. A sinolaservation can be made for connections 5
and 6.
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FEM simulations
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Figure 6-20: Beam end moment vs. imposed displacenteurve for specimen 1
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Figure 6-21: Beam end moment vs. imposed displacenteurve for specimen 5
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Figure 6-22: Beam end moment vs. imposed displacenteurve for specimen 6

Figure 6-23, Figure 6-24 and Figure 6-25 show thess fields in the longitudinal direction of
the beamgyy, in the longitudinal directiongyy, of the column, and the equivalent von Mises’,
Oeq When the imposed displacement was equal to 100fanmonnection 1. It was verified that
on the one hand, the beam’s upper flange was urdsion and the beam’s lower flange was
under compression; on the other hand, the leftanls flange was in compression and the right
column’s flange was under tension.
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Figure 6-23: Longitudinal stress in the beam for spcimen 1 (100 mm displacement)
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Figure 6-24: Longitudinal stress in the column forspecimen 1 (100 mm displacement)
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Figure 6-25: Equivalent von Mises Stress for speciem 1 (100 mm displacement)

6.3.2.2 Cyclicloading

Table 6-6 summarizes the loading step of conne@idrfor the cyclic loading, only specimen 3

was modeled. However, the bolts which joined thenib@and column and the loading devices slid
during the experiments. The University of Karlsrytnevided the imposed displacement for each
cycle by taking into account this sliding. Thesgpiicements were then imposed.

Table 6-6: Loading definition of the connection 3

Step Number of cycles Displacement amplitude
(mm)
1 6 17.6
2 6 24
3 6 35
4 4 47.0
5 1 70.6

Figure 6-26 illustrates the comparison of the beard’'s moment rotation curve between the
FEM analysis and the experimental measurements.didtertion on the experimental curve is
due to the sliding of the bolts. Firstly, it can mated that the elastic stiffness of the FEM curve
was equivalent to the experimental one for stepadl2. Then a plastic zone appears during step
3. The maximum beam end’'s moment was higher thareperimental one but the hysteresis
areas were equivalents. For steps 4 and 5, theimiaxibeam end’s moment was weaker than the
previous step, though the maximum rotation incrédse the experimental curve. This must
have been due to internal damage. Indeed, the FEWss without damage does not model the
modified behavior. At the end of the simulatione ttheformed shape presented buckling at the
beam end (see Figure 6-27).
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Figure 6-27: Buckling observation at the end of sfe5 (specimen 3)

6.3.3 Cyclicloading with fatigue damage

The aim of this modeling was to assess the amdudémage due to cyclic loading. The model
used was the fatigue continuum damage model of lteer@nd Chaboche (see Chapter 3.5). The
model was not coupled with the mechanical aspettiththe fatigue damage did not affect the
mechanical behavior. Consequently, one can sebighest damaged zone on the connection to
identify the potential crack path but no modificatiin the predicted stresses and forces. The
parameters of the fatigue continuum damage moded eedibrated (see Chapter 3.7) for the base

metal in the webs and flanges and for the weld imeta

The first zones where fatigue damage began ateeafot of the flange weld metal and near the
weld access holes. Indeed, the damage increaskd and of step 1 (see Figure 6-28 and Figure

6-29).

In terms of the weld access hole, the mesh doeseswh to be optimal. The solid elements were
too elongated in one direction and the proportiofisthe element’'s dimensions were not

respected. The damage followed one direction babuld be due to the shape of the element.
However, many cracks appeared in this zone for sggeeimens (6 and 7) but not for specimen

3 (see Table 6-5).
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Figure 6-28: Fatigue damage at the end of the stepin the weld access hole

Regarding the beam end flange, the damage initiatetl was concentrated at the interface
between the weld metal and the column flange. ¢t this type of behavior occurred when the
moment was as its highest as was the longitudineés In addition, it was the zone where the
macrocrack appeared. In the weld flange, the danrageased in the beam flange near the
interface between the base metal and the weld metal
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Figure 6-29: Evolution of the fatigue damage nearhte lower weld flange
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Figure 6-31: Evolution of damage in weld metal eleents along the transverse direction of the beam

Figure 6-31 shows the evolution of the fatigue dgenaver cycle in the weld metal elements
which are at the interface between the weld metdlthe column flange (see Figure 6-30). The
coordinate, z, is the distance from the beam ceiter damage evolves quickly in this modeling.
By instance, the damage passed from 20% to 100%ofoe elements in one cycle which could
result convergence problem. Lemaitre and Chabochedel seemed to present some difficulties
in modelling the damage evolution in the LCF coiodit
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To conclude, the zones, where damage was the highee at the interfaces between the weld
metal and the column flange and at the weld adeeles Due to the poor quality of the mesh and
as no macrocracks were observed in this zone,stdeaided to apply the cohesive zone at this
location. Instead, it was decided to not apply soleezone model to the interface between the
weld metal and the base metal in the beam flande en

6.3.4 Cyclicloading with the cohesive zone model and fatigue damage

The aim of this simulation was to model the cragk'spagation at the connection and observe its
impact on the moment rotation curve. Some CZM3Desole elements, developed in this thesis
(see Chapter 4.4) were defined in the mesh atntieeface between the weld metal and the base
metal in the beam flange end (see Figure 6-32).

The constitutive law of this element was a bilin€aisfield law which was identified for the base
and weld metals (see Chapter 4.7.5). At the intertf two materials, the parameters of the weld
metal were chosen. Indeed the weld metal is lesistamt to crack propagation and the crack
seemed to propagate through the weld metal acgptdiaxperimental observations.

The computation stopped after eleven cycles (attttkof the second step according to Table 6-
6) due to convergence problems. Figure 6-33 shbwddcation in the connection where the
cracks initiated. The Figure 6-34 illustrates thac&’s initiation at the end of the computation.
The displacement was multiplied by 50 in order® ¢rack was visible. Figure 6-35 presents the
longitudinal stress field for the beam. The strbsgan relaxing at the crack initiation. The
improvement of the computation is currently perfediio model all cycles.
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ALK

Figure 6-33: Zone in the connection where crack wasbserved
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Crack ‘s initiation

Figure 6-34: Crack initiation after 10 cycles (dispacement x50)
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Figure 6-35: Longitudinal stress for the beam flang plot after 10 cycles (displacement x1)

6.4 Conclusion

This chapter presents the modeling of the largéestast performed by the University of
Karlsruhe on beam-to-column connections under cyohding, a test designed to investigate the
onset and propagation of cracks at the connectiosi .|

A three-dimensional structured mesh generator waseldped. One drawback of this
development is that the program is less user-fjetidan a commercial one. However this

175



Chapter 6. Beam-to-column connection simulations Conclusion

generator made it possible to automatically refuith the transition blocks. It has been adapted
to the VERAPS project so that one could generatestht beam-to-column connections of the
project with little data.

To test the performance of the meshes, 3 connetéistis were modeled under static loading
conditions and compared with the University of Kalke's results. The agreement of the elastic
stiffness in the moment displacement curve helgetbwalidate the model in terms of the mesh,
material parameters, and boundary conditions. friadeling enabled the longitudinal stress to
be assessed through the beam flange, weld butt@odn flange and provided these data to
Corus for their RAP analysis.

The first computation with the cohesive zone models performed under cyclic loading
conditions for one specimen. The elastic stiffnests moment rotation was found to be
equivalent to the experimental one. Also, the hgsie loop had an equivalent area. The
continuum damage model makes it possible to idetitié zone where the greatest damage by
fatigue happened: in front of the weld access halénear the welding connection. However, the
mesh presented some problems close to the weldsabcde. So, the mesh has to be refined in
this zone. Lemaitre and Chaboche’s model seemeaute®sent some difficulty modelling the
damage evolution in the LCF condition, in so fae tlamage evolved too quickly. Then, a
computation with cohesive zone elements was caougdTlhe computation ended only at the end
of the step 2 due to convergence problem. Howelrercrack began initiating.
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Chapter 7. Conclusions and Perspectives

The aim of this PhD thesis was to model the laigestests of heavy steel welded beam—to-
column connections submitted to cyclic loading. Phepagation of a crack in these connections,
due to the displacement cycles applied and todatdpmage, was simulated. In addition to this
overall aim, the model had to satisfy two critertae modeling should be feasible using
commercial codes and it should not require too n@arameters. As different factors were taken
into account and tested, this study was divideo idifferent steps. The following section
discusses the conclusions of the different steplisfvork.

In Chapter 2, the constitutive law for the baseahand for the weld metal was described. The
metal’s behavior was considered to be elastoplasiilc isotropic hardening and using von
Mises’ yield criterion. The parameters of this |lawre identified from tensile tests on samples
extracted from different locations on the connewidViore specifically, a set of parameters for
the constitutive law was defined for the flangé® webs and the weld metals. Identifying these
sets was a relatively simple task. For all theedéht steels, Young’'s modulus was fixed at the
classic value for steel (205 GPa) because the ablailsmall strain measurements were not
accurate enough. It would have been interestingbg&erve the influence of the use of a mixed
(isotropic and kinematic) hardening on the modebwever, the quality of the stress-strain
measurements during cyclic tensile tests was rfétsmtly accurate to be of use. Moreover, the
heat-affected zone’s behavior was not ascertaitigaljgh heat-affected zones are locations
where cracks can develop. Experimental identifosanf this zone would be too difficult a task
because of its smallness and because the HAZ'svimehdepends on the welding process.
Another solution would have been to model the rheical modification of the HAZ as in
[HABB89]. However, these types of models require yn@arameters and their identification
requires multiple tests. Nevertheless, it couldwmeth the effort to develop these models in
future to better simulate cracks.

Chapter 3 presents Lemaitre and Chaboche’s fatigngnuum damage model with a multiaxial
Sines’ criterion, which was implemented in the Lag#e code to take fatigue into account in the
crack’s propagation. The parameters of this modetewobtained from the Wohler’'s curve
generated by cyclic tensile tests on base and meléls. However, the number of points was
insufficient and they only defined the LCF stat& iAcrease in the number of points would have
improved the identification of these parametersti@adarly in the HCF state. In addition, the
tests were also limited with respect to uniaxishdimg. Several multiaxial criteria, such as
Crossland’s or Dang Van'’s, could be investigatedtésts performed to generate a multiaxial
state. Still, this study was the first one in theld of the fatigue damage modeling in the
Lagamine team. Following up on this thesis, Mr. alpglil Kalifa Marmi from the ArGEnCo
Department is working on the assessment of fatifei®n a titanium alloy and aims to identify
and validate accurate multiaxial criteria [MARO9].

The crack’s propagation was modeled with the coleesbne model, discussed in Chapter 4. This
model was used to simulate crack propagation fductile fracture under cyclic loading and
could be coupled with fatigue damage. For this moaddwo-dimensional and, then, a three-
dimensional cohesive element were implemented én fihite element code Lagamine. This
implementation has already been performed in comialesodes, such as ABAQUS [GAOO04] or
Zebulon [BOUO06]. For its implementation in the Lagae code, Xu and Needleman’s cohesive
law was first implemented. One drawback of this lawts low number of parameters: maximum
cohesive stress and the separatanyhich together define the energy and the ingtdfness of
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the cohesive law. Another degree of freedom wouwdnbcessary to affect the initial stiffness
independently. Therefore, a bilinear Crisfield’s dabwas used. An inverse method for the
identification of the cohesive parameters was dped based on the results of three-point bend
testing carried out by Corus. In the first stepasametric study was performed to understand the
effect of varying each parameter on the strengtthefcracked component. In the second step,
these parameters were adjusted until the numeagsalts approximated the experimental results.
However, this identification concerned only modeltlwould also have been interesting in
analyzing mode Il and mode Ill. In addition, afteliterature review, it was found that triaxiality
affects the cohesive parameters [CHEO5]. Unforelgathe available experimental results did
not allow this phenomenon to be studied. Anothewthack of the cohesive zone is that the
crack’s path should be known before the mesh gaorr@®ne possible solution to this constraint
is to develop a remeshing method, which adds cededements according to a crack criterion.
In addition, it is important to note that these esikie elements will be used in other current
researches, such as:
— the DINOSAURE project, which aims to model the amatof nanometric film of
composite structures;
— Dr. Ben Bettaieb’s post-doctoral project dedicaie@ three-dimensional formability
criterion of metallic materials during the formipgocess. The damage is simulated by
Gurson’s law [BENOS8], which is used for crack déitmt. However, the use of a
cohesive model would be used to model crack pramaga
— the study of biomechanics, which could also usesie models.
Clearly, this tool's addition to the Lagamine cadé find numerous applications.

Chapter 5 outlines the development of a methodotopaite a balanced residual stress field
resulting from the welding process. The finite edatnwelding model generated many problems,
namely due to the structure’s size and the highptaation time. Indeed, the thickness of the
beam was considerable, as was the number of pdsesntly, an iterative solver module has
been implemented in the Lagamine code, which cepéged up the simulations (see Appendix 1).
In addition, some assumptions were made to redbee computation time. A sequential
thermomechanical analysis requires less CPU tirap thcoupled one. Specifically, the use of
different meshes for the thermal analysis (fine mmesd larger time step) and for the mechanical
analysis (coarser mesh and fine time step) optunitee computation time. Also, a birth
technique simulated the weld metal supply and aidonvergence problems due to heating.
This was applied only to the mechanical analysisibbwould be worthwhile using it on both
analyses to avoid error in thermal conduction phegra. A three-dimensional coupled thermo-
elastoplastic constitutive law was implemented g &uthor in the Lagamine code. The heat
source was modeled by Goldack's model. A simulaticas performed with two equivalent
passes to model the welding process of one VERAGJReaction. However, the results of the
analyses performed were not accurate enough. Trisgb the thesis was unfortunately not
fulfilled. This way of generating accurate threeadnsional residual stresses was still lengthy
and could not be performed within the time devdtedhis thesis. The focus of this work was
damage modeling, not welding simulations, so th®woeng ideas remain to be developed. To
tackle the difficulty of the high number of passiésyas chosen to group several passes into one
pass, but the parameters of the heat sources néedbedidentified. Due to the time-consuming
nature of three-dimensional computations, two-disimmal simulations should be carried out in
order to model all the passes, and in turn, tosadhe parameters of this heat source. The goal of
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these two-dimensional simulations is to check & @ould determine parameters to model fewer
passes with equivalent energy and residual strggseécted. Then, this would make it possible

to perform three-dimensional modeling with a lowarmber of passes. Also, an adaptive

remeshing would be interesting with the method dlesd in Appendix 2. In this case, at the

beginning, only coarse elements would exist. Théirgelements close to the heat source would be
remeshed as finer elements.

After the tools were developed and calibrated fithed step of the thesis, described in Chapter 6,
was the simulation of the welded beam-to-columnneations submitted to cyclic loading. As
eight connections with different dimensions anafi@icements were tested, a three-dimensional
structural mesh generator module was developedtty out the meshwork easily. The input
parameters were composed of the dimensions ofdamland the column. However, the meshes
in the weld access hole location were not fine ghoundeed, the zone presented stress
concentrations where cracks could initiate. Différsimulations were performed. The first
simulations in static condition enabled Corus tmaleate the rotation capacity of three
connections by RAP analysis by providing the lamdjital stresses through the beam flange, the
welding and the column flange. The longitudinaésses along the beam flange, the welding and
the column flange were provided for different lesvef rotation. Three simulations (specimens 1,
5 and 6) with different levels of the plastic mormgatio were carried out. The beam end moment
versus rotation curves were compared with the éxgertal measurements from the University
of Karlsruhe. The initial elastic slopes of the nenhversus rotation curves generated by finite
elements and experiments were equivalent, whicldatad the model. Afterward, specimen 3
was simulated under cyclic loading. Its fatigue dgem was computed without affecting the
mechanical stiffness to avoid convergence problémsermining the crack’s path is generally a
difficult task, but the fatigue damage in this cages an interesting indicator, as validated by
experimental observations. With this informatiormash with cohesive elements was defined to
model crack propagation. One simulation with crgc&pagation was performed but stopped
before the end of the test proceeding due to cgevee problem. Perhaps other fatigue damage
model could be coupled with the cohesive zone muadhéth evolves at each time step, such as
models suggested by Bouvard [BOUOG6] or Roe and &mghiROEOQ3], contrary to Lemaitre and
Chaboche which evolves at each cycle. An adap#@weeshing would have made it possible to
perform the computation in one simulation. Howevas, simulation with residual stresses as
initial values was performed since no accuratelpized residual stress fields were obtained in
the previous chapter. However, the impact of tisedteal stresses on the simulation of the crack’s
propagation would certainly be interesting to irigede further. In summary, the method
developed in this thesis will help engineers to elodtack propagations in beam-to-column
connections submitted to cyclic loading. After cdetp validations of each step with
experimental results, as discussed above, theefielément analysis could be an interesting
counterpart to an analysis of or experiments donassessment profiles.
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Appendix 1. Iterative solvers Introduction

A1.1 Introduction

In finite element codes, large linear systems hewéde solved. Indeed, the nodal position
corrections (see Chapter 2.3)) (x1, to reduce the out-of-balanced force9, N, are computed
at each iteration with the following equation:

Kx =F (A1.1)

where (K nxn is the tangent stiffness matrix of the structure B is the dimension of the system.
N can become very large, particularly if the aniglys three dimensional. Therefore, solving
Equation (Al1.1) represents most of the CPU timthefsimulation. That's why it is important to
make it possible to solve it rapidly and efficigntCurrently the Lagamine code solves the
system directly by computing the inversé" Mith the LU factorization method. This method
gives the real solution but takes time in simulagiavith a large number of degrees of freedom.

The usual solution to reduce the solving time e¢hdimensional finite element modeling is to
use an iterative resolution method. The iterativethods can be classified into two types:
stationary (e.g. Jacobi’'s or Gauss-Seidel's Metta®) non-stationary (the Conjugate Gradient
method). The method chosen is the Generalized MihiResidual (GMRES), which is a
derivative of the Conjugate Gradient method. Toedpep the resolution, the iterative method
was coupled with a preconditioning method.

Firstly, this appendix presents the direct methoesent in Lagamine. Then, the stationary and
non-stationary methods are described such as thRESVimethod. The preconditioning method
which accompanies the GMRES method is explainedreMeer, the appendix describes the
necessary modifications on Lagamine. A validatiod @erformance study was performed on
different large simulations and their results dreven hereafter.

A1.2 Direct methods in Lagamine finite element code

Before this study, only direct methods were avédlah the Lagamine code, namely the LU
factorization. This involves factoring the tangstitfness matrix by:

K=LU (A1.2)

where_Uis an upper triangular matrix andd.a lower triangular matrix.

The advantages of this method are: the computatidhe inverse of land Uare easier than to
find the inverse of Kand it is parallizable. The computation of thearse of Kis performed like
this:

K=L"U™ (A1.3)
In Lagamine, different methods use this factoratiThe differences in these methods come
from the storage method used during the solvinggs® of the stiffness matrix.

Indeed, for finite element problems, the tangeiffnsiss matrices are sparse, i.e. the non-zero
elements are concentrated around the diagonal Kgpae Al-1). Consequently, it is not
necessary to store all the components which ate nul
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Figure Al-1: Sparse matrix example

The first storage method is the skyline methodedoh column, a maximum bandwidth around
the diagonal is estimated and only a limited bamdtored. The estimation is based on the
connection between nodes in all elements. This odeih simple and the stiffness matrix is easy
to manipulate. However, many zero components remmaihe band. Therefore, an optimization

of the numbering must be performed during the nmeslor a renumbering must be performed.
Two are available: an oil spot and directional metfsee Lagamine’s user guide for details).

The second storage method is the Compressed Fpans€CSR). In each column only the non-
zero components are stored. Consequently, soméep@irrays make it possible to recover the
exact position in the matrix. This method optimizee memory required to store the tangent
stiffness matrix. However, this matrix is hardentanipulate than the skyline one.

The use of the method depends on the size of thteray Some numerical tests show that for

small systems always provide a quicker answer thighskyline method. However if the system
holds many degrees of freedom, the CSR method seeafesable.

A1.3 Stationary methods

The principle of the stationary method is the d&bn of a function, f, such that
x =f(x) (A1.4)

where xis the solution and a stationary point of the fiorg f.

Given a starting point,gxthe following iterative algorithm is used

£n+1 = f(&n) (A15)
The definition of the function, f, is carried out the division of the tangent stiffness matrix:
K=M-N (A1.6)

where_Mis a non-singular matrix and easy to invert. Adoog to (Al.1), the function, f, is
defined by

x =M Nx +M F =f(x). (A1.7)
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Therefore, the algorithm is

X, chosen,
(A1.8)

Xpor =F (X)) =M 'NX ,+M F.

In order to study convergence, an error by iterate is defined. This is the difference between
Xn and the exact solution; x

€ =X, ~ X (AL.9)
The problem is that the solutions<xunknown. Thus one defines the residuaby
r, =E-KXx,. (A1.10)

The residual, is a transformation of the errgria the space of By multiplying by K
Ke, =K(X,=Xx) =Kx,-F=-r,. (A1.11)

Consequently, the residual is a good indicatore® i§ one is close to or far from the target
solution. The algorithm continues until the resideaches a level of tolerance,

[rall _ ¢ (AL.12)

where]|..], is the second-order norm.

To study convergence, the error must also be aadlyzor the stationary method the error is
€ = M"Nx,,~M"F-x=M"N(x,,~x) =M "Ne,,=(M"'N)'e,= B¢, (AL13)

whereB =M "N.

The aim of this algorithm is that the error mustwerge to zero after several iterations:

ime, = lim(B"e,) = 0 (A1.14)
The choice of x affects the number of iterations required to coggdo x However, its effect
are less important than that of the effect 8f Bhe convergence to"Rlepends on the spectral
radius of B p(B), which is the highest eigenvalue of the matrike Bpectral radius must be less
than 1.

The famous stationary method divides the matrithia way:
K=D-E-F (A1.15)

where _Dis a matrix which contains the diagonal elemelatd)e upper part and the lower part
of the tangent stiffness matrix.

The first method is the Jacobi’s method which uSkesD and N-E+F. This method can be

parallelizable. The second famous method is thes&&cheidel's method which usessME

and N-F. This method converges more quickly than the Jacabethods. The stationary
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methods works well but can fail for some finite pios stiffness matrices. These methods are
described in [SAAO03].

A1.4 Krylov subspace methods

A1.4.1 Some definitions

Two vectors, wand_v,are considered conjugate or K-orthogonal if
u'Kv=0 (A1.16)

Solving Equation (Al.1) is equivalent to findingetminimum of the function, f, which is the
quadratic form:

(0 =2x Kx —E'x (AL17)

In this case, the residual,is the opposite of the gradient of f at theaskue.
r=F-Kx=-Lf (A1.18)

A1.4.2 The conjugate gradient method

A1.4.2.1 Principles of the method

One starts at an arbitrary poing and takes a set of steps X... until x is close enough to the
solution x The set follows the form

Xno = XpH0.P (A1.19)

- —n

where_p is a direction vector amal, is the norm of the descent to reach the solution.

The optimal,an,, which minimizes f over x is found when the directional derivative is eqial
zero:
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df (Xn+l)
da,,

dl(n+l —

=0

o’ 0

(E_éxnﬂ)TE =0 (AlZO)

Consequently, for a given,pthe optimal normg,, is known. Now the direction vector must be
chosen. In the beginning the best solution is tlofothe steepest descent, which is the residual
due to its definition (Equation (A1.18)) :

P, =Io = F- KX, (AL.21)

The following direction, g1, follows the descent direction and is a conjugé{g,.

P, =I+B,p
p’. Kp =0

—n+l=.

(A1.22)
p' Kr

n ——n

P Kp,

n—

A1.4.2.2 Krylov's subspace

The subspace span,Opo, p1,---, B, IS @ K-orthogonal basis. Recalling tl‘@'gl OD,, this fact
implies that each new subspacg fare formed from the union of the previous subspacand
the subspace [B,. Hence,

D, :spar{_% .Kp K B,

LK g
- (A1.23)
D, :spar{_5 K K1 ,...,=K“l_5}
This subspace is called Krylov's subspace, a suespaeated by repeatedly applying a matrix to

a vector. It has a pleasing property: becausk I§ included in s, the fact that the next
residual §.1 is orthogonal to B.;implies that §.,is K-orthogonal to [2.
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A1.4.2.3 Convergence consideration

In theory, the exact solution can be found in Maitens, where N is the dimension of the linear
system. The error can be computed as
n-1

n-1
€ =X "X Xy TP T XE Xt D O P X= g+ 0 p (A1.24)
i=0

i=0
The initial error can be expressed as a linear @aaibn of a target direction §ppx, ..., .
N-1
&=>.3n (A1.25)
=0
The values od; can be computed by multiplying (A1.25) @5
T s T
p,Keo =2 8 p Kp
j=0

P Ke, =3, p, Kp,

"Ke
5, :—E$=‘°
Enﬁpn
n-1
Ezﬁ(go 0 H]
5 = 0 A1.26
n _: Kp, *) ( )
"Ke
S, = E$=‘”
Enﬁpn
.
;
5= B
Enépn
o, =—0,

Line (*) is possible due to the K-orthogonalitymfvectors.

In conclusion, a component of the initial errag, i8 removed at each iteration in thg Bpan;
therefore, after N iterations the exact solutiordentified. In fact if the relations in (Al.24hé&
(Al1.26) give
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€, =8+ 0 p
N—llzo n-1

€ =" 0,p+).ap (A1.27)
i=0 i=0

Then @=0 after N iterations.

However if the dimension is very large, then thenpatation time becomes prohibitive. One
prefers to find an approximate solution and stag iteration when the residual is sufficiently
reduced. The stop criterion is

Irall, _ (A1.28)
Iro

whereg is a convergence coefficient chosen by the user.

One can define a K norm Hy|, =v'Kv. [SHE94] shows that

\/V 1 _)\max
e =32 ol iy =

whereA max andAmin are the maximum and the minimum eigenvalues oédfectively.

(A1.29)

In practice, the conjugate gradient converges bdttthe distribution of the eigenvalues are
clustered and low or if the starting point is cldsethe exact solution. The conjugate gradient
method converges better than the stationary mebswduse it tends to reduce the residual.
However, the conjugate gradient can fail if théfretiss matrix is nonsymmetrical or non definite
and positive.
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A1.4.2.4 Algorithm
In summary the algorithm of the conjugate gradisnt

Iy =FE=KX,;
By = los

do while | r.[, > || 1,

T

pI.
Tk,
X1 =X +0,.P 5
P K,
B, :_E’

P =L *Bip,:

n

£n+1 = E _£Xn+1;

end

A1.4.3 Arnoldi’s method

Arnoldi’'s [SAAOQ3] procedure is an algorithm for buildirmsn orthonormal basis of the Krylov
subspace. One variant of this algorithm is

r
p =_0
= el
do j=1, m
doi=1,]j
{hij =BT£_|°J-
end do
j (A1.30)
wJ' :ﬁgj _kZl;hijk
hiy =[w],
If h,,, ; =0,then Stoj
_ W
Ej+1 hj+1,j
End do
One may define some matrices:
P :[_pl B, ,...,_[ﬂ (A1.31)
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where (R)n x n CONtains the vector of Krylov's subspace.

_ h, if 1< j<k, 1<i<j+1
(H,) = _ (A1.32)
=k 0 otherwise

WhereEn has a dimension (n x (n+1))

The superior Hessenberg matrixfth, is the matrixEn after having removed the last line.

— H
H= ="
=" 0 0 h1+l,n

Saad [SAA86] demonstrated that
KP =P H (A1.33)

—=n =n+1l—n

A1.4.4 GMRES method

This method was developed by Saad [SAA86]. It sessa@t each iteration, n, for the vectgr z
which belongs to Pand minimizes the residual.

Xy =Xo+Z, =X tP Yy (A1.34)
Therefore one defines the following function:
I)=[nl,
IW=|E-Kx,|,
J<_y>=H_F-;<(_xo +P Y,
Iy =|rn-K
J(y)—HBp KP >ﬂ withp = Lo (A1.35)

Ikl
IW=|pp.-P. . HY ¢
Jy)=[BP..e-P H withe =[1,0..0] dimensid r}+1)
y)=[E,.(Be-H ),

J(l/):HBg—En_yﬂz because P is orthanmal

Line (*) comes from the relation in (A1.33).

Consequently,

y, =min )= mf(e-H y], (A1.30)
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Minimizing y, is not time-consuming since it requires the soluf an n x (n+1) least-square
problem where n is typically small.

If n=N, the solution obtained is the correct saatbecause the residual is minimizedih.

The GMRES algorithm is performed as follows
- Step 0: Chooseyand computeprand_p, n=1;
— Step 1: Perform Arnoldi’s algorithm;
— Step 2: Identify y by minimizing J(y and compute 1. If r,respects the convergence
criterion, stop; else n=n+1 and go on to step 1.

This method converges forever because it seararethé optimal direction to optimize the
residual. However, the bigger n is, the more experthe algorithm is, because the dimension of
Px+1 increases and the multiplication matrix proceduggquires more steps. To tackle these
difficulties, one imposes a maximum number of iiera nnax Then, Krylov's subspace is
constructed with the dimension,f associated withgrand K If xnmax does not respect the
convergence criterion, the algorithm is relauncivéti xo equal to ¥max This algorithm is called
GMRES(n).

This algorithm is described below.

fo

Step 0: Choose,x and compuge=r_ - F KX~ r||
0ll2

Step 1:

do j=1,n
doi=1,]j
{hii :BT=K£’J-

end do
W Kp Z hkj p

o =W,

If h =0, then Stop

J*L
W,

—

9j+1 = h

end do
Step2: Identify_)( whictminimizes J(y) and compute, % _, x_ Py

L]

Step3: Compute,r =F-Kx . If.r respects the convergeniterion, then stop, elgeto Step.
;

=N

with x,=X,and p _||r ”
=nfl2
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A1.5 Preconditioning

Preconditioning is a technique to speed up convexgéor iterative methods. The convergence
depends on the distribution and the eigenvaluabeftiffness matrix, KSuppose that Nk a
symmetric, positive-definite matrix that approxiestk but is easier to invert. Equation (Al1.1)
can be indirectly solved by solving

M7 Kx =M F (A1.37)

If the set of eigenvalues of 1K is lower and better clustered than the set ofhién the number
of iterations to solve (A1.37) will be lower thdmetiteration number of (Al.1).

There are different ways of building.Mhe simplest way of defining a preconditionertas
perform an incomplete LU factorization of the onigi matrix_K This entails a decomposition of
the form

K=LY,~

70

(A1.38)

where_lg and_l have the same nonzero structure as the lower el parts of Krespectively,
and_Ris the residual error of the factorization. Tmsamplete factorization, known as ILU(0), is
rather easy and inexpensive to compute.

This approach involves preserving the matrix stmecof the original matrix Kand dropping any
fill-in elements that are generated withahd Uin the position where the elements_ofv&nish
(see Figure Al-2). Therefore one defines the sgtofZrow/column couple (i,j) that respects the
following condition:

zZ,={(i.j)l1<i,j<N,K, #0} (A1.39)
The algorithm is
for i=1:N
for j=1:N
if (i, j) OZ ,then
min(i, j)-1

SR 2 W (A1.40)
if (i <j) then L;=5
else Y =E—:i

end
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=
—

Lo Yo Lolo

Figure A1-2: Example of ILU(0) factorization

However the ILU(0) often causes a crude approxmomatand requires many iterations to
converge. So, it is necessary to improve tharfillvith the new set:

le{(i,j)llsi,jsN,Kij;tO and(L U) ’“} (A1.41)

i

Lolo L Y, LY,

Figure A1-3: Example of ILU(1) factorization

This method is called ILU(1) (see Figure Al-3). Q@ generalize this with the method ILU(k)
where the set is defined by

Z :{(i,j)|1s Lj<N.K; #0and L U ) # q (A1.42)

This algorithm requires fewer iteration than ILU(®) converge. However, there are three
drawbacks:

— The number of non-zero components cannot be peztlict

— The CPU time of this algorithm can be long.

— The algorithm can drop large elements and $® bt small.
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To tackle these difficulties one combines this rodtiwith the threshold strategy. This method is
called ILUT. The components are dropped as a fanatf their position and with their value. If
the value of an element out of the diagonal istlear a threshold, then it is considered null.

A1.6 Implementation in Lagamine

A1.6.1 GMRES module description

The GMRES method was developed by Y. Saad. It ®ffeFORTRAN open source tool Kit,
called SPARKIT, which contains applications to npatate a sparse matrix. A file called
GMRES.F contains the following subroutines whicmedrom SPARKIT:

- Pgmres : GMRES solver,

— ILU(0): simple preconditioner,

— ILUT: improved preconditioner.

A1.6.2 Input parameters

GMRES requires some input parameters:
— im: dimension of the Krylov subspace,
— maxits: maximum of iteration,
— eps: tolerance convergence coefficient.
Likewise, the ILUT(kg) preconditioning requires some input parameters:
— Ifill: number of incomplete LU factorization stefsk),
— droptol: tolerance coefficient to drop elementg) (=

The drawback of GMRES is that the calibration & pgarameters to speed up the solving process
is a difficult task.

A1.7 Validation of the GMRES method in Lagamine

The GMRES method was tested on two models which diguificant number of degrees of
freedom. These models were launched on two opgratystems: Windows XP on a PC and
LINUX on a machine called Nick2.

A1.7.1 Indentation test

This model simulates an indentation in the surfafce material sample [GERO7] (see Figure Al-
4). The model was three dimensional with three elegof freedom. The sample was modeled by
1879 nodes and 1772 elements. The total numbergreds of freedom was 5506.
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Figure A1-4: Indentation test modeling mesh

The computation was launched with the three methaitts Windows XP. Only 10% of the
simulation has been performed. The parametershiitérative method are given in the table
below.

Table A1-1: Iterative resolution parameters for indentation sinmulation

im | eps | [fil| droptol
250 | 1E-4| 25| 1E-2

The results are summarized on the followed table:

Table A1-2: Comparison of CPU time for indentation simulation $IF modeling

METHOD CPU time
DIRECT LU Skyline| 39 min 58s
DIRECTLUCSR | 1h5min 28
Iterative method 5min0s

"2

A1.7.2 Incremental forming modeling

The modeling is the forming of sheet metal by ammemental single point process [HENO9] (see
Figure A1-5). The sheet was circular and only arignavas modeled thanks to symmetry. The
model was three dimensional and the nodes hadegireds of freedom (3 translations and 3
rotations). The mesh contained 4450 nodes and éE®bents. The total number of degrees of
freedom was 26392.
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The computation was launched with the three metheills Windows XP. Only 0.1 s of
computation was simulated. The results are sumethon the following table.

Figure A1-5: SPIF process modeling mesh

Table A1-3: Comparison of CPU time for SPIF simulation

METHOD (O] CPU time
DIRECT LU Skyline|] PC | 1h 3min20s
Nick2 | 21 min24s
DIRECT LU CSR PC 1h 12m 30s
Nick2 13 min22s
Iterative method PC 13 min51s
Nick2 7min40s

Table A1-4: lterative resolution parameters for the SPIF simuldion

im eps | [fil | droptol
2000| 1E-4| 50 1E-6

A1.8 Conclusions

After a literature review, GMRES method was impletee in the Lagamine code. The

advantage of this method that is works well on a-symmetric sparse matrix. This method is
coupled with a preconditioned ILU method to spepdhe convergence. The language is free
open-source in FORTRAN. The drawbacks of this metlaoe the need to calibrate the

parameters to reach a satisfactory gain in comipuatéitne.

The method was experimented on two simulations kvkmntained many degrees of freedom.
The gain in computation time was significant. Indiéidn, this method was used for the
identification of the cohesive parameters. In theerse method, many 3D simulations were
performed. Finally, this method helps us to gaimpatation time.
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Appendix 2. Adaptive remeshing

This chapter describes a remeshing method whichdewesloped during this PhD work period.
This method was applied in the ALECASPIF projech (AL uminum alloy improved by the
ECAP Processing and Shaped by the Incremental For®Rif). Some incremental forming
SPIF process is modeled by finite elements. Howeligs to a high level of strain concentration
in all parts of the structure in different momenkse mesh must be very fine and the computation,
as a result, time becomes prohibitive. The work mleted the Christophe Henrard’s PhD from
the ArGEnCo Department [HENO9].

That's why a remeshing method was developed byathkor. This method is explained in this

thesis because the method could be used in theofaseneshing with cohesive zone model or
welding process. This appendix consists of the ppmsented during the Numisheet Conference
2008 at Interlaken.
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ADAPTIVE REMESHING FOR INCREMENTAL FORMING
SIMULATION

Cedric Lequesnelk, Christophe Henrardl, Chantal Boufﬁouxl, Joost R. Duﬂouz,
Anne Marie Habraken'

1University of Liege, ArGEnCo, Liege, Belgium
Katholicke Universiteit Leuven, PMA, Leuven, Belgium

ABSTRACT : Incremental forming of aluminium sheets has been modelled by finite element simulations.
However the computation time was prohibitive because the tool deforms every part of the sheet and the
mesh along the tool path must be very fine. Therefore, an adaptive remeshing method has been developed.
The elements that are close to the tool are divided into smaller elements in order to have a fine mesh where
high deformations occur. Consequently, some new nodes become inconsistent with the non-refined
neighbouring elements. To overcome that problem, their displacements are constrained, 1.e. dependent on
their master nodes displacements. The data concerning these new nodes and elements are stored in a linked
list, which is a fundamental data structure. Tt consists of a sequence of cells, each containing data fields and
a pointer towards the next cell. The goal of this article is to explain the developments performed in the finite
element code, to validate the adaptive remeshing technique and to measure its efficiency using the line test
simulation. During this test, which 1is a simple incremental forming test, a clamped sheet is deformed by a
spherical tool moving along a linear path.

KEYWORDS: Remeshing, Finite Element Simulation, Incremental Forming

finite element code used. Then, it describes the
reference simulation, the line test, used throughout

1 INTRODUCTION

Single point incremental forming (SPIF) 1s a sheet
metal forming process that is very appropriate for
rapid prototyping because it does not require any
dedicated dies or punches to form a complex shape.
Instead, it uses a standard smooth-end tool
mounted on a numerically controlled multi-axis
milling machine. The tool follows a complex tool-
path and progressively deforms a clamped sheet
into its desired shape ([1], [2]).

Simulating this process is a complex task. First, the
tool diameter 1s small compared to the size of the
metal sheet. Moreover, during its displacement, the
tool deforms almost every part of the sheet, which
implies that small elements are required
everywhere on the sheet. For implicit simulations,
the computation time is thus prohibitive. In this
paper, the simulations were performed using the
finite element code Lagamine [3] developed at the
University of Liege. In order to decrease the
simulation time, a new method using an adaptive
remeshing has been developed.

This article starts with an introduction to the
adaptive remeshing method implemented in the

this paper in order to assess the performance of this
method.

2 ADAPTIVE REMESHING

2.1 SPIF PROCESS MODELLING

The metal sheet is modelled with 4-node shell
elements with six degrees of freedom for each node
— three translations and three rotations — called
COQJ4 [4]. Some elements contain contact
element using a classical penalty method [5]. The
tool is modelled using an undeformable spherical
foundation.

2.2 REMESHING METHOD

The zone where high deformations occur is always
close to the current location of the tool. Therefore,
the chosen remeshing method is a refinement
without transition which moves along with the tool.
The coarse elements, close to the tool, are divided
into a fixed number of small new elements. Some
new nodes can become inconsistent with the
neighbouring coarse elements.

* Corresponding author: B 52/3, Chemin des Chevreuils, 1, 4000 Liege, Belgium, +32 (0) 4366 91 40, +32 (0) 4 366 91

92, cedriclequesne@ulg.ac.be
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Initial Mesh New Mesh

Figure 1: Remeshing method

2.3 NEIGHBOURHOOD CRITERION

The elements are refined in the tool
neighbourhood. The criterion defining the size of
the neighbourhood is:

D* < (L’ +R?) (1

where D is the shortest distance between the centre
of the spherical tool and the nodes of the element,
L is the longest diagonal of the element, R is the
radius of the tool and o is a neighbourhood
coefficient chosen by the user. Consequently, every
coarse element which respects the criterion is
deactivated and refined in several new smaller
elements. It becomes a “cell”. In each cell some
new objects are generated (nodes, elements, ... ).

O
LT

Closed Element

Refined Element

Figure 2: Element refinement

2.4 NEW NODES

2.4.1 Generation of new nodes

Each new node is located between two old nodes,
A and B. Its degree of freedom is computed by
interpolation:

P P
=|1-——|q, +| — )
4, ( n+l]ﬂ“ [nHJSB

where n is the number of new nodes between A
and B, p is the new node number, g, g» and q;; are
respectively the degrees of freedom of the node p,
A and B.

b8
5 "
A 1
o:0ld Nodes  o: New Nodes

Figure 3: Generation of new nodes.
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2.4.2 Constrained nodes

This method created some nodes which are
incompatible with the non-refined neighbouring
element. They must be constrained so that they
remain in the same relative positions between two
old master-nodes. Consequently there are two types
of degrees of freedom g: unconstrained, g and
constrained, gs:

9= (3)

The constrained degrees of freedom are computed
in function of the unconstrained degrees of
freedom:

At E @)

where N is an interpolation matrix which contains
similar formulae as equation (2). It is then possible
to rewrite equation (3) without g

1
=g, with é{;} ®)

where | is an identity matrix.

In order to identify the equilibrium state, the out-
of-balance forces matrix F and the stiffness matrix
K are modified using the same master-slave
relation [6]:

E (6)

K =A'K A @

=f

where F; is the out-of-balance forces array and K
is the stiffness matrix of the unconstrained degrees
of freedom.

2.5 NEW ELEMENTS

The new nodes are known but the variables must
be transferred from the coarse elements to the new
smaller elements. The transfer method used [7] is
simpler to implement and requires less
computation time than classical ones. The idea is to
interpolate a variable (stresses, strains ...) from
neighbouring integration points using a weighted-
average formula. The value of a variable Z; in a
new integration point j is computed as equation (8):
yh
- Rﬂ RII-
k I .
7 {1 TRR
- n + n
k RkJ Rpj
i <

Z,if R, <R

min

(8)

min
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where k are the mtegration points where the
variable Zj is known, p is the closest integration
point to the new integration point j where the
variable is Z,, Ry; and R,; are the distance between
k and j, p and j respectively, C 1s an user-defined
constant used to amplify the influence of the
closest integration point p, n is a interpolation
exponent which must be an even number. All the
points for which Ry;>R . are ignored. After a trial-
and-error procedure, the best set of threshold
values were found to be: C=5, n=4, R,.=1.5d
where d is a diagonal of the new element and
Ruin=107°D where D is a diagonal of the rectangle
in which the work piece is inscribed.

2.6 REACTIVATION OF COARSE
ELEMENT

If a cell does not respect the neighbourhood
criterion anymore, the new fine elements are
removed and the coarse element is reactivated.
However the shape prediction could be less
accurate 1if the distortion 1s important on the
location of the coarse element. Consequently, an
additional criterion 1s used.

To assess the distortion, a distance, d, between the
current position of every new node, X, and a
virtual position, X,, 1s computed, as illustrated in
Figure 4. The virtual position would be the position
of the node if it had the same relative position in
the plane described by the coarse element. This
position is calculated by interpolation with the four
nodes positions, X, of the coarse element.

X, = Z Hi(E.w mX; &)

i=1.4

where H; is the interpolation function, & and 1 are
the initial relative position of the node in the cell.
The criterion for reactivating a coarse element is:

d<d,_ withd=|X-X,| (0

where d,,,, is the maximum distance chosen by the
user. If the criterion is not respected for a node,
then the coarse element is not reactivated and
remains a cell with fine elements.

Top view Lateral View

@

o DldNode ¢ Newnode XVirtual position

Figure 4: Example of assessment of distortion in a
cell
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2.7 LINKED LIST

In computer science, a linked list [8] 1is a data
structure. Tt consists of a sequence of objects, each
containing arbitrary data fields and one reference
(“link") pointing towards the next object. The
principal benefit of a linked list over a
conventional array is that the order of the linked
items may be different from the order in which
they are stored in memory or on disk. The list of
items can be scanned in a different order. Linked
lists facilitate the msertion and removal of objects
at any point in the list During the SPIF process
many elements are refined and coarsened, so that
many cells are created and removed. This data
storage method is appropriate for this purpose. A
cell contains the information about new nodes, new
element and constrained edges.

Head
L:minler

CELL | e=r=p{ CELL | =

et -m CELL —Q“

No associated
pointer

Figure 5: Linked list

3 REFERENCE SIMULATION:
LINE TEST

3.1 THE LINE TEST DESCRIPTION

The validation of the new approach is performed
on the so-called line test simulation. This simple
SPIF test 1s presented in Figure 6. A square metal
sheet of an aluminium alloy AA3003-O with a
thickness of 1.2 mm is clamped along its edges.
The spherical tool radius 18 5 mm. The
displacement of the tool 1s composed of five steps
with an initial position tangent to the surface of the
sheet: a first indent of 5 mm (stepl), a line
movement at the same depth along the X-axis (step
2), then a second indent up to the depth of 10 mm
(step 3) followed by a line at the same depth along
the X-axis (step 4) and the unloading (step3).

182 mm

Figure 6. Schematic presentation of the line test
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3.2 FEM DESCRIPTION

3.2.1 Description of the constitutive law

The elastic range is described by the Hooke’s law.
For the plastic part, the yield locus, Fmn, is
described by Hill’48 law:

R (@)= (@)t 0T,

+2Ho,,6,, +2Na?, -7 =0

where oy is the yield stress and F, G, H and N are
Hill’s coefficients. The hardening equation is
described by the Swift law:

o, =K (g, +¢7)" (12)
where €” is the plastic strain, g, is the initial strain
before yielding, K is an hardening coefficient and n

is an hardening exponent. The parameters of this
modelling are summarized in Table 1 to 0.

Table 1. Hooke’s faw parameters

E (MPa) v
72600 0.36

Table 2: Hill48 law parameters

F G H N
1.22 1.19 0.31 4.06

Table 3. Swift law parameters

£y K (MPa) n
0.00057 183 0.229

3.2.2 Boundary Conditions

The geometry and the loading are symmetrical
about the X-axis, so that only half of the sheet is
modelled. Consequently, the displacements and
rotations around the X- and Z-axis are fixed for
every node along the X-axis. Moreover, the nodes
along the edges are fixed to model the clamping of
the sheet.

3.2.3 The meshes

Two types of meshes are tested. The first is the
reference. It is used without adaptive remeshing
and contains 884 elements. The second is used
with adaptive remeshing and contains 314
elements.

Coarse mesh for with
remeshing simulation

Fine mesh for withous
remeshing smulation

Figure 7. Meshes
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3.2.4 The remeshing parameters

Every coarse element that needs to be refined is
divided into four new elements. The
neighbourhood coefficient, o, is equal to 2 and the
maximum relative distance, dya, 15 0.1 mm.

3.3 RESULTS

3.3.1 Mesh evolution

Figure 8 shows the evolution of the mesh during
the simulation. During step 1, only the elements
close to the tool are refined. During the other steps,
the tool moves further away. Therefore, some
refined elements are removed but those where the
distortion is important remain refined. Finally at
the end of the simulation the mesh is fine only
where the distortion is high.

End of Step 1 Middleofstep 2

End of Simulation

End of Step 3

Figure 8: Evolution of the mesh

3.3.2 Comparison with the reference

The main outputs of the SPIF simulation are the
final shape of the sheet and the evolution of the
tool force during the simulation. Figure 9 shows
the final shape of the sheet in a cross-section along
the symmetric axis in the middle of the thickness
for the reference and the remeshed simulation.
Figure 10 shows the evolution of the tool force
during the simulations. The results are quite
similar. The oscillations of the force are due to the
penalty method. They are higher with remeshing
because the mesh used here is coarser than the
reference.

"\\ L/

(e it | /
u

Z{mm}
[

Figure 8. Shape in a cross-section at the end of the
fine test
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Figure 10: Evolution of tool force during the line
test

4 CONCLUSIONS

This paper presents the validation of the adaptive
remeshing technique applied on the SPIF process.
This method has the advantage to decrease the
number of nodes while giving quite accurate
results.

In the future the same technique will be used to
simulate more complex SPIF process and decrease
the time computation.
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Abstract

During the earthquake in Japan and California ie 990s, some weld beam-to-column
connections had some cracks in heavy rigid frarael $uilding. Consequently it is required to
assess the performance of the welded connectioterin of rotation capacity and crack
propagation strength. Some experimental tests baga performed. The weld connections were
submitted to cyclic loading with increasing ampdiéuuntil macro crack event. However the
crack phenomenon depends on many parameters: dheegy, the material, the welding process.
For this reason, it is interesting to develop atdirelement modeling of this connection to
complete these experiments and perform a paranstrity. The welded connection is modeled
by three dimensional mixed solid elements. The tioise law is elastoplastic with isotropic
hardening identified for the base metal and thedlwedtal. The crack propagation is modeled by
cohesive zone model. The parameters of the cohesive model have been identified by inverse
method with the modeling of three points bendirgjs®f a pre-cracked sample performed on the
base and weld metal. The fatigue damage generagtedebcyclic loading is computed by the
fatigue continuum damage model of Lemaitre and Gblad and it is coupled with the cohesive
zone model. The damage and the crack propagatpendeon the residual stresses generated by
the welding process. They have been computed bgnalagion of this process with a thermo
mechanical finite element analysis. This thesis@nés the used models and the results compared
with the experimental tests.



