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Abstract

This work deals with problems where multiple actors sim#tausly take control decisions
and implement the corresponding actions in large multagewer systems. The fact that
those actions take place in the same transmission griddimtes a coupling between the var-
ious decision-making problems. First, transmission gandis involving all actors’ controls
must be satisfied, while, second, the satisfaction of an’acperational objective depends, in
general, not only on its own actions but on the others’ too.

Algorithms and/or operational procedures are, thus, d@esl seeking to reconcile the multiple
actors’ simultaneous decisions. The confidentiality anératponal autonomy of the actors’
decision-making procedures are preserved.

In particular, two specific problems leading to such a maudtier situation have been treated.

The first is drawn from a recently emerging situation, ati@ag&urope, where several Trans-
mission System Operators (TSOs) have installed and/orlanmipg to install Phase Shifting

Transformers (PSTs) in such locations in their areas tlygbytperly adjusting the PST phase
angle settings, they can significantly control the power $lewtering and exiting their systems.

A general framework is proposed for the control of PSTs owmedeveral TSOs, taking into

account their interactions. The proposed solution is thehNaguilibrium of a sequence of op-
timizations performed by the various TSOs, each of themmtakito account the other TSOs’

control settings as well as operating constraints reldbvine whole system. The method is
applied to a linearized network model and illustrated onlHteE 118-bus system.

The second multi-actor situation dealt with in this worknsgefrom the recently increasing
amount of discussions and efforts made towards creatingghe market structures and op-
erational practices that would facilitate a seamless -atea trade of electricity throughout
large interconnections. In this respect, in accordanch tiiropean Union’s goal of a fully
functional Internal Electricity Market where ideally eyazonsumer will be able to buy elec-
tric energy from every producer all across the intercorinecthe possibility of every market
participant to place its bid in whatever electricity markéan interconnection has been con-
sidered.

This results in overlapping markets, each with its own saledf power injections and with-
draws, comprising buses all around the interconnecticet, dne cleared simultaneously by
Transaction Schedulers (TSs). An iterative procedureapgsed to reconcile the various TS
schedules such that congestion is managed in a fair anceetfiway. The procedure converges
to such schedules that the various TS market clearings a®&ash equilibrium. The method
is then extended towards several directions: enabling eh@ekticipants to place their bids si-
multaneously in more than one TS’s market, incorporating 1 security constraints, allowing
for joint energy-reserve dispatch, and, accounting fardnaission losses.

The corresponding iterative algorithms are thoroughlysiitated in detail on a 15-bus as well
as the IEEE RTS-96 system.



Contents

1

Introduction 1
1.1 Background . . . . . . ... 1
1.2 Purpose and contentofthethesis . . . . ... ... ... ... ... ... 3
1.21 Controlof PSTs . . . . . . . .. . 4
1.2.2 Overlappingmarkets . . . . . .. ... . ... .. .. 4
1.2.3 Unifying mathematical framework . . . . . .. .. ... ... ... 5
1.2.4 Why not a single, centralized optimization? . . . . . ...... . ... 7
1.3 Howto (and notto)read thisthesis . . . . . .. ... ... ... . ....... 8
1.3.1 Structure ofthethesis. . . . . . .. .. ... ... ... 8
1.3.2 Pathway tothe thesis’content . . .. ... ... ....... ... 9
1.4 Software implementation . . . . . . . . .. ... e 10
1.5 Publications . . . . . . . . 10
A framework for the optimization of multiple interacting o bjectives by multiple

actors 13
2.1 Different approaches to decision-making by multipleec. . . . . . .. . .. 13
2.2 Decentralized Optimal Power Flow . . . . . . .. ... ... . . . ..... 16
2.3 Game-theoreticframework . . . . .. ... ... ... .. ... ... 18
2.3.1 Dynamic non-cooperative game theory: a brief baakggla . . . . . . 18

2.3.2 Nashgames . . . . . . . . . . .. e 20



24

2.5

2.6

CONTENTS

2.3.3 Generalized Nashgames . . . . . . ... ... .. ... ....... 1. 2
2.3.4 Reaching a Nash equilibrium . . . . .. ... ... ... ...... 24
2.3.5 lllustrativeexample . . . . . . .. . ... . 25
2.3.6 Computing Nash equilibria . . . .. ... ... ............ 32
Multi-objective optimization framework . . . . . . . ... ... ... 36
24.1 Paretooptimality . . . ... ... .. ... 6 3
2.4.2 Utopiapoint . . . . . . . . e 37
2.4.3 Methods for solving a multi-objective optimizatioroplem . . . . . . 38

Relationship between generalized Nash games and bhjéctive Optimiza-
tionproblems . . . ... 40

Final discussion . . . . . . . . . . . . e 46

Control of phase shifting transformers by multiple transmission system operators 49

3.1

3.2

3.3

3.4

3.5

The phase shifteranditsuse . .. ... ... ... ... .. .. .. ... 49
3.1.1 Description of PST operation. . . . . . . ... . ... ... .. . 49
3.1.2 Scope of PST control: literaturereview . .. ... ... ...... b2
3.1.3 Control of PSTs by multiple TSOs . . . . . . ... .. ... ... ... 54
General multi-TSO optimization framework . . . . . ... .. ... .. .. 55
3.2.1 Uncoordinated game betweenTSOs . . . . . .. ... ... .... 55
3.2.2 Coordinated iterative procedure for multi-TSO ojeetion . . . . . . 56
Application to PST control problem . . . . ... ... .. ... ...... 58
The path to Nash equilibrium . . . . . . .. ... ... .. ... ... ... 60
lllustrative example . . . . . . . . . ... 62
3.5.1 Thetestsystem . . . . . .. .. . . . . ... 62
3.5.2 Theobjectives . .. .. ... . .. ... 63
3.5.3 Examples in the context of step-by-step implemesntatt . . . . . . . 63

3.5.4 Example in the context of negotiation . . . ... ... ....... 70



CONTENTS ii

3.6

3.7

4.1

4.2

4.3

4.4

DISCUSSION . . . . . . o 07
3.6.1 Bounded vs. unbounded modification of PST settings . . . . . . . 71
3.6.2 Further steps towards an implementation . . ... ... ..... 72
3.6.3 Sharing a common objective in case ofemergency . ... .... 74
Conclusion . . . . . .

Coordinated use of transmission resources by multiple trasaction schedulers 77

Introduction . . . . . . .. 7
4.1.1 Existingsituation . . . . . .. ... 7
4.1.2 Approach proposedinthiswork . . ... .. ... ... ... .... 80
41.3 Relatedwork . . . ... ... 81
Statement of the problem and outline of the approach . . . . . ... ... 81
4.2.1 Market clearing and transmission system modeling . . . .. ... 81

4.2.2 EMergingissues . . . . . . . . e e

4.2.3 Outline of the proposed approach . . . . ... .. ... ... ... 84
General framework for congestion management . . . . . . ... ... .. 84
4.3.1 Why not the solution proposed in Chapter3? . . .. ... ... . 85

4.3.2 Nash equilibrium and corresponding multi-objecpk@blem of the game 85

4.3.3 Independent optimizations with a Coordinator . . . ...... . . ... 87
4.3.4 Constraintdecomposition . . . .. ... ... ... ... .. ... 38
4.3.5 Adjustment of constraints by the coordinator . . . . ...... . ... 88
4.3.6 Graphical representation . . . .. ... ... .. ... ... ... 90
4.3.7 Nash equilibrium property of the solution . . . . . . ... ... .. 91
Choosing a congestion managementpolicy . ... ... ... ...... 92
4.4.1 Reduced transmission capacity allocation . . . . .. ... .. .. 92
4.4.2 Counterflow situations . . . . .. ... ... ... ... ....... 94

4.4.3 Handling multiplecongestions . . . . . .. ... ... ... 94



4.5
4.6

4.7

4.8

CONTENTS

Overview of the Transmission allocation procedure . ...... . . .. ... . 95
lllustrative example . . . . . . . . . . . ... . 96
4.6.1 Testsystem . . . . . . . . e 96
4.6.2 Insightinto the Transmission allocation iterations. . . . . . . . .. 97
4.6.3 Features of the final generation schedules . . . .. ... ... ..101
4.6.4 Assessing the final solution in multi-objective opgation terms . . . 105
DISCUSSION . . . . . . o e 071
4.7.1 Onthe choice of the congestion management policy . .. .. .. 107
4.7.2 Comparison with centralized, fully integrated ag@to . . . . . . . . . 108
4.7.3 Satisfying set of common constraints vs. sharingrobeffort for fea-

sibility restoration . . . . . ... 111
Conclusion . . . . .. 211

Extensions towards a marketplace encompassing transmiss, energy and secu-

rity
51

5.2

5.3

113
Energy and Transmission allocation procedure . . . . . ... .. ... ..114
5.1.1 Proposed Energy allocationloop . . . .. ... ........... 114
5.1.2 Overall procedure for Energy and Transmission afiosa. . . . . . . 115
5.1.3 Information flow during the execution of the algorithm . . . . . . . 116
lllustrative examples . . . . . . . . . . .. ... e 117
5.2.1 Simulation results on a 15-bus testsystem . . . . . .. ... ... 117
5.2.2 Examplesofiterations . . . ... ... .. ... . ... .. ... . 118
5.2.3 Features of the final generationschedule . . . . . . .. ... ... 120
5.2.4 Simulation results on IEEE RTS-96 testsystem . . . . ... ... 123
Discussion on Energy allocation . . . . . . ... ... ... ... ..... 125
5.3.1 Incorporating bilateraltrades . . . . . .. ... ... ... ... .. 125
5.3.2 Non-disclosure of offered prices . . . . ... ... .........126

5.3.3 Which prices are finally paid by/tothe TSs? . . ... .. ...... . 127



CONTENTS

5.4

5.5

5.6

5.7

5.8

5.9

Incorporating security constraints in the Transmissitocation procedure

5.4.1 Line Outage DistributionFactors . . . . . ... ... ... ....

5.4.2 LODF-based constraints in the Transmission allondtop . . . . .
5.4.3 lllustrativeexample . . . . . . ... ... ... . 0.

5.4.4 Incorporating generator outage security conssaint . . . . . . . .
Schedulingofreserves . . . . .. . . . ... .. .. ...
551 Motivation . . . . . . ..
5.5.2 Statement of the energy and reserve co-optimizatilgm . . . . .
5.5.3 Approach for scheduling reserves jointly with Eneafjgcation . . . .

5.5.4 lllustrativeexample . . . . . . .. . . o

Accounting for losses in Transmission allocation

5.6.1 Estimating transmission lossesinDC models . . . . . ... ..
5.6.2 AllocatinglossestoTSs . . .. .. ... ... ... .......
5.6.3 lllustrativeexample . . . . . . ... ... ... ... L.

A comment on the energy and the transmission allocatilenr. . . . . . . .
Will TSs tryto act strategically ? . . . . . . .. ... ... ... .....
5.8.1 Motivation . . . . . . ..
5.8.2 Strategic behavior of a TS inside the Energy alloodtop . . . . .
5.8.3 Strategic behavior of a TS inside the Transmissiatation loop . . .
5.8.4 Strategic behavior in both Energy and Transmissiocation loops . .

Conclusion . . . . . . . s

6 Conclusion

6.1
6.2

6.3

Brief summary ofthework . . . . . .. ... oL oo
Main contributionsofthework . . . . .. ... ... ... ... .. ...

Directions for futurework . . . . . . . . .. . . .

. 128

. 129

129

131

141

. 145

. 145



Vi

CONTENTS

A Minimal reduction of unscheduled flows for security restoration: Application to
phase shifter control

Al

A.2

A.3
A4

A5

A.6

Introduction . . . . . .. ...
A.1.1 Transit flows: causes and consequences . . . . . .. .. .. ...
A.1.2 Accommodating vs. controlling unscheduled flows . ...... . . .
A.1.3 Objective of thiswork . . . .. ... ... .......
Outline of the proposed procedure . . . . . ... ... ....
A.2.1 Security constrained optimal powerflow . . . . . . ... ... ..
A.2.2 Simplifying the optimization problem . . . . . . .. ..
A.2.3 Proposed decomposed CSCOPF approach . . . . ... ... ...
Formulation of the transitflow . . . ... ... ... ... ..

Application to phase shiftercontrol . . . . . . ... ... ...
A.4.1 Modeling simplifications . . . . .. ... ... .....
A.4.2 Controllability of transit flow by PSTs . . . . ... ...
A.4.3 The pre-contingency OPF . . . .. ... ... ....
A.4.4 The post-contingency OPF . . . . . ... ... .. ..
lllustrative example . . . . . . .. . ... ... L.

AS5.1 Testsystem . . ... ... .. ... ... ...,

A5.2 Securityanalysis . .. ... ... ... .. ...

A.5.3 Linearization . . . . . . . . . . ... ...

A.5.4 Corrective control of line overloads by PSTs

A.5.5 Preventive restoration of corrective security . . ... ... ... ...
DISCUSSIONS . . . . . . . o e
A.6.1 Requirements ofthemethod . ... ... .. ... ..
A.6.2 Optimality ofthemethod . . . . .. ... ... .....
A.6.3 Analogy with Benders decomposition . . . . .. ... ... ....

A.6.4 Computational efficiency . . . . . ... ... ... ..

171

....... 171

171
. 173

....... 73
......... 174

. 174

........ 175

77

........ 871



CONTENTS Vil

A7 Conclusion . . . .. e 019
B Branch data of the three-area 15-bus test system used in thivork 193
C Generator data of the IEEE RTS-96 test system used in this wk 195

D Multilevel optimization 197



Vil CONTENTS



CONTENTS iX

List of symbols

To facilitate the reading, we have grouped hereafter the mblbreviations and symbols used
throughout this report that appear in more than one (sutiises.

Abbreviations:
TSO Transmission System Operator
PST Phase Shifting Transformer
TS Transaction Scheduler
PX Power Exchange

Notation:

Bold lowercase letters denote vectors, while bold upperdasote matrices. Symbols in non
bold letters are scalars, irrespective of whether they@weicase or uppercase. For a generic
vectorx the following notation is used:

X; sub-vector ok (referring to the part ok that is under théth actor’s control)
x; jth element of vectox

(x); again,jth element of vectokx

(x;); jth element of vectox;

Symbols:
u all actors’ control variables vector
u; 1th actor’s control variables vector
u;- all but theith actors’ control variables vector
fi(u) ith actor’s objective function
U, 1th actor’s feasible set

gi(u) < 0 ith actor’s feasible set expressed as inequality conssraint

U all actors’ feasible set

g(u) <0 allactors’ feasible set expressed as inequality consgrain

* Nash equilibrium of a game

ith actor’s controls at the Nash equilibrium

Pareto optimal solution of a multi-objective optimizatiomblem

£ s =
o =k

branch flows vector

maximum branch capacities vector

PST angle settings vector

PST angle settings at th¢h iteration

maximum PST angle settings vector

minimum PST angle settings vector

ith PST’s maximum angle deviation between two consecutaratibns
sensitivity matrix linking branch flow changes to PST settthanges
operating point around whick has been computed
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number of TSs
number of branches
number of buses

generator productions vector

ith generator’s energy production

mth TS’s schedule of generator productions

maximum generator productions vector

mth TS’s maximum generator productions vector

schedule of generator productions allocated tortiie TS at the last iteration of
either the Energy or the Transmission allocation loop

schedule of generator productions demanded by itheTS (communicated to the
coordinator)

reserve provisions vector

mth TS’s schedule of reserve provisions

maximum reserve provisions vector

mth TS’s maximum reserve provisions vector

load consumptions vector

consumptions of loads served by theh TS’s schedule

maximum load consumptions vector

mth TS’s maximum load consumptions vector

bus power injections vector

bus power injections assigned to the¢h TS’s schedule

bus power injections assigned to theh TS at the last transm. allocation iteration
matrix with 0 and 1 elements, that links generator produstiio bus injections
matrix with 0 and 1 elements, that links load consumptiorau®injections
PTDF matrix linking branch power flows to bus injections

bth row of theT matrix

mth TS’s contribution to théth branch flow overload alleviation (flow decrease
required)

mth TS’s contribution to théth branch flow overload alleviation (flow increase
required)

vector of generator energy bids to theh TS’s market

vector of generator reserve bids to théh TS’s market

vector ofmth TS’s offered prices for generation energy allocation

vector ofmth TS’s offered prices for generation reserves

vector ofmth TS’s offered prices for generation reserve allocatiagic§s modified
S0 as to be comparable with the prices offered for energy)

reserve requirement in th¢h area

LODF matrix linking post- to pre-contingency branch flows

bth branch flow resulting from the outage of thil branch

mth TS’s contribution in théth branch flow post-contingency overload allevia-
tion (flow decrease required)

mth TS’s contribution in théth branch flow post-contingency overload allevia-
tion (flow increase required)



Chapter 1

Introduction

1.1 Background

Historically, electric power systems have been plannedagpettated on an area basis. Each
such areg was responsible for planning the installation of generatind transmission capac-
ities so as to serve the demand efficiently. An entity, tyiiycealled the area’s (country’s)
power system (or electric energy) company, was responiblgperating the bulk power sys-
tem (i.e. generation and transmission) of the area. Tragssom tie-lines have been built con-
necting those areas which, like that, have formed largetsypmous interconnections (like the
western continental European one). The main purpose for beng interconnected, however,
has been the increased level of security that was providalll itovolved parties.

During the 90’s, this classical picture of a vertically igtated bulk power system started to
change. Each area has been gradually transformed into @netnergy market, where elec-

tricity is now traded freely as any other commodity. Gernaatire now separate entities which
compete with each other trying to sell their product to theaar electricity consumers. In this

new liberalized, or deregulated as it has been also caltedromment an entity called Trans-

mission System Operator (TSO) was created for each aresSnthle terms RTO and ISO are

mainly used, standing respectively for regional transioiserganization and for independent
system operator). The role of the TSO is purely to operatérémsmission grid in a way that

allows equal, non-discriminatory access to all marketigigeints, assuring at the same time
an adequate level of security. The TSO acts as a facilitdttmeomarket, or even, in some

countries, as a Market Operator (MO)

Naturally, in the liberalized market-oriented and -drifeaamework, a demand for inter-area,
or cross-border, trade of electricity has emerged. Trdimsecinvolving participants located in
different areas in an interconnection are presently compmnactice in both the European and
the North-American interconnections. Especially in Ewdjacilitating such trading through

In Europe, each area corresponds typically to a country.
2The term is used in this work to denote the entity that cleararaa’s electricity spot market.

1



2 Chapter 1

the different countries is an important step towards argwvio a fully functional European
Internal Energy Market (IEM), as dictated by the Europeam@ission’s goals [EUI, ETS09].

However, despite the tendency towards multi-nationagrodnnected, seamless electric mar-
kets, with electric transactions taking place accordinthemarkets rules, the operation and
control of each area’s power system remains in the handsddréna’s TSO. Expectedly, due
to the presence of inter-area transactions, TSO contnolrecare in many cases affecting their
neighbors, and, without proper coordination, this may ltaaufar from optimal operation of
the involved networks in the less severe case, while emeigeIfENTb] or even blackouts
[ENTa] have also been reported as a result of such a lack oflcwdion.

At the same time, congestion often appears, most usualligetig-lines connecting different

control areas, due to increased demand to make commerceatfielenergy from one part

of the interconnection to another. The reason why tie-lteesl to get congested is the fact
that, as previously commented, they have been initiallyt lbow security purposes, without

provision for accommodating large transfer amounts, wiioWw they do not have sufficient

transfer capacity to support.

Let us recall here that, in power systems, the term “conge’sts used to describe a situation
where the electric grid can no longer support a power trdimgatowards a certain direction
(over a branch, or a set of branches) without this compramigs security of operation. Fol-
lowing this definition, “congestion management” can be asfias the actions taken to avoid
or relieve congestion. More broadly, congestion managéoambe considered any systematic
approach used in scheduling and matching generation add io@rder to manage congestion
[KDMRO2].

It is of interest to take a look at why cross-country tranisest of electric energy are so present
already and are expected to be even more pronounced as ¢naiea transfer capabilities
increase. Figure 1.1 shows the per country electricity pcdn capacity by primary energy
source in the European Union (EU) [EU08]. Clearly, the mipafduction differs significantly
among the EU countries. As aresult, depending on variabénpeters, like fuel prices (mainly
oil and gas) in international markets or weather conditi@g. presence of wind), there may
appear demand for transferring power towards differerdations. In addition, considerable
wind generation capacity is expected to be installed in geiio the near future, mainly as
offshore wind mills in the Nordic and Baltic seas, which slidobe absorbed by loads all
over Europe making international transactions even mavequnced [Tra09]. Last but not
least, the combustion plants emission limits set by the EUGEEUP] could create price
differences between areas, since power production shaddnbe more and more expensive
for those plants that do not manage to follow the environademiteria. All in all, cross-border
power flows are expected to become more and more pronounéaotape and more and more
unpredictable.

In this context, is has been understood that the developoi@market structures and rules that
would facilitate the inter-area power exchanges is of @uanportance. A major goal of the
EU is to come up with a fully functional IEM, where ideally eyeconsumer will be able to
buy electric energy from every producer all across the aot@nection.
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Figure 1.1: Electricity production in EU

1.2 Purpose and content of the thesis

This work, inspired by the new exciting situation, dealshwwvo related emerging issues.

First, a multi-area control problem where the various TSO#e interconnection simulta-
neously make control decisions and apply the corresponciingrol actions is investigated.
Particular attention is given to the problem of the indegemdaontrol of active power flows by
the various TSOs using Phase Shifting Transformers (PStherQypical multi-area control
problems fitting the framework proposed in this thesis aeesitheduling of an area’s reactive
power injections (Mvar scheduling) or the active generate-dispatch problem.

Second, a market structure that allows free cross-borddetof electricity over an intercon-
nection is developed. The main objective of the proposeardlgns is to allow market partici-
pants to trade electric energy using the transmission ni&twa coordinated way. Again, this
corresponds to a situation where decisions are simultahemade (i.e. the various markets
are simultaneously cleared) in the same common transmissiwvork.



4 Chapter 1

1.2.1 Control of PSTs

A PST is atransformer that is installed in series with onesgegal transmission lines. It allows
to introduce a phase angle shift of voltages across its eBglso doing, one can control the
active power that flows in a line (provided that there exisafial paths, possibly consisting of
several branches, that link the two ends of the line) or afsk@s. Figure 1.2 shows such a
configuration. The two “boxes” at the ends of each figure regmethe rest of the grid, which
is assumed to provide paths connecting the three lines wuestion.

200 MW 300 MW 400 MW

— | | — | | — |

| | | | | |

700 MW 500 MW 400 MW

__|_é;|__ __|_é;|__ __|_é;|__

0° -10° -17°

| 300 |\/|V\/I | 400 |\/|V\/I 400 MW

1 | | | & |
—5°

Figure 1.2: Example of PST operation

With PSTs properly located in series with some of the tiediof a control area, the TSO of this
area is able to re-direct some power flowing through its aeadling it, unavoidably, through
other areas of the interconnection. Although in normal apen the TSOs are not supposed to
take such actions without prior coordination with theirgidors, it would be unrealistic, on the
other hand, not to allow a TSO to use equipment it has insté#llen emergency situations, this
will save its system from damaging events. In this respatglgorithm has been developed
aside the main line of this work that can be used by a TSO tachintreal-time its PSTs in a
way that it keeps its system secure with the least possiliéance to the rest.

Clearly, if left uncoordinated, simultaneous or sequéttfustments of PST phase angles by
different TSOs may end up in very undesirable power flowsaagdring the security of the
system. Furthermore, a phase adjustment made by one TSngsuchange of power flows
in another area may trigger a PST adjustment by the TSO oétkatand so on, leading to very
inefficient and dangerous “control fights” among the TSOsswaring to this, a framework
that allows the TSOs to simultaneously, and independestfytrol their respective PSTs while
preserving the overall system security is also proposelisniork.

1.2.2 Overlapping markets

As mentioned in Section 1.1, an important aspect in mu#aaglectricity trade is to come up
with market structures that facilitate such trade. In tleispect, the possibility of every mar-
ket participant to place its bid in whatever electricity ketrof an interconnection has been
considered in this work. This supposition results in oygslag markets, each with its own
schedule of power injections and withdraws, comprisingebual around the interconnection.
Such a situation is visualized in Fig. 1.3. There, each agntorresponds to an area operated
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by a different TSO, while the different numbers next to theows generators and consumers
suggest that they are dispatched in a different market. ifiks linking the various TSO areas
represent the fact that these areas are electrically ctethedth transmission lines. Clearly,
this introduces a distinction between “TSO area” and “miérkEor the moment, in the re-
maining of the Introduction, we will call MO (Market Opera}ahe entity that clears a market.
Further discussion is found in the related chapters of ttesis. So, in the example of Fig. 1.3
there are three MOs (named MO1, MO2 and MO3), each schedularget participants from
all around the interconnection, which justifies the use eftérm "overlapping” to describe
those markets.

TSO A
1 2 3 TSO B

b ZJJQ

TSO C
3 1 2

oo

Figure 1.3: Visual example of overlapping markets

The main challenge of the proposed overlapping markettsireics the management of con-

gestion. All transactions, scheduled in the various markete the same interconnected grid.
As aresult, it is not obvious at first glance who should beaasible of approving the transac-

tion schedules, allocating the scarce transmission cgpacid, more generally, coordinating

the different acting entities. Neither is it obvious howstkbordination should be performed.

The algorithm developed in this work to enable cross-bamaeling based on free participation

in multiple, generally overlapping, markets, deals witl &bove issues.

1.2.3 Unifying mathematical framework

Both problems dealt with in this work share some common aterestics that make it possible
to treat them in a similar way. They both involve differentiges (like TSOs in the PST case
and MOs in the market case) taking decisions (PST phase adgistments and scheduling of
generators and loads, respectively) in the same environftieninterconnected transmission
grid) which makes those decisions interdependent.

Let us call “actor” each such entity. Every actor controleadf variables; assigning values
to these variables is a control action. The decision-magnaplems of choosing the control
actions have been formulated in this thesis as optimizatiohlems, where an objective func-
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tion is minimized/maximized subject to a set of constrain®lving the control variables. If
u is the control vector of an actor, then its decision-makingpofem could be formalized as
follows:

I?&l f(x,u) (1.1a)

st. h(x,u)=0 (1.1b)
g(x,u) <0 (1.1¢)
ueU (1.1d)

wherex represents the “state” of the environment defined by the evbel of actors’ controls.
Of course, when the actor solving the optimization probleaodlifies its controlsx is generally
also affected. This is modeled by the equality constram{d.ilb). Sox is a function of all
the controls in the interconnectior; = x(u,u™), with u~ being the vector containing all
the other actors’ control actiords For example, in the PST control problemgould contain
the active power flow over a cutset inside the system of a TS@chwdepends on the tap
positions of all the PSTs of the interconnection (not onlyst controlled by the TSO solving
the optimization problem). The inequality constraintsiril¢) stand for the physical, security,
operational, regulatory and other limits that should b@eeted, whileU is the domain from
where the controla take their values.

From now on, for the sake of simplicity, will be omitted from the presentation of the prob-
lems: h will be considered as implicitly expresseddnwhile the objective functiorf(-) and
the inequality constraintg(-) < 0 will be directly expressed as functions of all the control
actions. Like this, the optimization problem (1.1) of ancags re-written as:

m&n f(u,u™) (1.2a)
st gluu ) <0 (1.2b)
ucU (1.2¢)

For instance, let us denote kyy the vector of all PST settings in the interconnectigrthe
vector of all generator injectionsl the vector of all consumptions(p, g, d) the vector of
branch currents ani"** the thermal limits of the branches in the interconnecticet. L

i(p,g.d) < i (1.3)

be the set of constraints that should be respected at angtoepoint. In the PST control
problem, the generations and loads are considered fixedeahdl&O controls a part of vector
o (the PSTs of its area). In the overlapping market problem pthase angles are considered
fixed and each MO controls a part of vectgrandd (the generators and loads bidding in its
market). In both cases, the overall control decisions ghbalsuch that the constraints (1.3)
are satisfied.

3Generallyx should also depend on its previous value, but in the probtirak with in this thesis the system’s
state is defined by the actors’ controls in a unique way, aadrtbre general dynamic case is not considered.
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Briefly stated, in each problem, the corresponding actordrabtheir variables in order to
satisfy their security or cost objectives. Clearly, it mayg he always possible for an actor to
modify its controls without this resulting in constrainblation, given the other actors’ con-
trols. The algorithms developed in this work seek to coatéirand reconcile the independent
decision-making by the corresponding entities at the same guaranteeing the feasibility of
the overall solution.

In this work, basic notions stemming from Game Theory [FTOMH97] and Multi-Objective
Optimization [Mie99] have been used in order to model therging situations and to evalu-
ate the efficiency of the results. For instance, the aboveritbesl situation can be viewed as
a “game”. The different actors take control decisions gitre@ncontrol decisions of the other
actors trying to finally obtain the best possible satistattf their objective. The game ends
at an operating point where no actor can further improvebjsdaive given the control deci-
sions of the others. A different approach to deal with theesaituation is to put together the
individual objectives of the various actors to form a sirigige, multi-objective, optimization
problem. The solution of this problem yields a compromisevieen the satisfaction of the
different (partially conflicting) objectives. The relatethterial is briefly presented in Chapter
2 and referred to in the rest of the work.

1.2.4 Why not a single, centralized optimization?

A seemingly obvious solution to deal with the aforementtbpeoblem would be to merge
all individual objectives into a single one, thereby resmyto a single objective optimization
involving all constraints.

Several reasons hamper this treatment.

e The objectives may differ significantly from one actor to tes; the Mvar schedul-
ing problem provides such an example where a TSO may wanttease its reactive
reserves and another to decrease its active losses.

e The objectives may be somewhat contradictory to each ofbeexample, two TSOs
may be using their respective PSTs each in order to decreass flows over specified
cutsets, but decreasing the flow over the cutset selecteueliyrst TSO may result in a
flow increase over the cutset selected by the second TSO eadetsa.

e Even when a single common objective would make sense, litesicase of overlapping
markets where each MQO'’s objective is to maximize its socelfave (so adding all the
objectives together would maximize the total social welfaf the interconnectidi,
there remains the issue that this may imply favoring someatives against the others.
For example, let us assume that two MOs clear independéairharkets and come up,

4Theith MO, when clearing its market, will typically be maximigjnthe total social welfare of all its partic-
ipants, call itsw;(u;). Adding together all these MOs’ social welfares makes uptdlted social welfare of the
interconnectiorW (u) = swy(uy) + swa(uz) +. ..+ sw;(u;) + . . . + swys (upr), with M the number of MOs.
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respectively, with scheduleg andu; with corresponding social welfares; andsws}.
Let us also assume that if the total social welfs&#®/ (u) = sw;(u;) + swq(uy), was
minimized by a central entity, the resulting schedules wdéu,; andu,, corresponding
to individual social welfaresw, andsws. If for theith MO sw; < sw} then this MO may
consider that it is unfairly treated by the centralizedtgnonsidering a single common
objective, even if it results in a higher total social weffavould not be accepted by areas
whose social welfare deteriorates due to the common opiiz.

e The different actors may not be willing to leave their demismaking authority to a
central entity. They may consider that this violates comifi@ddity issues, or simply that
it does not serve their interests.

All'in all, this thesis is built around the request that thi#edtent actors’ objectives should be
treated as fully private and undisclosed to the others. KHewe selected places comparisons
with a common objective optimization are made and commented

1.3 How to (and not to) read this thesis

1.3.1 Structure of the thesis

The leitmotiv of this research work is the above describ&aation of multiple actors taking
simultaneous actions in a large power system. The methgga@lod line of thinking that is
used in this direction is presented in Chapter 2. Chaptersd3adeal with the PST control
and the overlapping market problems, respectively, in piné slefined in Chapter 2. However,
each of those problems deserves by itself special consioieraince it can be viewed as a self-
standing research topic. For this reason, in both casesesi®arch work has been extended
beyond the multi-actor framework, which is the backbonehefthesis, investigating in more
detail the particular characteristics of each problem.

Namely, apart from the multi-TSO aspect of the PST controbfam, the problem has been
also considered from a single TSO viewpoint. In this respactalgorithm addressed to a
single TSO for operating its PSTs has been developed. Thwitim is presented in an
Appendix because it is a deviation from the main line of timgkof the thesis. As regards the
overlapping market problem, the developed coordinatigorithm has been extended to treat
a range of related issues. An additional chapter thus fallGWapter 4, where considerations
about the treatment of N-1 security constraints, of losseseall as the scheduling of reserves
are developed.

In fact, although it is not the main viewpoint adopted in thigrk, it is worth mentioning that
the two problems can be viewed separately, dividing the wdtktwo topics: one dealing with
the control of PSTs in an interconnection, both from a siagié a multiple TSOs perspective,
and another dealing with the idea of allowing multiple oapping markets to operate across a
large power system, along with its implementation aspects.
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Fig. 1.4 outlines the aforementioned considerations aneseas a guide to reading this thesis.
The numbers in parenthesis give the chapter where thedetzdéerial is located (A stands for
Appendix A).

a N
MULTI-ACTOR FRAMEWORK

)

game theory

multi—objective optimization

(A) 3 4) ()

single-TSO multi-TSO [ transmission EXTENSIONS )
PST control PST control allocation 1. energy allocation
in overlapping 2. incorporating N-1 security
markets 3. scheduling reserves
4. accounting for losses
o /
. )

Figure 1.4: Structure of the thesis

1.3.2 Pathway to the thesis’ content

Closing this Introduction, let us devote a few lines to théhpay of the presented research
work. The initial inspiration has been a seemingly new emergituation in Europe, with
TSOs starting to equip their networks with PSTs in order thergain controllability over
power flows wheeling through their areas. Belgium and Swdpel are two typical such cases
in Europe, which, due to their geographic location, areecttip significant power flows stem-
ming from external transactions. The need and ways of coatitig the PST operation has,
thus, been the first subject of this research work [Mar07].

This investigation drove consecutively our attention tmgathe operation and organization
of electricity markets. Two reasons mainly stimulated ghst: first, the quest for market-
oriented objectives for the TSOs to control their PST angtérgys, and, second, the recogni-
tion that the PST control coordination problem can be di@skas a special case of the, more
general, congestion management problem that appearsmebence of multiple independent
actors scheduling transactions in a common network.

As a matter of fact, a big discussion has been raised recantast in Europe, about the ques-
tion of how several, up to now separated, electricity markepinciding with closed geograph-
ical areas) could be (re-)organized to give new structurasvwtould eventually correspond to a
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large single market where electric energy is seamlesgiigttaAgain, Belgium is in the heart
of these developments since it is, together with France lamdNetherlands, one of the three
countries whose Power Exchanges (PXs) set up the so-callatefal market Coupling (TLC)
since 2006, coupling their day-ahead markets. The ovarigpparket approach proposed in
this work contributes towards creating a big unified markeetp all across a large interconnec-
tion, like the European one. Its timely and practical inséfestifies the relatively larger space
devoted to this problem in this work compared to the PST doattbn one.

1.4 Software implementation

Let us say two words about the software that has been usedén wr implement and test the
algorithms that have been developed in this work.

Both algorithms dealing with the control of PSTs (see Chaptand Appendix A) have been
implemented by modifying the source code of ARTERE, a povesr 8oftware developed at
the University of Liege. In particular, the PSTs have beedeted as &'-equivalent in cascade
with an ideal transformer with complex ratio, while lineansitivities relating changes in PST
angles with changes in branch power flows were derived fraanJttobian of the full AC
network model. Optimization problems, stemming from theows TSO decisions, where
solved by resorting to the corresponding solvers of the IM&Lthematical library.

For the implementation and testing of the algorithms presskm the context of overlapping
markets (see Chapters 4 and 5), the mathematical progray@muronment of GAMS [GAM]
has been used. This offers a variety of solvers, while itsiggnt advantage in the context
of this work (where, anyway, all optimization problems areér) lies in the human-friendly
way the various problems are formulated by the user and im#ight it offers regarding the
results of its solved problem. Although not naturally degid for this purpose, we have used
basic program flow control commands that exist in GAMS to ienpént the various iterative
algorithms presented in Chapters 4 and 5.

1.5 Publications

The present work gave rise to the following publicationsafutler(s) where the related material
is presented are given in parenthesis):

e A. Marinakis, M. Glavic and T. Van Cutsem. Control of phas#tsty transformers by
multiple transmission system operators.Piroc. of IEEE PowerTech Conference 2007
Lausanne (Switzerland), pp. 119-124, 1-5 July 2007, PBBN: 978-1-4244-2189-3.
(Chapter 3)

e A. Marinakis, A. G. Bakirtzis and T. Van Cutsem. Bidding andmaging congestion
across multiple electricity spot markets. Rroc. of 6th International Conference on
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the European Energy Market 2009 (EEMQRguven (Belgium), 27-29 May 2009, Print
ISBN: 978-1-4244-4455-7. (Chapter 4)

e A. Marinakis, W. D. Rosehart and T. Van Cutsem. A framewornktfee simultaneous
clearing of multiple markets within a common transmissigstem. InProc. of IEEE
PowerTech Conference 200Bucharest (Romania), 28 June - 2 July 2009, Print ISBN:
978-1-4244-2234-0. (Chapter 4)

¢ A. Marinakis, M. Glavic and T. Van Cutsem. Minimal ReductioihUnscheduled Flows
for Security Restoration: Application to Phase Shifter €oln IEEE Transactions on
Power Systemsol. 25, no. 1, pp. 506-515, February 2010. (Appendix A)

e A. Marinakis, A. G. Bakirtzis and T. Van Cutsem. Energy andn@mission Allocation in
the Presence of Overlapping Electricity MarkdtSEE Transactions on Power Systems
paper accepted for publication in 2010. (Chapters 4 and 5)

e A. Marinakis and T. Van Cutsem. Energy and transmissiorcation in overlapping
electricity markets: incorporating N-1 security and agting for losses. paper submit-
ted to the7th International Conference on the European Energy Ma2k&tO (EEM10)
Madrid (Spain), June 23-25, 2010. (Chapter 5)

Besides the topics covered in this report, we were alsoweebin research work that led to the
following publications:

e B. Otomega, A. Marinakis, M. Glavic and T. Van Cutsem. Modeddtctive Control to
Alleviate Thermal OverloaddEEE Transactions on Power Systemsl. 22, no. 3, pp.
1384-1385, August 2007.

e B. Otomega, A. Marinakis, M. Glavic and T. Van Cutsem. Empeayealleviation of ther-
mal overloads using model predictive control.Rroc. of IEEE PowerTech Conference
2007, Lausanne (Switzerland), pp. 201-206, 1-5 July 2007, R8BN: 978-1-4244-
2189-3.
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Chapter 2

A framework for the optimization of
multiple interacting objectives by multiple
actors

In the Introduction the decision-making procedures emgaiolyy the different actors in both
the PST control and the overlapping market problem werergéng@resented as optimization
problems, described by equations like (1.2). It was stdtatthe interdependence of the actors’
decisions in each problem allows to formulate the situaéism game or as a multi-objective
optimization problem.

This chapter is devoted to presenting: (a) a basic backgrofinthese two fields of applied
mathematics, (b) a discussion of how they are linked to edlcroand (c) the relationship
between them and the electric power systems problemsdresatiis thesis.

2.1 Different approaches to decision-making by multiple ac
tors

For the sake of completeness and in order to put the viewpanhbpted in this work in per-
spective with existing practices and ideas, it is worth diegpsome space to presenting a
classification of the different organizational possii@ktthat could deal with the multi-actor
problems under question.

These possibilities are differentiated in two ways. The fmgolves a separation between,
on one hand, resorting to a large single-objective optittimaencompassing all the various
actors’ problems and constraints, and, on the other halalyiaj concurrent optimizations
of the various actors’ objectives. The second differerrainvolves a separation between, on
one hand, a centralized solution of the various problemsneyemtity, and, on the other hand,
a decentralized approach, where each actor solves its oiwnipation problem.

13
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The above classification leads to four combinations as shiowig. 2.1. At one end there is
a centralized, single-objective treatment of the probletmje, at the other end, we have the
possibility of a decentralized, multiple-objectives apgeh.

decentralized
single multiple
objective objectives

Figure 2.1: Different organizational possibilities for ltmactor framework.

Let us further examine what each of the four possibilitieanse

Case A This is a borderline case, where the existence of multigiera is not acknowledged.
It consists in operating the whole interconnection by alsigntral entity. This “super-TSO”
would set all the available controls envisaging an objectitich would probably be a com-
bined one that seeks for maximizing the total social welfenéde attaining at the same time a
sufficient level of security. Such a super-TSO does not ¢resther it seems possible to exist
at least in the near future). Section 1.2.4 provided a ligteatons explaining why such an
approach is not very likely to be accepted and, thus, it igshmsolution followed in this work.

It is of interest however to mention the recent creation ofeSo [Cor], an approach for a
regional coordination center within the Central Westermopean regioh Coreso supplies
the control centers of the relevant TSOs with forecasts ath@usecurity of the Central West
European grid for the following day (‘D-1 activities’). Ti@oreso’s engineers base their anal-
ysis on data that are updated each day and submitted by ttegrsgperators, e.g. generation
schedules, international electricity flows and unavaligtof power stations and grid compo-
nents. In this way, they assess the security of the gridsjlatmvarious scenarios, such as the
sudden unavailability of an interconnecting line, and theticipate the measures that need to
be taken to master the consequences. These analysis gogéththe proposed measures, are
submitted to the TSOs’ national control centers which agsoperational responsibility for
secure operation of their respective grids [Cor].

Clearly, Coreso is not a control center itself, but a ceni@ireg at coordinating control cen-
ters. One cannot say whether, in some future, areas thatesently controlled separately
will merge into larger control areas, but, for the momenits toes not seem to be envisaged.
However, the exchange of information like generation sakedand line power flows between
the TSO and the Coreso centers verifies what seems to be genpteend, at least in Europe:
exchange non-market sensitive information in order toaeha higher level of coordination
in a pan-European level, ensuring the security of operatioite enabling an integration of the
various electricity markets.

IFrance, Luxembourg, Germany, Belgium and the Netherlands
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Case B This organizational possibility does not differ from theepous one (case A) in its

potential result. In both cases a single objective, conogrthe whole interconnection, is

optimized. However, the implementation approach is coteptelifferent. Instead of requiring

the setting up and operation of a unique control center, kvhhiculd assemble all the areas’
data and would send back to areas the computed controlsadedialgorithms allow each area
to treat its own, possibly confidential, data and set its rmdsisuch that it participates in the
commonly optimized objective.

In this respect, considerable research results exist ipdiv@r system literature that deal with
the solution of the so-called decentralized Optimal PowewROPF) problem [KB97, CA98,
NPC99, AQO1, BBO03]. In their essence, they are decompaositiethods which split an orig-
inal single problem into several subproblems in such a waylittle exchange of information
is needed in order parallel iterative solutions of the sabj@ms by different agents to lead to
the solution of the original problem. Section 2.2 contaifsiaf introduction to decentralized
OPF.

The decentralized OPF algorithms allow a single optimarato be performed for the whole
interconnection without the practical and maybe politczahplications that the creation of one
single central control center would pose. However, thertéea single common objective is
anyway questionable as explained in Section 1.2.4. Theingémgatwo organizational possi-

bilities are those of interest in this work since they inwthe explicit, separate optimization
of the various objectives.

Case C This possibility is the “natural” description of the sitien under question: each
actor optimizes itself its objective using its own controBue to the coupling of the various
problems, however, those optimizations are not indepdrafezach other. As explained in the
Introduction, an actor’s satisfaction from a control demsof its own, depends, generally, on
the other actors’ decisions as well. A game-theoretic fraank provides the natural choice to
describe such a case.

Clearly, ensuring the satisfaction of the coupled constsaiequires a minimum level of co-

ordination between the actors’ control decisions. In tespect, in the algorithms presented
in this work, the decentralized operation of multiple astisrin all cases complemented with
rules that coordinate the concurrent optimizations.

Case D Finally, an alternative worth considering, could be tgdtack from the decentralized
operation viewpoint and have all the optimization problesok/ed by one entity, which, at
the same time, would take care of all the constraints. Thisnmm¢hat this central entity would
solve a multi-objective optimization problem. The mairfidiilty in this possibility stems from
the fact that it may not be obvious which of the, generally ynaossible trade-offs should be
finally chosen so that all involved actors are convinced t@ptthis solution.

However, the multi-objective approach can provide usefsight into the possible ways that
the problems could be solved and, as will be commented latinis chapter, it could in some

sense quantify the “quality” of the solutions resultingnra game-theoretic procedure. Thus,
although the main line of this work goes with a coordinatechgdetween the various actors,
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arguments and results stemming from a multi-objective ickemation of the problems will be
used when appropriate.

2.2 Decentralized Optimal Power Flow

This section is devoted to briefly presenting the deceatedlOPF approach. As already said,
this is not the direction followed in this work. The readerynas well skip this section and
proceed with Section 2.3 without loss of information for thelerstanding of this work.

In [NPC99, CNP02], a modified Lagrangian relaxation procedsiused for the decomposition
of the AC-OPF. The method results in a special treatment ofplicating constraints (i.e.
constraints invoking variables of two adjacent areas). Ql@ating constraints are the active
and reactive power balance equations at the “from” and “tesds of the tie-lines as well as
the tie-line flow limits. The decentralized OPF solutionéhi@ved by the iterative solution of
modified area OPF subproblems. At each iteration, the madddieF subproblem of a specific
area differs from a standard OPF in the following: (a) thesobye function is augmented by
the Lagrangian terms corresponding to the complicatingtraimts of the adjacent area side
of all tie-lines and (b) the variables as well as multiplief@djacent areas, that appear in the
complicating constraints, are held fixed to the values tli@yreed during the previous iteration.

We outline hereafter the technique presented in [BBO3]Herdolution of the DC-OPF, build-
ing upon the ideas in [NPC99, CNP02].

Assume that there are only two areas, name&lgnd B, connected by a single tie-ling (bus

1 located in aread and busj in B). Each area’s TSO controls a vector of variabkesg,for

A andug for B, and minimizes a cost function, respectivély(u,) and fz(ug). The vector

of variables contains the bus active power injections, thevnltage phase angles and the tie-
line’s active power flow. Thusysy = [P4 64 T4] andup = [P 05 Tg], whereT, is the
tie-line flow from bus to bus;j as computed by TS@, while T’z is the same flow as computed
by TSOB. A set of “local” constraints has to be respected by each T&0Ou4) < 0 and
gp(up) < 0 respectively. These constraints depend only on the local control vaabl

The so-called “original” OPF problem, involving the entirgerconnection is described as
follows:

min fa(ua) + fe(up) (2.1a)

s.t. ga(uy) <0 (2.1b)
gp(up) <0 (2.1c)

—Tmar < Pluy,ug) < T (2.1d)

whereT'(u4, up) gives the tie-line flow as a function of both areas variablBgi4, ug) =
(0; — 0;)/x;;, with z;; the reactance of the tie-line.

°These constraints involve computation of phase angles earith power flows using a DC model of the
network and they ensure the power balance is respected am@noh gets overloaded.
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Optimization problem (2.1) is decomposed into two sepaoaies, each involving the vari-

ables of only one TSO. The decentralized OPF algorithm stsgn the two TSOs solving

iteratively their own problems until converging to a sabutiof (2.1). The objective function

(2.1a) is naturally decomposed into its two summands. Abkastraints (2.1b) and (2.1c) are
easily attributed to the corresponding TSOs. This cannaidoe with (2.1d), since it involves

variables from both sides. So, the tie-line fl@gws duplicated into

Ty =T(un,up) (2.2)

for TSO A4, and
Tp = ~T(Tis, up) (2.3)

for TSO B, with u, (resp.up) the values ofd’s (resp. B’s) variables communicated to TSO
B (resp.A) stemming from the previous iteration. The constraint@2i4 now incorporated in
(2.1b) as—T™** < Ty <T™* andin (2.1c) as-T™** < Tg < T™* while the two equality
constraints (2.2) and (2.3) constitute the coupling camsts of the decomposed problem. Ad-
ditionally, a term involving the other area’s coupling coast Lagrange multiplier is added to
each subproblem’s objective function, which leads to thiefong two subproblems:

I{}iﬂ fa(ua) + aphp(ug, up) (2.4a)
S.t. gA(llA) <0 (24b)
hA(uA, ﬁB) = T(uA, ﬁB) —T4=0 (dual variable'aA) (24C)
and
H&Ln fe(up) + @aha(la, up) (2.52)
s.t. gB(uB) <0 (25b)
hg(ua,ug) = T(Uas,ug) —Tp =0 (dual variableop) (2.5¢)

where the hatted values are provided by the other TSO anespmnd to its previous subprob-
lem solution.

The algorithm stops wheiy, = T within some tolerance. At this optimal, the combined
Karush-Kuhn-Tucker (KKT) first order optimality conditisrof the areas’ subproblems coin-
cide with the KKT conditions of the original problem. Thisshbeen achieved thanks to the
extra term added to each subproblem’s objective function.

The main feature of these algorithms is that they allow eg80 To optimize its system indi-
vidually, acting on its own controls only. Local constrairite. referring only to a particular
subsystem) are included by each TSO in the subproblem iesolCoupled constraints are
taken care by exchange of Lagrange multipliers of the ogtation problems between the
TSOs and incorporation of terms in their objective funcsion

This approach is practically a distributed way to solve dngle problem. The single objective
that is finally optimized is the sum of all the TSOs individoaiectives. Each TSO, if acting
honestly (i.e. truly announcing the requested Lagrangeiphiers at each iteration and truly
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incorporating those sent by the others in its OPF), is praliyi an agent participating in the

solution of a global problem. The approach has been prasenpeoblems where the objective
of all TSOs was to minimize an operational cost (express&ihi). So, adding together all the
objectives, to formulate the global problem, made senseptierall objective could be viewed
as the total operational cost of the interconnection. Harewe algorithms equally work for

objectives of different natures, provided that the diffgérebjectives are properly scaled prior
to the execution of the algorithm.

It is worth stating explicitly the clear distinction betwethe techniques described in this sec-
tion and the game-theoretic viewpoint considered in thearemg of this chapter. The decen-
tralized OPF should not be viewed as a game where each TSQaga.plrhe reason is that the
different actors are not self-interested; they do not sealptimize their individual objective,
but they participate in the optimization of a common one. Agaheoretic viewpoint would
question the willingness of the TSOs to announce true vatigeeir Lagrange multipliers and
of properly incorporating the others’ multipliers in th€&PF problems. In a game-theoretic
approach, the TSOs would aim at making the iterative algoritonverge to a solution where
their individual objective function is optimized, even life total cost does not. Clearly, this is
not the spirit of the publications referred to in this setio

2.3 Game-theoretic framework

2.3.1 Dynamic non-cooperative game theory: a brief backgmnd

A short description of what the term “game theory” refers gogiven hereafter based on
[BO99].

In a nutshellgame theorynvolves multi-person decision making; itdsynamicif the order in
which the decisions are made is importarand it isnon-cooperativéf each person involved
pursues its own interests which are partly conflicting witens’.

It is relatively easy to delineate the main ingredients obaflict situation: an individual has
to make a decision and each possible decision leads to aediffeutcome or result, which
are valued differently by that individual. This individualy not be the only one who decides
about a particular outcome; a series of decisions by sewvehaiduals may be necessary. If all
these individuals value the possible outcomes differettily germs for a conflict situation are
there.

The individuals involved are typically callgulayers(the termsdecision-makersr actorsare
also used).

The games played in the PST control and the overlapping markélems in this work are

3In other words, a game is dynamic if the individuals make setjal decisions by turn, while it is static if
they simultaneously choose and implement their actions.
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Table 2.1: The place of dynamic game theory

| | One player | Many players |
Static || Mathematical programming (Static) game theory
Dynamic Optimal control theory | Dynamic (and/or differential) game theory

dynamic because the different actors sequentially adpgst tontrol actions after observing
the result of the others’ actions, while they are non-coaipex because each player seeks for
its own interest, formulated as the minimization or maxiatian of its objective function.

Scientifically, dynamic game theorgan be viewed as a child of the parents “game theory”
and “optimal control theory” (see Table 2.1). Its chargckawever, is much more versatile
than that of its parents, since it involves a dynamic denigimcess evolving in (discrete or
continuous) time, with more than one decision maker, eat¢h 8 own cost function and
possibly having access to different information [BO99]isIiew is the starting point behind
the formulation of “games in extensive form”, which startedhe 1930s through the pioneer-
ing work of Von Neumann (culminated in his book with Morgesst[NM47]), and was then
made mathematically precise by Kuhn [Kuh53], all within fremework of “finite” games.
The general idea in this formulation is that a game evolvesraking to a road or tree structure,
where at every crossing or branching a decision has to be asaldew to proceed.

In spite of this original set-up, the evolution of game thdwas followed a rather different path.
Most research in this field has been, and is being, concedtoat the normal or strategic form
of a game. In this form all possible sequences of decisioreaoh player are set out against
each other. In such a formulation dynamic aspects of a gaeecmnpletely suppressed, and
this is the reason why game theory is classified as “staticTaible 2.1. In this framework
emphasis has been more on (mathematical) existence questather than on the development
of algorithms to obtain solutions.

Independently, control theory gradually evolved from SetdVorld War servomechanisms,
where questions of solution techniques and stability wardied. Then, Bellman’s “dynamic
programming” [Bel57] and Pontryagin’s “maximum principlgeBGM62] followed, which
spurred the interest in a new field called optimal controbtlie Here the concern has been
on obtaining optimal solutions and developing numericgbathms for one-person single-
objective dynamic decision problems. The merging of thefields, game theory and optimal
control theory, leads to even more concepts and to actugbetation schemes.

Heretofore, we have safely talked about “decisions” madplayers, without being very ex-
plicit about what a decision really is. This will be made mprecise now in terms of infor-
mation available to each player. In particular, we shaliinggiish betweemctions(also called
controls) on the one hand asttategieqor, equivalently, decision rules) on the other.

If an individual has to decide about what to do the next day, thuie options are fishing and
going to work, then a strategy is: “if the weather reportye&smorrow morning predicts dry
weather, then | will go fishing, otherwise | will go to my officeThis is astrategyor decision

rule: what actually will be done depends on quantities not yettknand not controlled by the
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decision maker; the decision maker does not influence thesemf the events further, once
he has fixed his strategy. Any consequence of such a stratiegrythe unknown quantities are
realized, is called aaction In a sense, a constant strategy (such as an irrevocabkatetn
go fishing without any restrictions or reservations) caiesi with the notion of action.

2.3.2 Nash games

Let us now recall what is considered to be a “game” in the cdrdegame theory.

Definition. An N-persorgameis a formal representation or a mathematical model
of a situation in which a number of players interact in a sgtof strategic inter-
dependence [CKKO04]. This means that the welfare of a plagpedds upon its
own actions and on the actions of the other participantsdrgime. AnV-person
game (in normal form) is defined as a three-tuphé, U;, f;,7 € N}, where:

e Nisthe setof players\V = {1,2,...,N};

e U; is the set of possible actions (or strategy space, or feasét) of theth
player U; C R™);

e f; is the payoff (or welfare, utility, profit, objective, etdiinction of theith

player that assigns a real number to each element of thesGarteroduct of
the strategy spacdsg = U; x U, x ... x Uy.

Players play a game through actions. The information th&yephas about its own and other
players’ past actions is theformation sebf that player. Apayoff functiorexpresses the utility
that a player obtains given a strategy profile for all players

Assume that there are= 1, ..., N players participating in a game. Each player can take an
individual action represented by a vectgr All players acting together makes up a collective
action, which is a vecton = (uy,...,uy). To emphasize thé&h player’s variables within

u, we sometimes writ¢u;, u;- ) instead ofu. Each player selects its action from its feasible
set, i.e. u; € U;, while a collective action belongs in the collective actertU. If x =
(x1,...,xy) andy = (y1,...,yn) are elements of the collective action set, we define an
element(y;,x;-) = (x1,...,X;i-1,¥i, Xi+1, - - -, Xy) Of the collective action set as a set of
actions where theth player playsy; while the remaining actors are playing, with j =
I,...,i—1,i+1,...,N.

Assuming, without loss of generality, that each playestt@minimize an objective function,
theith player’s decision-making problem can be formulated as:

min f;(u;, u;-) (2.6a)
st weU, (2.6b)



Chapter 2 21

Definition. A pointu* € U is called aNash equilibriumof the game if, for all;,
we have:

fi(u*) = min f;(u;,u’). (2.7)

u,€U;

Notice thatu* solves the gaméN/, U;, f;,7 € N'} in the following sense: ai* no player can
improve its individual payoff by a unilateral (i.e. its spkction. For this reason, it is said that
the Nash equilibrium is strategically stable or self-eniiog.

Depending on the problem, there may exist multiple, a uniqueven no Nash equilibrium at
all*. The set of all Nash equilibria of a game is called Nesh set

Problems that fit in the above described framework are termséthsh gamesor Nash equi-
librium problemgNEPS) as a recognition to the mathematician John Nash whdhedirst to
formally introduce them, in two papers [Nas50, Nas51] whaoh a landmark in the scientific
history of the twentieth century.

2.3.3 Generalized Nash games

In Nash games, each player’s payoff function depends ondtena of the other players, but
each player’s feasible set does not; tkie player chooses its action always from the same
strategy spac¥J; irrespective of what the others’ decisions are. Howeverglexist problems
where the players interact also at the level of the stratpgges. In other words, the players’
feasible sets depend on the players’ control actions, i.e.

Ui = Ul(ur)

Such problems arise quite naturally from standard Nashlgnubif the players share some
common resource (a communication link, an electrical traasion line, a transportation link
etc.) or limitations (for example a common limit on the tqtallution in a certain area).

This class of problems has been named after a number of ehtféerms in the literature,
such as pseudo-games, social equilibrium problems, équiih programming problems and
abstract economies. The two names that are used intercitalgge this thesis are: aener-
alized Nash equilibrium problen{&NEPS) that seems to emerge as the favorite in Operations
Research, and, lmpupled constraints gamgsecause of its descriptive value for the problems
treated in this work. An excellent survey on GNEPs can bedaarfFK07], from where the
material of this subsection has been borrowed.

Let us from now on assume that the setgu;- ) are given by

Ui(ui—) = {ui c §RZ . gi(ui, ul-—) S 0}, (28)

4In fact, nopure Nash equilibria; there will generally existixedNash equilibria, but this is out of the scope
of this work.
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whereg;(u;, u;-) : Rw*->nv — RY% (C; being the number of constraints of tita player.
Equality constraints, as well as constraints of iteplayer that depend only on its own vari-
ables, are included in (2.8) as particular cases.

Thus, the decision-making problem of tité player in the coupled constraints games is for-
mulated as:

min f;(u;, w;-) (2.9a)
st gi(u,u-) <0 (2.9b)

Similarly to (2.7), ageneralized Nash equilibriums defined as a poini* € U, where for all
i, we have:

fiw) = min fi(uw; ui-) (2.10a)
s.t. gi(u;,u;-) <0. (2.10Db)

From here on, for simplicity, we will refer to such a point adlash equilibrium point, irre-
spective of whether there exist coupling constraints or not

Simply stated, a Nash equilibrium of a GNEP is a point (i.eeetor of collective actions) at
which no player can, by a unilateral action, improve its obye without violating at least one
of the coupled constraints.

One may argue that a generalized Nash game is “unnatural gira non-cooperative frame-

work the players are expected to care only about their iddafiwelfare and not about common
limitations (constraints). However, this point of view &aps to be rather limited, and severely
undervalues [FKO7]:

1. the descriptive and explanatory power of the GNEP model,

2. its normative value, i.e. the possibility to use GNEPsésign rules and protocols, set
taxes and so forth, in order to achieve certain goals, a pbwiew that has been central
to recent applications of GNEPs outside the economic field &pplication below);

3. the fact thatin any case different paradigms for gamesudiave been adopted, where,
although in a noncooperative setting, there are mecharitshsnake the satisfaction of
the constraints possible.

As a matter of fact, the viewpoint expressed in the third pabove has been adopted in this
work when dealing with power system problems. The corredpgnalgorithms are presented
in Chapter 3 for the PST control problem and Chapter 4 for theglapping market problem.

Application (power allocation in a telecommunication syseém). This application, coming
from the telecommunication field, is an example where the BN&Eused for its normative
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value. The considered problem is the power allocation in asGian frequency-selective in-
terference channel model [PSFWO07]. In order to make theeptation self-contained and
clear, we consider a simplified variant which, however, cegs all the technical issues that are
significant for our illustrative purposes.

Consider the Digital Subscriber Line (DSL) technology (es@mmon method for broadband
internet access). DSL customers use a home modem to coore@édntral Office through a
dedicated wire. In a standard setting, the wires are burtdigether in a common telephone
cable, at least in proximity of the Central Office. Due to &l@magnetic couplings, the DSL
signal in the wires can interfere with one another, causidggradation of the quality of the
service. The current standards prescribe the use of desorattitone modulation which, in
practice, divides the total available frequency band iteece into a set of parallel subcarriers.
In this setting, the parameter that can be controlled iseémh wireg and for each subcarrier
k, the powerp{ allocated for transmission. For each wire, the transmisgiality is given by
the maximum achievable transmission r&ie

This quantity depends both on the vectdr= [p{, ..., p%/] of power allocations across thé
available subcarriers for wirg andp?—, the vector representing the strategies of all the other
wires ( is the set of wires). Thus}, = R,(p?, p?).

In this setting, there is a single decision maker to decigepibwer allocation. This decision
maker, loosely speaking, on the one hand wants to minime@dawer employed while guar-
anteeing to each wirg a transmission rate of at Ieaé’g“'". Telecommunication engineers
have come to the conclusion that a desirable way to choosgatier allocation is to take it

as the equilibrium of a GNEP described below. Each wiie a player of the game, whose
objective function is to minimize the total power used imsmission, with the constraint that
the maximum transmission rate is at le&4t™, i.e. the problem of the generic playgis:

N
: q
min ) ot
k=1
st Ry(p%p?) > Ry™
p? >0

We stress that here the GNEP is used in a normative way. Nosoreally playing a game;
rather, a single decision maker has established that tlvemet of the GNEP is desirable and
therefore (calculates and) implements it. This perspedsivather common in many modern
engineering applications of the GNEP.

It is interesting to note that the above technique fits in tbetext of Case D in Fig. 2.1.
Instead of solving a multi-objective optimization problgime central entity could simulate the
execution of a game between the involved actors, takingastmunt the satisfaction of the
coupled constraints. The difference, however, is thaténhttre-presented telecommunication
example the players are “defined” by the central entity ferghrposes of the allocation, while
in the context considered in this work, the players, i.e. ila@ous actors, are “self-existing”
and may rather prefer to be left free to privately decide ashiamplement their strategies and
behaviors.
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2.3.4 Reaching a Nash equilibrium

In general, a game may have one or more Nash equilibria or mveguilibrium at all. Two
classical topics in mathematical programming are, in fastestigating the existence and
uniqueness of Nash equilibria (e.g. [AD54]).

However, even if a unique Nash equilibrium is proven to exigtre is no guarantee that when
the game is actually played by the players, it will finally eerge to this equilibrium. Similarly,
in a game with multiple equilibria, the game may not conveagyany of them. Even when it
does, one will not know in advance which equilibrium will ached.

In its most general case, a game goes on as follows. The plaggynchronously with each
other, based on their information sets, solve their desisi@aking problems and implement the
corresponding actions. The actions taken by one playemgeiierally modify the information
sets thus triggering new actions by the other players anchsoA a Nash equilibrium, the
information in each player’s information set is such tha gitayer has no motivation to take
a new action (i.e. to modify its controls). Notice that, oftéhe information sets may contain
observable quantities but not the others’ control actibmesniselves. For example, in a PST
control problem, a TSO may observe the active power flow ima @hanging as a result of
PST adjustments by the other TSOs without knowing what tlactens are. Depending on
their technology or strategy, different players may obséineir environment and compute and
take actions at different speeds.

Deviating from the above described general situation, oag easily imagine games where
actions are taken in a synchronous manner at specific momwéets all players compute and
implement their actions. Additionally, a distinction cae imade between games where the
players act in parallel with each other and games where tbegeguentially (one after an-
other, each at its turn). Also, as a particular case, thegeerst games where each player’s
information set coincides with all the players’ alreadydalactions (i.e. at any moment, the
players know the other players’ control actions).

Figures 2.2 and 2.3 illustrate the difference between dspmous and synchronous playing of
a game, respectively, as well as between taking actionsrallekor sequentially.

Allin all, a game may be played in different manners as regthrd level and type of synchro-
nization of the players’ actions, as well as the informabeimg available during its execution.
Expectedly, the manner a game is played, in addition toatsisg point will affect the equilib-
rium to which the game will converge. In addition, the speedtach a player is able to react
is generally expected to affect the final outcome, since agdan that speed will change the
whole “dynamics” of the game. However, it should be kept imdihat existence of equilibria
does not guarantee convergence to one of them; the game ntegpped in a limit cycle sit-
uation (oscillating between two or more different collgetcontrol actions) or even progress
endlessly without reaching a clearly observed pattern.
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Players acting asynchronously

player 3 > > >

player 2 e E > — >

player 1 | | LT | LT | |
0 time

Players acting synchronously

S—— S——
player 3 2— 2— >
S~ S~ S~

player 2 z— z—
>~ >~ S~
player 1, i i | |
0 time

Figure 2.2: Asynchronous vs synchronous execution of a game

Players taking actions in parallel

player 2 > > = > = > =

player 1 | >>| >>| >>| >|
k-1 k k+1 time
Players taking actions sequentially

player 2 > ; 2=
— —

player 1 | | | | |
k-1 k k+1 time

Figure 2.3: Parallel vs sequential execution of a game.
2.3.5 lllustrative example

A simple example, taken by [TCO1], is used here to illustsat@e of the above issues. Assume
a two-person game, with respectively andp2 the two players. They both control a scalar
variable (:; andu,) and minimize an objective functiorf(and f;). Both f; and f, depend on
both control variables. The game is formed as follows:

pl: I%ilnfl(ulau2) p2: r%infé(ulauQ)

st.0<u; <10 St.0<u, <10

where fi(u1, us) = 44.76u3 — 28.8Tuyus + 10.24u3 — 150u; — 20us
and  fo(ug,up) = 19.49u? — 34.48u uy + 25.51u2 — 120u;.

Thanks to the simplicity of the example, one can compute wlaah player will play as a

function of the other player’s present action (we call thiglayer’s reaction). For instance,

whenp2 playsu,, p1 will chooseu; = arg O<mi£110 fi1(uq,us). Thus,u; is nothing but the point
Surs
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where the first derivative of; with respect ta;; becomes equal to zero, which gives:
8f1(u1, ib\g)/auﬂ(ul:al) =0= 8952@1 — 2887@2 —150=0= ﬂl = 032@2 +1.68. (211)
In the same way, one can find th&Xs reaction is given by:
Uy = 0.68u;. (2.12)
In Fig. 2.4, the two players’ reactions as functions of thieeotplayer’'s action are shown

graphically. The pointu}, u3) where the two lines intersect is the (unique in this casehNas
equilibrium of the game. This collective action satisfiedh@.11) and (2.12).

10

‘I\ ..... = optimal u, for fixed u,

’ - = = = Ooptimal u, for fixed uy

Figure 2.4: Players’ reactions and Nash equilibrium of theg.

In Fig. 2.5, an execution of the game is shown. The two plagetsheir control variable one
after the other, as a response to the other player’s actioes@'moves are illustrated with solid
line. The end of each segment denotes an operating poird,c¢alective action that is actually
played. The rest of the segment does not correspond to ailoy attjust aims at visualizing
the progress of the game by linking the different operatiogs. The starting point was
(uy,uz) = (9,9) (right-up end of the solid line). The game is played seqadigtandp]1 is the
first to act. It changes; according to (2.11) bringing the operating point on the ddstied
line (that gives the optimal, for a givenu,). At its turn, p2 modifiesu, according to (2.12)
bringing the operating point on the dashed line (that gitiesaptimalu, for a givenu,). The
game goes on like this, until the Nash equilibrium is reachBadere, no player is motivated
to change its control variable. This point can be easily cateqb in this simple example by
solving (2.11) and (2.12). It iguy, u}) = (2.15,1.46).

The same game can be played with the players acting in pataky both make and imple-
ment their decisions at the same time. Fig. 2.6 shows thetiimse steps of such an execution.
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Figure 2.5: Playing sequentially until converging to thesNaquilibrium.
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Figure 2.6: Playing in parallel until converging to the Nasjuilibrium (the first three steps
are shown with ‘x’s).

The ‘X’s correspond to operating points being actually iempénted. For comparison, the solid
line showing the progress of the sequential execution haxs kept in the figure. Starting again
from point(9, 9) both players at the same time compute and implement theitioea accord-
ing to (2.11) and (2.12). The collective action resultingnfr the two players’ simultaneous
actions corresponds to the operating p¢in56, 6.12), shown with the upper-right ‘x’ in Fig.
2.6. Then, the players take new actions and so on up to cawveego the Nash equilibrium.
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One can easily see that playing sequentially or in paraflehges the “dynamics” of the game;
the operating point follows a different trajectory towatds Nash equilibrium.

It is worth noting that in this example the information sekeaich player consists of the other
player’s action.

Pursuing with the example in [TCO1], let us now assume thatetlexist some constraints
coupling the players’ actions. Namely, let those constsdde:u; + u, > 6 andu; + us < 10.

Figure 2.7: Players’ reactions, feasible region and setasiNequilibria of the game.

Fig. 2.7 is a reproduction of Fig. 2.4 where the feasibleargdictated by the two added
inequality constraints, corresponds to the non-shadedk@tveen the two sloping solid lines.
In the new game, the intersection of the two players’ reaatiarves (i.e. the Nash equilibrium
of the game without coupled constraints) is no longer aad®@ptsince it violates one of the
constraints. As a matter of fact, in this generalized Nagheg#here exist a whole set of
collective actions that are all Nash equilibria of the gam@King up the Nash set). This set
is also illustrated in Fig. 2.7. The reader can easily chaek &t any point in the Nash set,
no player can take an action that decreases the value ofyitsfganction without violating a
constraint of the problem.

How the satisfaction of the two coupled constraints is got@ed is an interesting issue. In this
example, we assume that each player, when making a dedisnits,itself not to violate any
of those two constraints, given the actual value of the gpteeyer’s control variable. In other
words, the two players share these constraints, and théyitdude them in their decision-
making problems, which become:
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pl: n%lln fi1(ug, uz) P2 : Hllén fo(uq, uz)
st. 0<u; <10 st. 0<uy, <10
Uy + ug > 6 Uy +ug > 6
UL+ ug < 10 ur + uy < 10

One can notice that the new game is a generalized Nash gamoelsi= U;(u;), 4,5 = 1, 2.
IndeedUZ‘(Uj) = {Ul 0 <u; <10,u; + U > 6,u; + Uj < ]_0}

10

Figure 2.8: Playing sequentially until converging to onéha&f multiple Nash equilibria.

Playing the game sequentially under the above rule givesdhaence of moves presented in
Fig. 2.8. The notation is as in Fig. 2.5 (players’ actiong) &ig. 2.7 (feasible region). Notice
that often the players are driven by the need to satisfy (bstenofpl) or not to violate (1st
and 2nd move 0p2) a constraint. The parts of dashed-dotted and dashed haéesite in the
shaded area correspond to whatand respectively2 would have played had it not been for
the coupled constraints. Clearly, without a mechanismghatantees the satisfaction of those
constraints the game would have converged to the inteoseatithose reaction lines, which is
not acceptable. On the contrary, the game shown in Fig. Z8ecged to one of the points in
the Nash set.

Figures 2.9 and 2.10 show another two executions of the same ,gvhere, compared to Fig.

2.8, the order of moves has been inverted (see Fig. 2.9) @tdneng point has changed (see
Fig. 2.10). Again, one of the multiple Nash equilibria isaated, but different every time. This

is due to the change in the “dynamics” of the game.

The results shown in Figs. 2.8, 2.9 and 2.10 are indicativehait was stated previously in this
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Figure 2.9: Playing sequentially, wigi2 playing first, until converging to one of the multiple

Nash equilibria.
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Figure 2.10: Playing sequentially, starting from (9.5)9umtil converging to one of the multi-

ple Nash equilibria.

section: “the manner a game is played, in addition to itsisgpoint, affect the equilibrium to
which the game will converge”. The normal form of a game (segiining of Section 2.3.2)
is not enough to predict its final outcome.

Although simple, the example captures a very interestitgagon. In the game played in
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Fig. 2.9,p2, at its second move, plays = 3.4 minimizing f, given thatu; = 5, as suggested
by (2.12). However, just by looking at the figure, one can ket if p2 had playedi, = 2.5
instead of3.4 and thenpl had played trying to minimize its payoff function given thewn
U, then the game would have converged to a Nash equilibriuterofetr p2, i.e. wheref,
has a lower value. This illustrates a very common situatiogames: it involves players
trying to anticipate what the other players’ strategies (agee what actions they should be
expected to take) and considering this when they choosed¥eai actions. In other words, the
players, each time they make a decision, instead of naivelyva/opically acting in a way that
instantly minimizes their payoff functions, couddt strategicallyenvisaging the longer-term,
more constant and stable, benefit, thus looking forward itordy the game towards the most
profitable for them Nash equilibrium.

Let us now modify the example used throughout this sectidolisvs:
f1 (Ul, Ug) = 5476114% - 9887U1U2 + 1024U% — 100U1 - 20U2
and fg(ul, Ug) = 1949U% + 109.52uqus + 49435U% — 120u; — 960us.

10

Figure 2.11: Limit cycle situation; the Nash equilibriunmisver reached.

The resulting reactions, computed as in (2.11) and (2.X2)geaphically shown in Fig. 2.11
(dash-dotted line fop1 and dashed line fgi2). Coupled constraints are not considered in this
example. The intersection of those two lines is the (unidieeh equilibrium of this game.

In the same figure, an execution of the game, played seqligmtith p1 making the first move,
is also presented. The players’ actions are shown withiwt'gre the number 1, ..., 5 refer
to the sequence of action.

It is easily seen that the game does not converge to the Naslibegm. In fact, the players
oscillate between 4 different operating points, making limé cycle. In particular, after the
4th move,pl acts minimizing its payoff function and this brings the gaatgoint ‘5’ which
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coincides with the previously played point ‘1. From then tire game goes on repeating itself,
i.e. point ‘6’ coincides with ‘2", “7° with ‘3’ and so on.

This example illustrates the fact that the existence of Naghlibria does not guarantee con-
vergence to one of them.

2.3.6 Computing Nash equilibria

For many applications, it is interesting or useful for anitgrib compute beforehand the pos-
sible equilibria of a game (for example, the regulator of akeamay want to check what the

effect of a particular policy would be). Algorithms have hegeveloped to this purpose. A
good entry point to the related situation is [FKO7]. In geethose algorithms take as in-
put all players’ payoff functions and strategy spaces agdsdiving sets of equations and/or
optimization problems, they converge to a Nash equilibrafrthe game. However, these al-
gorithms rely on assumptions regarding the mathematieaggsties of the payoff functions

(continuity, differentiability, etc.) and of the feasibéets (convexity, concavity, etc.). Thus
they cannot be used for any game. Also, they generally do ma&eran exhaustive search for
all possibilities; non convergence to an equilibrium doesmean that the latter does not exist.
Finally, convergence to a Nash equilibrium does not proinfélmation about the existence of
others, while different starting points may lead to differBlash equilibria. It is probably safe

to say that, as of writing this report, almost no algorithm ba shown to be globally conver-

gent under clear or reasonable assumptions [FKO7], in spigesignificant progress already
made by researchers.

We outline hereafter some of the existing methods and citeesapplications in the power
system area.

We first considepractitioners methods.e. methods that are popular mostly among practi-
tioners and whose rationale is easy to grasp. They are ‘adatiecomposition methods, be it
of Jacobi- or Gauss-Seidel-type (with well-known coungéetpin the case of systems of linear
equations [SB02]).

Nonlinear Jacobi-type Method:

=

. Choose a starting poinf’ = (u?,...,u%) and set: := 0.

N

. If u* satisfies a suitable termination criterion, STOP.

3. Fori =1,..., N: compute a solutiom! " of

min f;(w;,uf)  s.t.w; € Uj(ul).

u;

IN

. Setuft! = (uf ... uk™), k< k+ 1 and go to step 2.
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At each iteratiork, N optimization problems have to be solved in step 3. The obgfinction
fi(uk, ..o uf L u,uk L uk), (6= 1,..., N), has to be minimized over all; € U;(ul),
whereas all block variablelsf of the other playerg # i are fixed. This algorithm does not
use the newest information, since, when compuiipgwe already have the new variables
uttt . uM and may use them insteadwf, . . ., u” . Using these variables both fpand

in the feasible sets, leads to the following Gauss-Seige-tnethod.

Nonlinear Gauss-Seidel-type Method:

1. Choose a starting poinf’ = (1!, ..., u}/) and set: := 0.

N

. If u* satisfies a suitable termination criterion, STOP.

3. Fori =1,..., N: compute a solutiom! " of

. k1 k1 k k
H}llnfl(ul 7...,ul_17uz7ul+17...,UN) (2.13)
k1 1k k
sit.u; € Us(uft', .o uff ] ul .. uR).
4. Setuft! .= (uf*! ... ukith), k< k+1and goto step 2.

With reference to the examples presented in Section 2 Bebiterations of the Jacobi-type
method appear as the decisions taken by players acting atigdawhile those of the Gauss-
Seidel-type method correspond to players acting sequigntia

In the case of a NEP (defined in Section 2.3.2), it is easy toe[BKO07] that if the entire
sequencgu”} generated by one of these methods converges to a puititenu* is a Nash
equilibrium of the NEP. Conditions which guarantee the esgence of the whole sequence
{u*}, however, are typically not known or extremely restrictiVéne situation becomes even
more complicate for GNEPs where additional properties @titnstraints are required in order
to prove suitable convergence results.

The methods described above are straightforward and easypltement, which explains their
popularity among practitioners. However, they can be amred, at most, good and simple
heuristics.

There exist more systematic methods to find Nash equiliboainstance, a popular approach
consists in writing down the Karush-Kuhn-Tucker first-ardecessary optimality conditions
[Kar39, KT51], for each player’s optimization problem am@m solving them altogether. The
concatenation of all the players’ KKT conditions gives tlecalledKKT conditions of the
GNEP.

Using the representation (2.9) and assuming that all fanstinvolved are”! (differentiable
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with continuous derivatives), the KKT conditions for tik player are:

VuLi(wj,ui-, A;) = 0 (2.14a)
gi(u,u-) < 0 (2.14b)

A >0 (2.14¢)

ANk - (gi(u,w-))e = 0 k=1,...,NC; (2.14d)

whereL;(u, \;) = fi(u) + Al g;(u) is the Lagrangian associated with tik player's opti-
mization problemy,,, L; denotes the gradient &f with respect tay;, (\;) is thekth element
of A\;, (gi)x is thekth element ofg; and NC; is the number of constraints in thith player’s
optimization problem.

Thus, the KKT conditions of the GNEP are given by:

L(u,A) = 0 (2.15a)
A >0 (2.15b)
glu) < 0 (2.15c¢)
Ni-(gw)y = 0 k=1,...,NC (2.15d)
where
A — AT A5,
gw) = [gl(w),....gkw)]",

Lw,A) = [VL Li(w,\y), ..., VL Ly(u,Ax)]" and
NC' is the total number of constraints in all the players’ optation problems.

System (2.15) can be regarded as a first order necessaryioaridr the GNEP. The following
theorem [FKO7] shows, provided some convexity assumptmid true, that thaxr-part of a
solution of (2.15) is a solution of the GNEP, i.e. a Nash elquum of the game.

Theorem. Let a GNEP be defined by (2.9) and assume that all functiormdvied
are continuously differentiable.

(@) Letu* be an equilibrium of the GNEP. Then ) exists that together with*

solves (2.15).

(b) Assume thatu*, A\*) solves (2.15) and that for every playeand everyu;-,

fi(u;, w;-) is convex andJ; (u;- ) is closed and convex. Theay is an equilibrium
of the GNEP.

System (2.15) is Mixed Complementarity Proble(MCP), i.e. a special variational inequal-
ity, for which efficient solvers are available [DF95, FPO3FR 01]. This paves the way to

several approaches to the solution of GNEPs. Unfortundltédystatement has to be imme-
diately qualified, since the requirements that must befsatisn order for those methods to
convergence to a solution of the MCP are not easily appkcebthe KKT system (2.15), and

the conditions one obtains this way are rather unnatur&rmg of the original GNEP and are
not clear at all [FKO7].
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The above method of formulating and solving an MCP has bageliaapplied by the power
system researchers trying to compute Nash equilibria ofretey markets. References [Hob01,
Sme97] and several subsequent ones such as [B6GKY S04] formulate the market equilib-
rium conditions and solve the resulting MCP.

For instance, in [Hob01] two models of bilateral marketduding a congestion management
scheme for transmission are formulated as mixed Linear Gammgntarity Problems (LCP), a
particular MCP formulation where the functions involvedin® complementarity constraints
are affine. Both models address a bilateral market in whigiemectly competitive generators
purchase transmission services from an ISO who pricesest@asmission capacity in order
to ration it efficiently. In terms of strategies, each getingacompany in both models plays
a Nash game in quantities sold. This is equivalent to eackrgéon company assuming that
other firms will not alter their outputs, which is a case of N&opurnot game. In addition, each
producer merely assumes that its outputs will not signifigaaiffect transmission prices. In
game-theoretic terms, this is a case of Bertrand game wsfert to transmission. Given the
above market and strategy assumptions, both models ca@utaarket equilibrium for gener-
ation and transmission. A market equilibrium is defined asta&prices, generator outputs,
transmission flows, and consumption that simultaneousisfg@ach market participant’s first
order conditions for maximization of its profit while cleagithe market (supply = demand). A
solution satisfying those conditions possesses the profieat no participant has incentive to
alter its decisions unilaterally; it is a Nash equilibrium.

Reference [Sme97] concludes its survey of gas and elecii&eh models by stating that
explicit statement and solution of equilibrium conditiaasa promising theoretical and com-
putational approach to modeling strategic behavior. Thdetsoof this application are mixed
LCPs as a result of using linear demand functions and mdrgameration costs. Mixed LCPs
involving thousands of variables and complementarity domts can be solved using avail-
able LCP software, such as the MILES and PATH solvers withthMS [GAM]. This permits
application of strategic market models to large systemh #ibusands of power plants and
hundreds of constrained transmission interfaces.

One may guess a relationship between the lower level probfetimee MPECs mentioned in
Section 2.3.5 and the here presented method of concatgraditithe players problems’ KKT
conditions to formulate a MCP. In fact, if the players arevsag MPECs instead of classical
optimization problems to come up with their actions, thes phoblem of obtaining an equi-
librium among such MPECs is called &gquilibrium Problem with Equilibrium Constraints
(EPEC) [DS01]. Because the MPEC problem is generally noweq such an equilibrium
might not exist or there might be multiple equilibria [HR04]

Other methods that are used to compute Nash equilibriadedioe “Nikaido-lsoda-function-
type methods”, the “penalty methods” and the “ODE-basechous” [FKO7]. Some of them
have been applied in the power system literature, like fangde in [CKKO04], where a
Nikaido-Isoda-function method is presented for the catoh of Nash-Cournot equilibria in
electricity markets.



36 Chapter 2

2.4 Multi-objective optimization framework

The process of optimizing systematically and simultanBoasset of objective functions is
calledmulti-objective optimizatioor vector optimizatiodMAO4]. Typically, multi-objective
optimization problems appear when a decision maker wantptimize several objectives
which are functions of its control variables. The case ofn@st is when those objectives are
somewhat conflicting; setting the controls at optimal valtgg one objective deteriorates the
others. Thus, the solution sought by the decision maker fgpiimal” compromise between
its different objectives.

Several applications of multi-objective optimization appin the power system literature and
practice. Objectives that are typically combined and oz include cost of active gener-
ation, social welfare, active losses, cost of reactive eupwpoltage profile, loading margin
[BBIMO1, BBMO1, CL94, MCI03, RCQO03]. For example, in an eiecity market environ-
ment, concerns of ensuring a fair market for participants security of the system can lead
to conflicting decisions for the system operator, since aced operating cost may not be
achieved simultaneously with high security operating ciors [RomO06].

2.4.1 Pareto optimality

The general multi-objective optimization problem is poasdollows [MAO4]:

muin F(u) = [fi(u), fa(u),. .., fy(w)]" (2.16a)
st g(u) <0 (2.16b)

whereN is the number of objective functiona,the vector of decision variableg,(-) theith
objective functiong(-) the set of inequality constraints (possible equality camsts being
implicitly taken care there) defining tHeasible sebr feasible design spadé = {u: g(u) <
0} andF is a vector containing all the objective functions feasiblesolution of the problem
is a control vecto € U. Finally, the se containing the values that may take {F(u) :
u € U}, is called theattainable set

Notice that problem (2.16) is not well posed from the mathirabviewpoint (it is not a math-
ematical programming problem); it is rather an intuitiveywta visualize with mathematical
symbols the definition of the multi-objective optimizatiproblem. However, a range of meth-
ods is available to convert the multi-objective formulat{@.16) into a substitute problem with
a scalar objective (scalarization) that can be solved wightdols of single-objective optimiza-
tion.

In contrast to single-objective optimization, a solutiomtmulti-objective problerhis more of
a concept than a definition [MAO04]. Typically, there is nogianglobal solution and it is often
necessary to determine a set of points that all fit a pred@tedhdefinition for an optimum.

SWe use the terms multi-objective problem and multi-objectiptimization problem interchangeably.
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The predominant concept in defining an optimal point is tHfaPareto optimality[Par06],
which is defined as follows:

Definition. A solutionu® of a multi-objective optimization problem is said to be
Pareto optimaif it is feasible and is not dominated by any other feasiblatsan.
This means that there is no other solutigryielding at least one better objective
function f;(v’) (i.e. fi(0') < f;(u®)) without worsening any of the rest (i.e. sat-
isfying that f;- (u’) < f;-(u®), where index— denotes all objectives but thith
one).

For any given problem there may be an infinite number of Pasptonal solutions, making
up thePareto set When it comes to solving a multi-objective problem, one tdistinguish
between methods that provide the Pareto set or some portitrabset, and methods that
actually seek a single final solution.

A simple method for determining whether a control veaidis Pareto optimal or not consists
in solving the following single-objective problem [Ben78]

N
rﬁgl;az (2.17a)
st. fi(w)+06,=fi(w) i=1,...,N (2.17b)
g(u) <0 (2.17c)
§>0 (2.17d)

If at the solution of problem (2.17) alls are zero then? is Pareto optimal, otherwise it is not.

In terms of a global criteriott},, [Sta88] presents the following sufficient condition forar€to
optimal solution, which is useful for evaluating the effeehess of a scalarization method:

Theorem. LetF € Z, u® € U, andF° = F(u°®). Let a scalar global criterion
F,(F) : Z — % be differentiable withVgF,(F) > 0, V F € Z. Assume

g

F,(F°) = min{F,(F) : F € Z}. Then,u’ is Pareto optimal.

The above theorem suggests that minimization of a globadtiom £, (F) is sufficient for
Pareto optimality ifF,(F) increases monotonically with respect to each objectivetfan.
Furthermore, ifu® is Pareto optimal, then there exists a functigniF') that satisfies the above
theorem and captures’ [MSMOO]. If the Hessian off, (F') with respect toF is negative
definite, then the minimization of, (F) is a necessary condition for Pareto optimality [AP96].

2.4.2 Utopia point

An alternative to the idea of Pareto optimality, which yeklsingle solution, is the idea of a
compromise solutiofSal71a, Sal71b]. It entails minimizing the differencevibe¢n the poten-
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tial optimal solution and atopia point(also called aimdeal poin)®, which is defined as follows
[VG81]:

Definition. A point F& = (flA, L fE .,fﬁ) is a utopia point iffy i =
_ A X ‘
L...,N,itis fi = Hé%lfl(u)'

In general 2 is unattainable (if it was not, there would be no conflict begwthe objectives).
The next best thing is a solution that is as close as possibheetutopia point. Such a solution
is called a compromise solution and is Pareto optimal. Adliffy lies in the definition of
“close”. Usually it implies that one minimizes the EucligedistanceD (u):

N

D(u) = [F(u) - F2| = Z (fz-(u) - ff)2

i=1

However, if the various objective functions have differentts, they should be made dimen-
sionless. A “robust” approach for doing this, regardless ahiginal range of the objective
functions, is called normalization and results in the failog new objectives [KS87]:

norm _ fl(u) — fiA
i = B

with £ = max < f; (us) b, whereu” is the control vector that minimizes thieh objec-
! 1<j<N J J

. . N .
tive function;u;” = arg min fi(u).

An interesting application of the above concept in the posystem literature is [PBPEO8].

There, the authors consider an interconnected power systarme the various TSOs have
agreed to transfer some of their controls to a centralizéityeihe role of the latter is to come

up with control decisions which are fair enough for every T$8e resulting decision-making

problem is formulated as a multi-objective problem, whexreheobjective function corresponds
to a TSO. An algorithm is proposed that selects the closeketatopia point solution. To this

purpose, the different objectives are normalized usingesoations of fairness.

2.4.3 Methods for solving a multi-objective optimization poblem

An excellent review of methods for solving multi-objectpmblems can be found in [MA04].

As a primary goal in multi-objective optimization is to mé@edecision maker’s preferences
(ordering of relative importance of objectives and goat®thods are categorized according to
how the decision-maker articulates these preferences.yldids:

5The term “point” is used here referring to a specific set otigalof the objective functions. Thus, a control
vectoru yields a point(f1(u), ..., fi(u), ..., fx(u)).
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1. methods that involva priori articulation of preferenceswhich implies that the user in-
dicates the relative importance of the objective functiondesired goals before running
the optimization algorithm;

2. methods witha posteriori articulation of preferencesvhich entail selecting a single
solution from a set of mathematically equivalent solutions

3. methods that requimeo articulation of preferences

4. methods that involve progressive articulation of preferences which the decision
maker is continually providing input during the executidrlee algorithm.

Most of the methods with a priori articulation of prefereageategory 1 above) incorporate
parameters (like coefficients, exponents, constraintdinetc.) that can either be set to reflect
the decision maker’s preferences, or be continuouslyealtar an effort to represent the com-
plete Pareto set. The best known method of this categonewéighted sum metho@vhich
consists in minimizing a positively weighted convex sum lbftee objective functions:

ml}n Z w; fi(a) (2.18a)
s.t. Z:g(u) <0 (2.18b)

wherew; > 0 are scalar-valued weights. They are typically given valoegke intervall0, 1].

The values of the weights define the importance given by tloeside maker to each of the
objectives and are selected in advance. The theorem ir&etd.1 suggests that any solution
of (2.18) is Pareto optimal. Clearly, the relative valueghd differentw,; have a significant
effect on the solution of (2.18), in terms of which elementhaf Pareto set will be chosen. Var-
ious systematic approaches have been developed to selgtitsvigiob80, HY81]. However,

it should be kept in mind that an a priori selection of weigthd®s not necessarily guarantee
that the final solution will be acceptable (the decision nnakay for example realize that some
objectives were too much/little taken into account); somes, the problem has to be solved
again with new weights.

The weighted sum problem may be also solved repeatedly wigreht sets of weights. In
this manner the decision maker learns about available-wHddetween the satisfaction of its
objectives and is offered a selection of candidate solati&m approximation of the Pareto set
can be obtained in this way. It should be noted however thattethod succeeds in getting
points from all parts of the Pareto set only when the Pardtesssonvex [DD97] and that a
uniform spread of weight parameters rarely produces a umigpread of points in the Pareto
set [DD97].

Other methods with a priori articulation of preferencedude: the weighted global criterion

method, the lexicographic method, the weighted min-maxhouttthe exponential weighted

criterion, the weighted product method, the goal prograngrmethods, the bounded objective
function method and, finally, the physical programming.



40 Chapter 2

Methods with a posteriori articulation of preferences €gatry 2 above), on the other hand,
allow the decision maker to choose from a palette of solstido this end, an algorithm is used
to determine a representation of the Pareto set. Althougiparoximation of the Pareto set can
be obtained by repeatedly solving a weighted formulatidke (in the weighted sum method),
this may be inefficient in providing points that uniformlyngple and significantly represent
the complete Pareto set. Methods dedicated to this taskharphysical programming, the
normal boundary intersection (NBI) method [DD98] and thenmal constraint (NC) method
[MIYMO3]. These methods provide means for obtaining an edistribution of Pareto optimal
points and, thus, allow the decision maker to view optiorfedgemaking a decision.

Clearly, when presenting solutions in tabular form, séhgca single solution can be an intim-
idating task in the presence of a relatively large numberlpéatives, variables, or solution
points. Consequently, methods with a posteriori articomabf preferences are best suited to
problems with a relatively small number of objectives.

2.5 Relationship between generalized Nash games and Multi-
objective Optimization problems

Game theory models the interactions among different aettis are taking interdependent
decisions in a common environment. The actors typicallg téleir individual decisions by

solving single-objective optimization problems. On thkesthand, multi-objective optimiza-

tion is a tool that allows one to set its control variables gy that simultaneously optimizes
a set of conflicting objectives.

At first glance, the two fields seem totally different from leather. And, in fact, they generally
serve completely different purposes. However, it is notghyothat they share the same basic
situation: multiple, partially conflicting objectives asemultaneously optimized. To some
extent, this allows a game to be treated as a multi-objeptioklem.

This section, built on the related analysis presented irOflfCconsiders a game from a multi-
objective viewpoint. This allows quantifying the “qualitgf the game’s Nash equilibria.

In [TCO1] the authors describe a situation where multipl®@cmake control decisions in
a common environment. This typical game, after some itnati settles down to a Nash
equilibrium. On the other hand, supposing that the actorkwagether on the aggregate
of their individual problems (they can do this either by phacthemselves under centralized
control, or by abandoning competition and self-interesairor of cooperation and altruism),
Pareto optimal solutions can be obtained.

More precisely, let us consider a generalized Nash gameandaah player’s decision problem
is described by (2.9). Putting all the players’ objectivadtions and all constraints under a
common umbrella, one can come up with a single decision m@k#gti-objective problem,
generally described by (2.16). There, the elements of thtovebjective functior¥ are the
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individual objective functiong; (i = 1,..., N), while the feasible salU is the aggregation of
all players’ feasible sets. From now on, we call this¢cberesponding multi-objective problem
of a game

Revisiting the example from reference [TCO01] developedest®n 2.3.5, we formulate the
corresponding multi-objective problem of the game as:

gllug wy f1(ur, ug) + wa fo(ur, usg) (2.19a)
st. 0<u <10 (2.19b)
0<wuy <10 (2.19¢)

where fi(u1, us) = 44.76u3 — 28.8Tuyus + 10.24u3 — 150u; — 20us

and  fo(ug,uy) = 19.49u? — 34.48uyus + 25.51u2 — 120u;.

A weighted-sum scalarization of the vector objective fumtis used, withw; > 0, wy > 0
andw; + wy = 1.
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Figure 2.12: Pareto set of the corresponding multi-objegiroblem.

Solving problem (2.19) repeatedly for different valuesgfandw, (sampling the entire range)
the Pareto set of the multi-objective problem is sketcheBign 2.12. This graphical repre-
sentation of the Pareto set is typically namedPasgeto curvé or Pareto front It shows the
different Pareto optimal trade-offs that can be attainedtie two objectives. Each point on
the figure corresponds to a combinatior( #f, f2) values, i.e. it belongs to the objective func-
tions’ spacé. By definition of Pareto optimality, all the points that acedted left and below
of the Pareto curve do not belong to the attainableéZseéfined in Section 2.4.1. Points that
are located right and above the Pareto curve are genertdipalle (this, of course, depends

"Pareto surface for more than two objective functions.
8The figures presented in Section 2.3.4 were all in the comtnghbles’ space.
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on the values that, andu, can take). Any attainable point in Fig. 2.12 (whether or notlee
Pareto curve) results from a feasible collective action,)°.

A collective action(u{, u$) that yields a point on the Pareto curve in Fig. 2.12 is from now
on called a Pareto optimal operating point of the game. liotiliieome of the game was such
a Pareto optimal point, by definition, this would mean thabtizer collective action exists at
which at least one player’s objective is decreased withaereasing any of the other players’
objectives. On the contrary, if a collective action yieldsant at the right-upper side of the
Pareto curve in Fig. 2.12, this means that another colle&ation could be played where at
least one of the players’ objectives is decreased withouhemnease in any of the remaining
objectives.

It is straightforward to conclude that if the outcome of a gasnot a Pareto optimal point,
then the players can, by a coordinated collective actiordifp@ltogether their controls and
reach another operating point where they are all bettethafi previoushf.
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Figure 2.13: Nash equilibrium of the game with respect toRheeto set of the corresponding
multi-objective problem.

For instance, coming back to our example, Fig. 2.13 showsewie Nash equilibrium of the
game (without the coupled constraints) is situated in theative functions’ space. A zoom
on the Pareto curve (close to the Nash point) is also showmeiisame figure. It can be seen
that the Nash equilibrium of the game is not Pareto optinrafatt, there exist a whole set of
feasible points for which both actors obtain a better re@ntaller objective function value)
than if the collective action yielding the Nash equilibriisrplayed. In Fig. 2.13, these points
are all those located between the Pareto curve and the thedé&éses. Both players would be
willing to properly modify their control variables in ord&r reach one of those points.

%Note that the figure does not provide information on the acin , u») for each point.
10To be precise, there may be cases where one or more (but sotedyl) players are equally well, not better.
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In fact, it is not a coincidence of the example but rather aegarproperty: the Nash equilibria
of a game do not, in general, coincide with Pareto optimaltsmis of the corresponding multi-
objective problem. This means that, given a Nash equilibrit1, there exist collective actions
yielding, for all actors, more satisfactory objective \v@duhan whati* does.

Unfortunately, the above mentioned Pareto optimal poirgsnat self-enforcing, since they
are not Nash equilibria of the original game. This meansithat a given step of the game,
the players’ control vectors have values corresponding Rar@to point, at least one of the
players will be in position, by a unilateral action, to dexge the value of its objective, given
the others’ control vector values. Necessarily, this ilmproent of a player’s objective will
result in deteriorating at least another player’s objegtatherwise the operating point under
guestion would not have been a Pareto optimal one.

10

Figure 2.14: Collective actions giving the Pareto point$hef corresponding multi-objective
problem.

Returning to the control variables’ space representaian, 2.14 shows the values that give
the Pareto curve of Figs. 2.12 and 2.13. Each ‘0’ in the figoreesponds to a point of the

Pareto curve. The players’ reaction curves (dashed-deneddashed lines) as well as the
sequence of operating points played towards the Nash kquih (‘x’s) are also presented in

the same figure. One can easily verify the statements madeswops paragraphs: 1. The
(unique here) Nash equilibrium is not a Pareto optimal pohtNone of the Pareto optimal

points is a Nash equilibrium of the game; indeed, startingifivhichever of those points the

game will, after some moves, converge to the Nash equihtoriu

It is interesting to repeat the exercise for the second @risi the example presented in Section
2.3.4, where some coupled constraints are added to th@akigash game. In the same way
as in Fig. 2.14, Fig. 2.15 shows the collective actions tbataspond to Pareto optimal points.
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Figure 2.15: Collective actions giving the Pareto pointshef corresponding multi-objective
problem (example with coupled constraints).

A comparison of Figs. 2.14 and 2.15 suggests that one of tigi@ahl constraints causes
the Nash set to move closer to the Pareto set. In other woddgjanal rules (regulations),
expressed as constraints, if carefully designed, couldentlog Nash equilibria closer to the
Pareto set [TCO1]. This is in accordance to the economisismedge that the efficiency of a
completely free market (their version of an unregulatedejeran be improved by the addition
of regulations. In [TCO01], the authors suggest that in deaigthese regulations it is helpful
to represent them as constraints in the actors’ problems.

For instance, Table 2.2 compares the values of the objefttiveions for various collective
actions. The first is the unique Nash equilibrium of the fisstraple, while the remaining are
three of the multiple Nash equilibria of the second examPplecisely, they are the equilibria
reached after the executions of the game shown respectivéligs. 2.8 (which is the same
case as in Fig. 2.15), 2.9 and 2.10. It can be seen that ira# ttases with coupled constraints
both actors are better-off compared to the unconstraineth quilibrium. Worth mentioning
is also the fact that at each of the three Nash equilibria efséime game (lines 3 to 5 in
the table) a different trade-off is encountered betweernioeobjectivespl would prefer the
equilibrium (2.77, 3.23) while p2 would favor(3.45, 2.55).

The final outcome of a game, i.e. the reached Nash equilipraorresponds to a certain
satisfaction for each actor. From a specific actor's petsgedifferent Nash equilibria can
be easily compared. However, it is less obvious to classdgiNequilibria from a “neutral
observer’s” viewpoint.

Naming A, B andC' the equilibria in the third, fourth and respectively fifthd of Table 2.2
and using the symbot to denote an order of preference, fdritis B > A > C while for p2 it
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Table 2.2: Objective functions’ values for various Nashikiopia
| Game played | wf | w | filuf,ud) | fo(uy,up) |
without coupled constraints (Fig. 2.9)2.15| 1.45| -213.0 -221.1

with coupled constraints (Fig. 2.8)|| 3.29| 2.71| -245.7 -303.7
with coupled constraints (Fig. 2.9)| 2.77| 3.23| -288.3 -224.3
with coupled constraints (Fig. 2.10) 3.45| 2.55| -223.2 -319.4

isC > A > B. If aneutral observer had to make a choice among the threeyitd not have a
clear criterion to prefer one to another (we can see thatfachever combination of equilibria,
the two actors would always disagree on what would satisyntmore). Maybe an instinctive
choice would bed, as a compromise solution. But even this choice is not supgowhile it
does not even generalize well; if a fourth candidate satutias such thatB > A > D > C
for pl andC > D > A > B for p2, what should be the choicd, or D?

Borrowing the terminology from the multi-objective optinaition literature, we say that a Nash
equilibriumu* strictly dominatesanother Nash equilibrium*’ if for all the involved players

i = 1,...,N we havef;(u*) < fi(u”). We also say thatr* weakly dominategor just
dominatey u*' if for at least one playei we havef;(u*) < f;(u*') while for each of the
remaining playerg itis f;(u*) < f;(u*). Clearly, dominated Nash equilibria can be classified
as worse than those which dominate them. In the same lineagsbneng, all players have
interest to avoid converging to a strictly dominated edpuilim.

Since the outcome of a game (and hence the satisfaction pfapers) depends, in part, on the
rules of that game (if any), or, as it is called in [TCO01], tHay@rs’ organization one should
seek an organization such that convenient (at least nonrgaed) equilibria are reached. Even
more, if a game converges to an equilibrium which is not Raogtimal, the organization
should be modified so that the new attracting equilibriura irethe region of the objectives’
space defined by the Nash equilibrium and the Pareto fronketsted in Fig. 2.13. The
term organization is used in a general sense. It embedsdiee and synchronization at which
players take actions, the exchange and/or share of infaymbetween players, the existence
of a coordinating entity or supervising authority, or eviea kevel at which the players agree to
import in their own problems, objectives and constraindsfthe problems of the other players
(altruism) and the level at which they agree to cede some control of tegision variables to
others (leference

As explained in [TCO1], the organizational possibilitieayrlie in a range from a completely
unregulated game, where actors are autonomous and workhasyously, unrestricted by
rules or regulations and driven by self-interest, to a ftt#aan regime” (centralized opera-
tion), where actors have no autonomy; they only executeuasbns stemming from a central
planner. In between these two extremes, there is a contimfiimsreasingly regulated games.
The role of regulations is to allow actors to compete alongesalimensions while ensuring
that they cooperate along others. In other words, they fredhe actors to temper their self-
interest with altruism” [TCO1].
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2.6 Final discussion

The problems dealt with in this work conceptually belonghe tamily of GNEPs; different
actors optimize their controls while there exists a set ofst@ints, coupling all the actors’
control decisions, that should be respected. These cantstisitem from the operation and
feasibility limits of the transmission grid.

Coordination is needed to, at least, make sure that theedaerating point is a feasible one.
As stated in Sections 2.3.3 and 2.3.4, a mechanism is needatsure that the coupled con-
straints are satisfied. With reference to Fig. 2.8 for examnphe can see that this mechanism
should prevent the actors from converging to the intersedaif the two reaction curves, which
violates one of the coupled constraints. So, mechanisntofindination between the different
actors are sought. Of course, the coordination needs nessacly be limited in ensuring the
satisfaction of constraints, it could also embed some efiwy and fairness objectives, as is the
case in the algorithm developed for the overlapping mariailpm.

Merging the various actors’ decision problems into a largeti@al one seems a tempting so-
lution since it handles all constraints and interactiohgdn be seen as the ultimate level of
coordination between the actors). However, several maafisadvantages of such a central-
ization exist, as listed in the Introduction of this report.

More specifically, let us say two words about the choice oftredimation from the particu-

lar viewpoint of each separate problem. In the case of the &ifrol problem , the single
(common) objective would be to operate the grid in a securg wWithe main inertia force

against the benefits of centralization is the fact that egstem is generally financially self-
supported (example of countries in Europe), so TSOs do net treding their control to a
central decision-maker as each of them fears that this gegldt in itself eventually paying

for the security of another TSO'’s system. In the case of tleglapping market problem it can
be an objective by itself to allow different markets (thugrket structures) to co-exist. This
issue is further developed and discussed in Chapter 4.

In the already cited reference [PBPEO08], the authors usenmsbf efficiency, fairness and

accountability to set up a single-objective optimizatisalgem solved by a central decision-
maker to solve the Mvar scheduling problems of several TSID&re, the original TSO ob-

jectives are of different nature (maximizing reactive rees vs. minimizing system losses).
However, it seems still difficult to devise one or more mettic judge whether a centralized
scheme is acceptable by the various involved actors.

The direction followed in this work is that of allowing theriais actors to, simultaneously
and independently of each other, solve their decision-ngggroblems and come up with their
sought actions. A set of obligations related to the actoeglisions is imposed by a centrally
operated coordinator to reconciliate those independewisiens.

More precisely, coordination is achieved via the use of a rmom network model and via
constraints that actors should be obliged to satisfy whewisg their decision problems. The
commonly shared models allow checking that each actorgutibbligations. On the contrary,
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the decision-making problems themselves remain undestloSurthermore, each actor may
have its own objective and use its own operation procedures.

Creating and sharing a model of the entire network has bessidered acceptable by the
involved TSOs. In fact, it is the present trend, at least inolga, to come up with such large-
scale models and use them for various security reasons [[VRAarticular, the ongoing

PEGASE project (Pan European grid advanced simulation tatel astimation), supported by
the 7th Framework Program of European Union and involvingag of TSOs, companies and
research centers, is dealing with state estimation, oppmaer flow and dynamic simulation
at the European level [PEG, SKCWO08].
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Control of phase shifting transformers by
multiple transmission system operators

In this chapter, a general framework is proposed for therobat Phase Shifting Transformers
(PSTs) owned by several TSOs, taking into account theiraot®ns. The proposed solution
is the Nash equilibrium of a sequence of optimizations perém by the various TSOs, each of
them taking into account the other TSOs’ control settingselsas operating constraints rela-
tive to the whole system. The method is applied to a linedrimwork model and illustrated

on the IEEE 118-bus system.

3.1 The phase shifter and its use

The possibility of controlling power flows by PSTs (or “phatgfters” as they are also called),
and thus increasing the utilization of the bulk power systwas recognized long ago [Lym30,
Lym38, Blu51].

3.1.1 Description of PST operation

A PST allows to introduce a phase angle shift of the voltage @urrent) at its ends. Phase
shifting is implemented by a parallel connected three-phesnsformer, which generates a
guadrature component of voltage. This can be inserted regdibe via a series connected
boosting transformer. An on-load tap changer can be usdthtoge the value of the quadrature
component in order to obtain the corresponding variatiothefvoltage phase angle [Han82].
Fig. 3.1 illustrates such a set-up for one of the three phaisagransmission line. A fraction
of the voltage taken between two phases is added to the editaiyveen the third phase and
the neutral.

49



50 Chapter 3

oow
o

Insertion
transformer

3l 2

"TTTTTrTT

Tap Reversing
Excitation transformer changer switches

Figure 3.1: Phase Shifting Transformer

viavh ty

Figure 3.2: Phase angle change by a PST, one-phase diagram

Fig. 3.2 shows, in a one-phase diagram, the effect of a PSiatbpe. One can see that a
considerable phase angle shifi¢ in the figure) can be obtained with a very small change of
the voltage magnitude (denoted by the arrows’ lengths ifigiuee). Note that there exist more
elaborate schemes, allowing to introduce a voltage phage ahift without affecting voltages
magnitudes.

If a PST installed in a branch (connecting buwgith busj) introduces a phase angle difference
A¢ at its ends, this will result in a new bus angle differefice- 0 = 0/,(A¢)*, depending on
the system’s electrical parameters.

Let us call an “ideal” PST a phase shifter for which two asstioms are made: 1. its reac-
tance is zero, and 2. it can incur a phase angle changeithout introducing any change in
the voltage magnitude. Inspired by the illustration in [Elyy the effect of PST operation is
presented hereafter by means of a simple example.

1We take bus as the reference bus.
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Figure 3.3: Example of PST operation: before the PST action.
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Figure 3.4: Example of PST operation: after the PST action.

Suppose an ideal PST installed in a transmission line 1 is. BB and 3.4. The line’s resis-
tance is neglected while its reactanceis The parallel line 2 (see figures), with reactangge
is supposed to equivalently represent all the alternatales(i.e. except line 1) in the network
that connect the two buses. The network carries an activepBvrom bus 1 to bus 2.

Before the PST operation\p = 0, Fig. 3.3) P was divided between line 1 and the rest of the
network (line 2) as follows:

p=—"2_p (3.1a)
1+ Xo

p=—"1_p (3.1b)
T+ o

After the introduction ofA¢ (Fig. 3.4), the new line flows are given by the following eqoas
(where, for simplicity, the DC approximaticin = ~ x is made for all angles):

Pl = Vilvz (0 — Ag) (3.2a)
pr = Nl (3.2b)
)

Since we assume an ideal PST, the voltage magnitude rerhaissine.

From (3.2), and using the fact thet= P, + P, the following line power flows result:

po_" p_ N, (3.33)
T+ o T+ o
P = 1 P ViVy Ao (3.3b)

T+ X T+ X
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Comparing (3.1) with (3.3), one can see that a modificatioinefPST angle byA¢ caused a
variation of power flow
ViV,
1+ X9
in line 1. This power flow is redistributed through the renwagnof the network. Clearly, if no
alternative path exists for the power to flow from bus 1 to busi@énz, — oo andAP;, = 0.

Aplz—

A (3.4)

Also, from Eqgs. (3.2) and (3.3), using the expression of thegqy flow before the PST action,
Py = Y20 or P, = Y126, we end up with the following expression relating the phasgie
differenced’ — 6 with the phase shiff\¢:

€2
1+ T2

0 — 0=

Ag¢ (3.5)

The above expression shows that, as expected, in the absfempath parallel to line 1agp —
o0) the entire PST shiff\¢ is seen as a voltage phase angle chahge). On the contrary, the
more parallel paths exist (i.e; — 0), the moré) is held unchanged.

Although the effect of PST was illustrated using some apipnakons (ideal PSTsin x ~ x),

the above presented results hold qualitatively true in ggndf a PST installed in branch
introduces a phase angle differente at its ends, then the branch flow will be modified by
an amountAp, approximately proportional td\¢, provided that there exist alternative paths
connecting the ends of branehHow sensitiveAp, is to A¢ depends on the network topology,
parameters and, in general, operating point. Noteworthng tsethe fact that in this work as
well as in other studies [Mar05, VH®8], it has been observed that a linear approximation of
the PST effects on active power flows is very accurate.

3.1.2 Scope of PST control: literature review

Due to the above-described flow redirection capability,sghshifters are often installed in
branches that are deemed being at risk of getting overloadddare operated according to
the simple rule: if the branch gets (or tends to get) ovegdacdjust the PST phase angle
so that the overload is cleared thanks to the resulting flaistebution. This is a “local”
control strategy, where the PST actions are independehedd\tstem security and economic
considerations. Another similar local control strateggsists in predefining the desired active
power flows (typically called MW schedules) in the branchdseme PSTs are installed and
adjust the PST settings such that the sought flows are imposed

Alternatively, or sometimes in addition to a local controbsegy, the PSTs that are installed
in a system can be controlled altogether, in a coordinated agit has been (already) briefly
suggested in Chapters 1 and 2, in order to enhance systentgfcBC ™02, MZBHO01] or/and
to facilitate economically beneficial transactions, irstivay improving the economic follow-
up for the market players [MCO4].

Ref. [MZBHO01] presents an integrated “OPF with PST” applotenhance power system
security by removing line overloads. The problem dealt witthat paper stems from the fact
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that, on one hand, the general OPF calculations are houskgdband the OPF control vari-
ables are continuous, while, on the other hand, the PST alardlculations are daily based
and the variables related to PSTs are discrete. To addriegsrtiblem, the paper develops a
scheme where PST control is incorporated into a rule-bag¥dd [ order to effectively allevi-
ate the line overloads, the ranking of phase shifter lonatis conducted based on contingency
analysis and sensitivity analysis.

In the same spirit, Ref. [CB@2] presents a methodology to include optimization of the
PSTs MW schedules in security constrained scheduling @gipins. The approach advocated
differs from conventional OPF in that it involves iteratiobetween two modules: a schedule
optimizer and a security monitor. The data passed from tbergg monitor to the schedule
optimizer are critical security constraints, characedliby sensitivities of line flows to PST
control actions and limits. The schedule optimizer cali@dahe minimum cost dispatch of
generator resources and price-sensitive loads, whilelgmeously satisfying both the control
variable constraints and system constraints. Represantast results obtained from a security
constrained unit commitment are shown to demonstrate tireoacic benefits and effectiveness
of the developed methodology. It is shown that optimal sgttif the PSTs MW schedules can
significantly reduce the system operational cost.

The PST control problem, defined as the solution of an OPE-tygimization problem, incor-
porating proper modeling of the PST control effect, in ordecome up with the selected PST
tap settings, is formulated and solved for different oljectunctions in [Mar05]. A Model
Predictive Control-inspired approach is developed inwaak, implementing a control scheme
where real-time PST adjustments keep the objective fumeticts optimal level despite normal
(variation of load) or emergency (equipment outages) cearlgat modify the power system
operating state.

An interesting coordinated PST control approach is presint{MCO04]. The proposed method-
ology consists in setting the phase shifter angles suchttieabverall transfer capacity is in-
creased towards the most economically valuable directidamsechanism is also presented so
that the phase shifter owners are remunerated in propdditre extra benefit created by the
optimal setting of their phase shifters.

All'in all, thanks to the introduced phase shifts, PSTs affieropportunity to partially control
the flows in a power system. They are one of the principal obmtevices used to direct
power flows in specific parts of the transmission network.héiigh the operation of PSTs
incurs maintenance costs and losses, it remains less ¢battygeneration rescheduling and
definitely preferred to load shedding [HMB1]. Finally, it is one of the controls, together
with topology changes, that fully remain in the hands of TSOs

Within the just described perspective, several TSOs, ilmgginoticeably, equip their networks
with more and more PSTs. Most of them are located to removgeasiions on important lines,
typically tie-lines between countries, which are usualttlemecks” [BSA 04].

With reference to Fig. 3.5, the two PSTs can be controlledan@dinated way to reduce the
fraction of power flow passing through the netwdvkas a result of the transaction from G to
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D. More PSTs are likely to be installed for increased cordfatansit flows, as testified by the
situation in Belgium, where three PSTs have been put in tiperan the Northern border of
the country [VHS 07, VHS'08].

/. |
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\ | 6 G

Figure 3.5: Transit flow due to external transaction

This situation is further analyzed in Appendix A, where agoaithm for real-time PST control
is presented. The control scheme aims at using the PSTs afeant@ restore security by
decreasing as little as possible the transit flow passimmgigir that area. The motivation behind
the developed algorithm is that the control should balarte/éen two somewhat conflicting
objectives: be non intrusive to the rest of the intercorinecbn one hand, but protect the
area under question from unscheduled flows stemming fromsactions in other areas of the
interconnection on the other hand.

3.1.3 Control of PSTs by multiple TSOs

In a large meshed interconnection, PSTs can impact actiwempibows in far-away distances.
As a result, PST control actions taken by one TSO will gehegedfect the operation of the
other TSOs’ systems. In some future, these interactionsintegd to dangerous conflicting
situations, for instance if one TSO prevents transit povegrdlfrom passing through its system.
Such “fights” are obviously undesirable, not only from mankiewpoint [BK97], but above
all for security of operation.

The optimal solution from a technical viewpoint would prbhabe a central “entity” coordi-
nating the various PSTs so as to reach a global objective eMemyTSOs may not be open to
such a solution in which they would partly lose control onipquents they acquired to improve
their own system. Thus, the viewpoint adopted here is moaidav each TSO to have its own
objective, while avoiding conflicts that would endangensdgyg.

To this purpose, in the remaining of this chapter, first a garfeamework is outlined, in which

multiple objectives, each relative to a particular TSO, @pémized under a set of common
security constraints. While it is assumed that informatgshared by the partners in order to
avoid violating those constraints, each TSO is supposedédp ks objective undisclosed. The
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formulation leads to solutions that altogether constitéesh equilibria of the overall proce-
dure. This general formulation is then particularized ® pnoblem of PST control, for which
linear programming is used by each TSO.

3.2 General multi-TSO optimization framework

3.2.1 Uncoordinated game between TSOs

We consider an environment in which each TSO uses its owmalsrid optimize an individual
objective, all of them operating the same interconnectstesy. For simplicity, we refer to a
case with two TSOs, named TSO1 and TSO2, witlandu; their respective vectors of control
variables. Let us also group together into a set of inequedihstraints whatever the operation
of the whole interconnection has to obey:

g(uy,uz) <0 (3.6)

This set of constraints is nothing but a very general way fress all security, operational,
physical and other limits that the involved TSOs should eesprhen optimizing their systems.

The sefg(-) < 0is naturally decomposed according to the involved TSOs; int

0 (3.7a)
0 (3.7b)

g1(1l1, 112)

<
go(ug,up) <
In other words, (3.6) is made up of all the involved TSOs imdinal set of constraints. Those
sets shall be in the largest part distinct, except maybe smmenon constraints, typically
involving tie-line flows, that can be duplicated in baih andg, without loss of generality.
Clearly, many constraints in (3.7a) and (3.7b) are expeatédo depend on the other TSO'’s
controls; they are all expressed in the same way though,dp e presentation simpler and
more homogenous.

Each TSO has its own objective function to be minimized. Weotke them byf; (u;, u,)
and f»(uy, uy), respectively. These objectives may be quite differerttwmiassume that each
function is influenced by the whole set of controls, whichis éxpression of the already men-
tioned TSO interactions. Note that the decision-making@dore may be more complex than
just solving a mathematical programming problem: it couddheuristic, or it could involve
additional computations, dealing for instance with pasttthgency security constraints. The
latter, for instance, has been considered in the algorittesgmted in Appendix A.

In the worst case, when there is no level of coordination agritbe TSOs, each TSO solves a
problem including its own control variables only, the resirty explicitly or implicitly set to
some constant value, and focusing on its own operating @n& only. In this perspective,
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TSO1 computes:

U; = argmin f; (uy, uj) (3.8a)
subject to g1 (ug,ud) <0 (3.8b)

whereu) is the value ofu, assumed by TSG1 A similar set of equations holds for TSO2,
which ends up with a solution,. Since each TSO ignores the other TSO'’s control actions, the
operating point resulting from these uncoordinated chamgékely to differ from what each
TSO model predicts. More importantly, the solution may reféasible, sincg(u;, u;) < 0
does not necessarily hold true.

As discussed in Chapter 2, each TS€uld be expected to modify its control action according
to (3.8), updating:?  based on its observations.uf_ is observable, then the nax  will be
theu,;_ stemming from the other’s solution of (3.8), otherwigke will be estimated based on
the observation of changed quantities, such as branch flavgeneral, a TSO will modify its
controls each time there is a modification triggered by theiot SOs. Nothing guarantees con-
vergence of such iterations. Furthermore, even when thepdweerge to a Nash equilibrium,
this is likely to happen together with some of the followirigatlvantages:

1. the system may be operated for some time, during theidestin an emergency state,
i.e. with some of the constraints in (3.6) not respected,;

2. too much control effort (with possible associated costyiibe wasted during the itera-
tions, each TSO annulling the other’s action.

3.2.2 Coordinated iterative procedure for multi-TSO optimization

A more “responsible and coordinated” scheme is considaratiis work. It relies on the
following rules:

1. each TSO provides information on its operating consisain

2. each TSO takes into account the whole set of operatingreoms;

3. each TSO communicates its current preferred contrahgstfi.e.,u; for theith TSO),
which are taken into account by the other TSOs;

4. they iterate until an equilibrium is reached.
The first item suggests that the TSOs collaborate and exehitwegnecessary information to

jointly construct the set (3.6). This goes with the prersijaiconsidered in this thesis that the
TSOs are willing to put their efforts together in this diiect(see Section 2.6).

2This could also be denoted a$  according to the notation introduced in Chapter 2.
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The second and third items aim at achieving a level of coatéin among the TSOs. In the
multi-TSO optimization presented in this chapter, thisrdamation is fully oriented towards
guaranteeing the system’s security, at any moment; thusatend item. The third item may
look too strong a prerequisite at first glance: why should @ &8nounce its control action? Its
usefulness is justified by the fact that it allows the TSOstwextly take into account the con-
straints (see second item), while it facilitates the veatfmn, at any moment, that any TSO is
respecting its obligations (i.e., it does not take an adtian violates the common constraints).
Not having the TSOs announcing their actions complicatestiordination, without, at least,
really protecting some sense of confidentiality; the nekwopdel transparency, included in
the construction of (3.6), is there to make sure that one $8@trol actions are “seen” by the
others.

If, however, confidentiality issues are raised, a consehasgo be reached about the minimal
amount of data to be communicated, withholding sensitiezgs of information, so as to
render it commercially neutral for instance. On the otherha TSO should be able to justify
the security constraints it announced (if requested to duoysoregulatory body, for instance).

Finally, the fourth item stems from another prerequisitibofeed in this work: the TSOs’
decision-making procedures should remain undiscloseds, @B discussed in Chapter 2, ex-
cludes the solution of solving an overall single optimiaatior the whole interconnection and
leaves the choice of having the TSOs iterate in order for themltogether optimize their
objectives.

It is important to point out that, for the moment, we make thsuanption that each TSO has
the controllability to satisfy all the constraints, whagevhe action of the other is. This may
not always be the case in practice. This issue of contrdilials illustrated and commented

later on in this chapter, as well as in the forthcoming Chagpte

Under the above assumptions, at ffh iteration of the procedure, TSO1 knows the current
preferred valuai} of TSO2 controld Using this information, it updates its own preferred
solution according to:

uj™ = argmin f; (u, uf) (3.9)
ui
subject to g1 (u,uf) <0
g2 (u17 ug) S O

TSO2 carries out a similar computation, ending up with theaied solution:*!. Both values
are used at the next iteration.

If convergence is achieved, the final solution reached is:
for TSO1l: u} = argmin f; (uy, ul) (3.10)

subject to g (uy,u3) <0
g2 (u17 ug) S 0

3The ~ symbol is omitted since the iteration indéxs enough to show that the vector is the solution of a
TSO's decision problem.
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and for TSO2: u} = argmin f, (u], us) (3.11)
u2

subject to g (uf,uy) <0
£2 (ui(u u2) S O

where all security constraints are satisfied.

One can recognize that the proposed scheme makes up a GNEBe@#®n 2.3.3). In other
words, the TSOs play a generalized Nash game. The solttigrmuy) is a Nash equilibrium
of this game. The rule that is chosen to guarantee the satmieof the coupled constraints
consists in all the players committing themselves to ineltihibse constraints in their decision-
making problems. Each TSO may be viewed as a self-interpfgdr acting towards optimiz-
ing its objective, all of them obeying the whole set of op@gtonstraints. The information
set of each player contains all the players’ actions acogrdl the third rule stated at the
beginning of this section.

Of course, the convergence of the above procedure and thteese of several Nash equilibria
remain questions of interest.

3.3 Application to PST control problem

As already mentioned, we consider an environment in which 860 uses its PSTs to opti-
mize an individual objective. To model the effect of PST cohon the network we adopt the
well-known DC approximation, which is acceptable for theldem of concern and leads to an
insightful linear problem. The PSTs are considered as jaealoltage magnitude change with
PST tap change is assumed. The impedance of a PST instadledas with a transmission line
is considered fixed and is included into the line’s impedafkcgther efforts could be directed
towards updating the operating constraints when large P8IE &xcursions take place as well
as adjusting the PST impedances with the tap position.

Under the DC approximation, the active power flows in trarssmon lines can be linearized
around a base case operating point, according to:

p=p"+S(¢—¢" (3.12)

wherep? is the base case value of active power flgwand similarly fore with respect to the
PST anglesp. The sensitivity matriXS can be easily derived from the DC (or even AC) load
flow equations using a well-known general sensitivity folaiavolving the inverse transposed
Jacobian of the power flow equations [PPTT68]. The limits anbh power flows take on the
form:

P<S(p—-¢")+p" <P (3.13)

wherep is a vector of maximum branch power flow.
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Proceeding with the two-TSO example, these inequalitiadeadecomposed into:
P — Pl <Su (e — @) + S (92 — ¥5) <Py — Y (3.14a)
Py — pg < Sg (901 - 90?) + So (902 - ‘Pg) <p;— pg (3.14b)

where the notation is self-explanatory. To sketch out ead®8®'$ participation in each set of
constraints, the sensitivity matrix is decomposed int@ fiarts (namelys;;, S12, So; andS,,).

According to what was presented in Section 3.2, the two TS{lsempute a sequence of
PST settings accordingté = 1,2, ...):

for TSO1.: P = arg HSgn fi (Lpl, Lpg) (3.15)
1
st. —p;— p? < Sii (e — 80?) + Si2 (‘Pz 902) <P;— p?
—Py — P3 < Sa1 (1 — ) + S22 (5 — ¥9) <Py — P
PP <y < @
and for TSO2: @bl = arg rppm fo (o, 0,) (3.16)
st =P, — P} <Su (@ — ) + S ey — 93) <P, — p]
—Py — D) < Sa1 (¢ — @) + S22 (ps — ¢9) <Py — P

Py < py < Pt

where bounds on control variables have been added to bramelcéinstraints. These PST
angle bounds could correspond to physical limits, suchasé&imum and minimum angles
that can be enforced by the PST or (b) maximum and minimumeacighnges that the PST
can introduce within a defined time step. They could alscaspond to “computational” limits

stemming from coordination demands of the procedure, agiethlater in this chapter.

Several objective functions may be thought of, such as mimndeviation of controls from
base case values, minimum active power losses (using ansexteof the above DC model),
minimum deviation from a desired value of power flowing thgbwa set of branches, etc. An
example is the algorithm for real-time PST control that hesrbdeveloped aside of the main
workline of this thesis and is presented in Appendix A. This,optimization procedure may
be more complex than shown above, the point being that eaGhtdl&s into account the other
TSO'’s controls and the whole set of operating constraints.

To implement the above ideas, information should be exab@dnigrough a network of TSO
computers, first to build the model, then to exchange PSThgetalues until convergence is
reached. Before starting the iterations, the power flowJiacomatrices of each system have
to be sent to a central computer, in order to be assembled sitgle Jacobiadk, subsequently
factorized. TheéS matrix can be computed column by column; each column regsiodving

a sparse linear system withas matrix of coefficients, and an independent term stemming
from the individual TSO systems. Each TSO must also prowndevalue of its base case and
maximum power flows. From there on, optimizations of the t§$&5,3.16) can be performed
independently by the TSOs, with an exchange ofghieps PST settings in between iterations.
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3.4 The path to Nash equilibrium

As discussed in Section 2.3.4, the outcome of a game dependeneral, on the way it is
played. In the previous two sections (3.2 and 3.3) the cardbthe approach was presented
(rules to be obeyed by the TSOs, exchange of information, &&Tnetwork models to be
used). This section aims at presenting various possdslttiat can be followed when translat-
ing the aforementioned principles into a precise procedure

First, the iterative procedure suggested in the previoctsoses may take on form of:

e either a(computer-to-computer) negotiatipim which the iterations are performed until
reaching an equilibrium, to be the control settings subsetiy implemented on the
system;

e Or an actuastep-by-step implementatiofithe control changes in the course of iterating.

Second, the communication between actors casybehronousr asynchronousas sketched
in Fig. 3.6 for a three-TSO case. In asynchronous operagiach TSO announcéis control
settings whenever it is ready for, while in a synchronousaioen, each TSO is obliged to
announce its settings at specific times. Clearly, the symgus mode yields more ordered
operation, in which each TSO calculation remain consistettit the present state of the sys-
tem. On the contrary, in the asynchronous mode, each TSOrpesits calculations based on
data referring to different points in time, depending onrni@ments at which the other TSOs
announced their settings. In synchronous operation, i§theation targeted by one TSO is not
fully implemented at the time of communicating the settiige part of it already implemented
is communicated.

asynchronous operation

TS0 3 2= 2= 2=

TSO 2 4>—>—>N > >

TS01 | | | i | i | |
0 time
synchronous operation

TSO 3 > >= >

TSO 2 2= 2= P

TSO1 ! i ! i ! ! >|
0 time

Figure 3.6: Asynchronous versus synchronous iterations

For a computer-to-computer negotiation, synchronizasEems necessary since the procedure
should converge to a final equilibrium, to be actually impéeted, within a certain time. On
the other hand, in a step-by-step implementation, synakatian is not a prerequisite; TSOs

4and maybe implements
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could be free to adjust their PSTs whenever they want, as dsnipey respect the coupled
constraints and they announce their control action. It Ehbe pointed out, however, that

introduction of synchronization in a step-by-step implata¢gion procedure has some advan-
tageous consequences, at the expense, of course, of aressdifid “independent” operation

by the TSOs. Those advantages are namely:

e in asynchronous operation, a TSO may not act against a eamtswiolation, waiting
the others to take the curative action, while, if the operais synchronous, the TSO
obligations are better defined;

e in asynchronous operation, a TSO, when optimizing othearmpaters of its system, is
exposed to the risk that, at any time, another TSO may signifig modify its PST
settings, changing the first TSO’s operating environmenhtleyif the operation is syn-
chronous (and say executed on a hourly basis), the TSO cemippits system knowing
that the overall PST settings will remain at the reached Nagfilibrium.

The above points are further discussed after the presemtaitithe procedure via an example.
Let us further consider the synchronous approach. Withreate to the two-TSO case illus-
trated in Fig. 3.7, the iterative procedure can be run:
e in aparallel way: TSO1 computes its new settingé "' based on the previous setting
% of TSO2, while at the same time interval TSO2 compités' based onp¥;

e in a sequentialway: each TSO waits for the other TSO to communicate its wutat
settings before performing its own optimization.

parallel approach

TSO 2 2= 2= 2= >

TSO1 | >I />I />I >I
k-1 k k+1 time
sequential approach

TSO 2 — —_—
— —

TSO1 | | | | J
k-1 k k+1 time

Figure 3.7: Parallel versus sequential iterations

The sequential approach has the disadvantage of beingsbfteer than the parallel one. This
becomes even more important when more than two TSOs arevedjolvhich could be the
case in practice. On the other hand, the parallel approbapplied strictly, may not keep the
system inside its feasible region at every moment. Inddéthagh the solutionse® !, k)
and (¥, 5t are both feasible, there is no guarantee that this holdsforuthe solution
(eh ™ 5t to be implemented at the next time step. An additional le¥eoordination is
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needed to bring the solution back inside the feasible regidns must be designed to avoid
oscillating from one side to the other of the feasible redionndary.

Finally, it may be useful to consider an additional degreeawrdination between the TSOs
that would consist in not allowing a TSO to modify its PST isef$ above a certaithp™**
every time it acts. In other words, the TSOs could agree ti their rate of action. This could
possibly damp big oscillations among actors as well as hapimy towards an equilibrium
more progressively. On the other hand, one could argue tledt an additional restriction
would be unfair for TSOs who have invested in technologyoaibre advanced devices. Again,
the question is further discussed after the illustratioaroéxample.

3.5 lllustrative example

3.5.1 The test system

We illustrate the proposed method on the well-known IEEE-dS test system [IEE]. The
latter has been decomposed into two sub-systems, namezttespy “West” and “East” and
assumed to be operated by two different TSOs. The overalttsire of the so-decomposed
system is shown in Fig. 3.8. Furthermore, a transaction pfapmately 240 MW has been
added from the Southern part of the East system (where matst pfoduction is located) to
the Northern part of the West system (where most of its lodddated). The largest part of
this transaction flows through the Northern part of the Egstesn, thus passing through the
“south-north cut” and “north interconnection” defined irgF8.8. This makes the East system
operate closer to its limits and with higher losses.

( ) NORTH interconnection
I A |
f 1
l |
f 1
l l
5 \ E south—nortr
[ D 17 fE>--" cut
5 L3 (1~ )
L ()]
2 h
PSTW ,’\l L1
— L2
L4 ,
\ 7 PSTE
SOUTH interconnection  \ b

Figure 3.8: Overall structure of the decomposed IEEE 118slystem

Under this perspective, we suppose that TSO East instalRSTain series with tie-lines L1
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and L2 of the south interconnection. This allows East tom@naip to a certain point (dictated
by the PST limits), the share of the power flow between norith swuth interconnections.
However, when a higher power flows in the south interconoactine L3 (one of the links
between Southern and Northern parts of West system) tenas ¢oerloaded, due to its low
thermal capability. Therefore, we assume that TSO WesedlacPST in series with that line
to protect it.

3.5.2 The objectives

For the above mentioned reasons, the objective of TSO Etaskéep below a certain limit the
power flowing in the south-north cut, which is equivalentéeging above some value the flow
in the south interconnection. On the other hand, TSO Weststarkeep below a certain limit
the power flow in line L3. These two objectives, though noedily connected to each other,
turn out to be somewhat in contradiction, in the sense thatamng one of them deteriorates
the other. This will be shown graphically in the sequel.

In the examples presented hereafter, each TSO’s decisalmmproblem has been expressed
as a linear programming optimization problem, like (3.13&}h the objective function being,
for TSO East and respectively for TSO West, to make the power flassing through the
south-north cut and, respectively, line L3 equal to the BS®aximum acceptable threshold
value. The equivalence with the actual objectives desdribeghe previous paragraph stems
from the fact that in our examples we have always chosen ttial ioperating conditions to be
such that the TSOs’ power flow threshold values are violatet] thus, action is required by
both East and West to bring the power flows down to their marirsaught values.

3.5.3 Examples in the context of step-by-step implementain

We first present results obtained in the context of a steptbg-implementation of controls
by the two TSOs (see Section 3.4). Furthermore, we condi@esytnchronous and sequential
schemes. As already discussed, this preserves feasifilibe solution during the iterations.
Thus, we assume that each TSO has some time to calculatexittanget PST setting, im-
plement a part of it and communicate the resulting new getorthe other TSO. This can be
expressed with the following constraint for th PST: —Ap, < oF' — oF < AB,, with
Ap; > 0.

Presentation in the control variables spaceFigure 3.9 presents the evolution of the operating
point in the control variables space. “phiE” denotes thesphangle of the PST in East and
“phiW” the one in West. The two solid lines correspond to therimal limits of lines L3 and
L4, respectively. The shaded part of the diagram is the giidaregion. The two dashed dotted
lines represent the TSO targets. East has the objectiveepirkg the active power flow in the
south-north cut (see Fig. 3.8) at 210 MW. Points located ecritpht of that line correspond to
higher (undesired) power flows. Similarly, West tries tofkéee power flow in line L3 at 30
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Figure 3.9: Convergence to a unique Nash equilibrium
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Figure 3.10: Target of East decreased to 190 MW; multiplenNaguilibria

MW. Clearly, the target line is parallel to the constrainglicorresponding to the thermal limit
of L3, which has been set to 50 MW.

The two trajectories in Fig. 3.9 correspond to differen¢saif change of the two PSTs. For the
trajectory shown with solid line, it was assumed that, iagfte time interval given to announce
its new settings, East can change its phase angle by at mesfrées, and West by at most 1
degree. The dashed line, on the contrary, correspondstey fasves by West.

As long as the system operates far enough from constraet® is a single Nash equilibrium,
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Figure 3.11: Target of East decreased to 170 MW; multiplenNaguilibria
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Figure 3.12: Same case as in Fig. 3.11 with different spekdsnirol changes

at the intersection of the target lines in Fig. 3.9. ThereheBSO is satisfied with the solution
so it has no motivation to proceed to any change. If the Nasiiliequm point lies inside
the feasible region and if this region is convex, the procediways converges to that point.
Changing the relative speeds of the two PSTs does not infiuecfinal point reached.

Remark Lower limits on PST angle changes must be considered, id avaving by less than
one step. This has been neglected in Fig. 3.9 and in subseges) in order not to disturb
the discussion with questions regarding discretizatidrcdDrse, in reality, the procedure will
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Figure 3.13: Sequence starting from an infeasible point

settle down somewhere very close to the aforementionedileauimn.

In Fig. 3.10 the target power of East has been decreased tM¥@Mue to the linearity of
the model, this amounts to shifting the target line paradietself. As a result, the intersection
point of the two target lines does no longer fall in the fekesiiegion. Now the operating point
moves along the East target line until it meets the congtiiamcorresponding to L4 overload.
The point cannot move any further since this would eithelat@the constraint or increase the
objective of East TSO. This final point is a Nash equilibriuRurthermore, all points of the
feasibility boundary pointed out in Fig. 3.10 have the sano@erty and are all Nash equilibria.

A similar situation is shown in Fig. 3.11 corresponding to7® MW target power for East.
The set of Nash equilibria is larger than in the previous case

The final Nash equilibrium reached now depends on the systgecttory, and hence on the
starting point and the relative speeds of action of TSOs. PA#lastration, consider Fig. 3.12
which differs from Fig. 3.11 only by the speeds at which th€O8Shange their PST angles
(East five times faster than West in Fig. 3.11, both speedtia in Fig. 3.12). A different
Nash equilibrium is reached. Moreover, the faster the PIsd better the final value of the
corresponding TSO objective.

Next, we consider in Fig. 3.13 a simulation starting fromraeasible point, which could result
from a disturbance, for instance. According to the algoni{3.15, 3.16), the first priority of
TSOs is to restore feasibility. Hence, both start takingoastto remove the violation. Note
that for TSO East, this action is in a direction opposite t® ¢ime dictated by its objective,
while there is no such contradiction for TSO West.

Presentation in the objective functions spaceAnother view of the same simulation is pre-
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Figure 3.14: Case of Fig. 3.13 seen in the space of objectivetibns

sented in Fig. 3.14, showing the successive values of bg#cle functions. It is easily
seen that TSO East has its objective deteriorated untilfdisis restored. From there on, at
each iteration, one TSO ameliorates its objective whileotiner objective is deteriorated. Of
course, this deterioration is just a side effect, since a W8€> even not know the other TSO’s
objective; it only knows its constraints.

Evaluation of the result in terms of its Pareto efficiency An interesting property of the
results is that the equilibria of the procedure happen todretB optimal points of the corre-
sponding multi-objective problem of the game (see Sectibh Zor all Nash equilibria in our
examples, one cannot find another feasible operating pbimhizgh both objective functions
would assume a better value.

To show this, let us come back to Fig. 3.11, which we reprododeig. 3.15 without the
operating point trajectory. In this diagram, we arbitrapick one of the Nash equilibria of
the procedure, with the objective functions of TSOs East\Aedt taking valueg;, and f;,
respectively. We then draw the two lines that correspondtotp where the objectives have
values f;. and f7;,, the solid line corresponding to TSO East and the dashed @ W8st.
Because of the linear relationship between the objectinetions and the PST angles, the two
lines are parallel to the two target lines. For the objeatiBast to take a value better thah,
the operating point should be at the left of the solid lineth@ same way, for the objective of
West to take a value better thép., the operating point should be below the dashed line. One
can easily observe that no operating point in the feasilg®nefalls at the same time left of
the solid line and below the dashed one. Hence, the pointretd®aptimal. The same holds
true for whichever point in the Nash set.

In the case where the (unique) Nash equilibrium is insidef¢lsible region (Fig. 3.9), the
point is also Pareto optimal since both objectives haventakeir best possible values. This
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Figure 3.16: Non convex feasible region

holds true provided we assume that points correspondinmédier line power flow than the
target are equally good as those where line power flow is @qubek target.

The just described property of the Nash equilibria beingt®aoptimal solutions of the corre-
sponding multi-objective problem, is not a particularifyoair examples. Even with different

targets and different equilibrium points, the geometroperties depicted in Fig. 3.15 will al-
ways hold true. It is not the purpose of this work to give stnathematical proofs, but we
believe that what has been shown geometrically can alsodwepiin a more general algebraic
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way. An important assumption though is the convexity of gémsible region. If in is not con-
vex, there may exist Nash equilibria that are not Paretarggiti Figure 3.16 illustrates this
situation. Here we have added artificial constraints to nta&deasible region non convex.

The fact that the equilibria of our iterative procedure taut to be Pareto optimal in the PST
control problem, does not mean that this is a general prppéthe algorithm. The algorithm
is designed to work for non linear objectives as well (therapenal objectives need not even
be formulated as mathematical programming problems), iiclwbase there is no reason to
believe that the Nash equilibria will constitute Paretdml points of the corresponding multi-
objective problem.

Devising an additional coordination procedure so that therghm ends up in points as close
to Pareto optima as possible remains an interesting clyagrC01].

10

feasible
region

phi2 (deg)
[*2)

initial operating point

1 2 3 4 5 6 7 8 9
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Figure 3.17: Initial infeasible point from which the proced cannot start

Example where inability to restore feasibility is encounteed: The sequential scheme con-
sidered in the previous examples guarantees that, onckeitise feasible region the operating
point will always remain inside. Furthermore, Fig. 3.13 laswn how the procedure can bring
the system back inside its feasible region. However, thegatore may not succeed doing so
in all cases. An example of difficult situation is depicted-ig. 3.17, in which anyndividual
change of the control variables fails bringing the operapinint inside the feasible region.

This is, in fact, a general possible drawback of a schemeevbeordination is achieved by
having each actor satisfy all coupled constraints everg fintakes an action. It may happen
that none of the actors has enough controllability to resteasibility. A more sophisticated
type of coordination is needed in this case. In Chapter 4hematoordination scheme is pro-
posed, dealing with the above issue, while some discussmmparing the two schemes can
be found in Section 4.7.3.
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3.5.4 Example in the context of negotiation

An example of (computer to computer) negotiation (see 8e@&i4) is given in Fig. 3.18. Here,
the intermediate points do not represent actual operatimgg but are rather values announced
by each TSO during the iterative procedure. What is sougthieisNash equilibrium, the real
PST adjustment taking place later. The scheme is still sggieThe control changes are not
restricted as in the previous figures, although in the examifdFig. 3.18, a maximum deviation
of 25 degrees has still been imposed. As expected, the gmves to a Nash equilibrium is
much faster. Due to the larger steps allowed, the order igclwhB50s announce their settings
makes an important difference on the final equilibrium.

OF
IEast making the first move
]

phiW (deg)

-t
-

\’\
L -
\\\\\
~14¢ -

o
=

-16 — : : : : : :
-30 -25 -20 -15 -10 -5 0 5 10 15
phiE (deg)

Figure 3.18: Example of negotiation

The example presented in Fig. 3.18 illustrates how vulreredgaming such a negotiation

could be. In the negotiation of this example, TSO East waldkelthe procedure to converge as
close to the upper-left edge of the Nash equilibria segmepbasible, while TSO West would

like it to converge to the bottom-right edge of the segmerin@&lof them has motivation to

“myopically” solve its original decision-making problerits turn, but rather to solve another
problem which anticipates the evolution of the iteratiosse( Section 2.3.4). Clearly, such
behavior is far from what the “willing-to-collaborate frawork” among the TSOs intends to
achieve.

3.6 Discussion

The coordination principles presented in Section 3.2.2h&espirit of a possible application of
the multi-TSO procedure. Let us repeat that the idea is tolown the negative consequences
of a completely uncoordinated operation (described ini&e@&.2.1) preserving at the same
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time the independence and confidentiality of the TSOs olbgtnd operational procedures.
Section 3.4 exposed different possible implementationiseoframework delineated in Section
3.2.2. In light of the examples presented in the previous@gcadditional remarks can be
made regarding those implementations.

3.6.1 Bounded vs. unbounded modification of PST settings

The different executions can be divided in two families:

e those where the TSOs’ control modifications from one iterato another are bounded,
i.e. for PSTi:

—Ap; < ft — oF < AP, (3.17)

)

e those where the TSOs’ control modifications are not bounded,a TSO'’s previous
control action (or announcement) does not constrain it$ orex

Indicatively, the first case corresponded to the step-bg-shplementation examples presented
in Section 3.5.3, while the second case to the negotiatiameies of Section 3.5.4. This
should not suggest that implementation necessarily gashesunded update of controls and
negotiation without: future electronically controlled PSwill have their settings modified fast,
while a rule in a computer to computer negotiation could la¢ T'5Os must respect constraints
like (3.17) every time they re-solve their decision proldenThus, it is worth wonder, as a
guestion by itself, whether it is preferable to operate utide first or the second of the above
two cases.

Obviously, unbounded control modifications can make cayesgce extremely fast; in both ex-
amples shown in Fig. 3.18 two iterations have been enougtoforergence. On the other hand,
unbounded modifications could make the reached equilibraensensitive to the starting point
and, in case of sequential operation, the order in which Tta&ess actions. Furthermore, the
TSOs may be more tempted to act strategically during theephare, seeking for convergence
to the most profitable equilibrium. Finally, if parallel exgion is chosen, allowing large con-
trol modifications between iterations could create oduilies between feasible and infeasible
operating points.

Clearly, if the control changes are actually implementediduthe execution of the procedure,
the actions of fast devices must be limited so that transi@utinstabilities) are not caused by
large PST angle excursions. However, for the reasons nmadtion the previous paragraph,
resort to constraints of type (3.17) could be also made toongthe convergence properties
of the procedure.
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3.6.2 Further steps towards an implementation

An advantage of running the procedure only between comguiefore actually implementing

the computed and announced control actions, lies in thehatthis saves the time it takes to
actually move the PST taps. As a result, the procedure cautdribquickly, for example on an

hourly-basis, and come up with the PST settings that the T8B0gld implement and respect
for the next hour. The TSOs could then optimize and operaife slistems knowing all the PST

settings in the interconnection. Clearly, a constrainimgetshould be available to the TSOs to
actually implement the computed solution.

The drawback of the above described approach is that it $etiveactual PST modifications
uncoordinated; the trajectory that the operating point fellow from the PST present set-
tings to the just computed new equilibrium could pass thhoilng infeasible region since this
is nowhere checked (see [Mar05] for a Model Predictive Gareipproach dealing with that
issue). There are two ways to deal with this possibility.h&itthe TSOs estimate that their
systems can tolerate some constraint violations for adidnitme, or, they could impose such
constraints to the negotiation procedure, which would tt@mpute not only the final Nash
equilibrium but also the trajectory towards it.

The latter would make the negotiation rather a simulatiothefactual implementation; the
intermediate steps announced by the TSOs during the nggot&ould be those implemented
step-by-step (and in the same order, of course) afterwdias.advantage of doing so is that
the trajectory is computed faster (no need to reserve tinhedss iterations for actual move
of the PSTs) and it is made known to all involved TSOs, whi@ntban further optimize their

systems, while implementing their obligations (their poexsly announced PST modifications),
taking the trajectory into account.

In the two-TSO examples of Section 3.5 sequential operatias considered, mainly for il-
lustrative purposes. Thanks to the simplicity of the exasitwo PSTs, linear objectives and
models) the series of actions in case of parallel executidheoprocedure (see Section 3.4)
can be easily figured out. In the examples of Figs. 3.9-3.w8itld take half the time to arrive
to practically the same Nash equilibrium. For more than tv&D§, the acceleration would
be even larger. This is a motivation towards having the TS&gheir decision problems in
parallel with each other.

The basic drawback of parallel execution lies in the danigar $ome collective PST actions
(%, k. ...), computed during the execution, may not satisfy the sgcadhstraints, as ex-
plained in Section 3.4. However, if (a) some minor constnaimations are tolerated during the
execution of the procedure (this would typically consigtia operating point slipping around a
constraint), and (b) a mechanism exists that does not allewperating point to finally end up
oscillating inside and outside the feasible region, paratecution seems the most reasonable
choice. In the example of Fig. 3.19, starting from point laegliel execution of the procedure
would end up oscillating between points 2 and 3. The mechamentioned under item (b)
should be able to capture such an oscillation and stop iedetisible side operating point (i.e.

5This is acceptable for thermal overloads.
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Figure 3.19: Oscillations in parallel execution

point 3 in Fig. 3.19). The TSOs could easily realize such temdy observing the history
of operating points, and each of them could fix its controlhatvalues corresponding to the

feasible operating point.

If a step-by-step implementation is chosen, then asyncu®woperation could be envisaged.
This would practically mean that each TSO is allowed to acenever it wants, but when it

does, it must do it according to the principles describedednti®n 3.2.2. This is enough to

keep the operating point always feasible (except if two oreiic5SOs happen to act exactly at
the same time). Special care should be taken when for sorsernrélae system is operating in

the infeasible region.

A compromise should be found between security, speedgsgrand independence of TSOs.
For example, parallel execution favors speed and fairrtegese(is no “privileged” who acts

first), while sequential execution favors security. Asyiactous operation favors independence
of the TSOs, but it slows down the procedure and it may endasegeirity.

To conclude the above discussion, we believe that the faligyrocedure for coordinated PST
control could be of practical interest and applicability:

1. On an hourly (or daily) basis the involved TSOs execut@afmter to computer) nego-
tiation to come up with their PST settings of the next houy @spectively, day).

2. Results of this negotiation are not only the final PST isg#ti(i.e., the Nash equilibrium
reached) of the TSOs but also their trajectories towardsatlsettings.

3. Thus, when the negotiation is over, the TSOs implemeptisyestep the actions that had
been announced previously, reaching in this way the Nastitagum.
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4. A predefined time is available to the TSOs within which thayst implement each of
their PST moves.

5. In particular, within the negotiation procedure, the B2@nounce their actions in paral-
lel to each other, i.e. each TSO computes its new action kmgpthie other TSOs previous
actions.

6. A predefined time is available to each TSO to compute andwarge its new settings. In
case of failure to do so, itis considered not to make a movesdtération under question.
This will be mirrored to a corresponding no-action of the TBBQhe implementation
phase that follows the negotiation.

7. At each iteration of the negotiation, a TSO cannot mod&yAST settings by more than
a predefined amoumrtyp,;. This amount is in accordance with physical limits of the PST
(the TSO must be able to implement the step change it anndyaoel security limits
(i.e., no undesirable transient will be caused by such adtapge). Furthermore, the
A, values should be selected such that the procedure smoateiges towards the
equilibrium, without sudden changes of power flows that dalisturb the operation of
the network.

8. Finally, a higher level of coordination exists that déteif the procedure ends up in
oscillating between a feasible and an infeasible operagioigt. In this case, it seems
reasonable to stop and take the feasible point as the soggitibeum.

After the negotiation phase is over, the TSOs know what véltlie PST settings for the next
hour (or day). They can include this information when theyaealing with their other security,
operational and market issues.

3.6.3 Sharing a common objective in case of emergency

A slightly modified version of the iterative algorithm deib@d in Section 3.2.2 could consist in
changing the objectives in case of emergency. The ideatisf thi¢er an incident one or more
constraints are violated, all TSO change their objectinefions to a common one representing
the least control effort (i.e. the fastest movement) andesah optimization problem using all
the control variables. In sequence, each one implementsattief the solution that involves
its own controls. In the two-TSO case, for instance, thidd&de formulated as follows:

TSO 1 computes:

() = arg i (—ub - (—wd) (319
up,u2

subject to g (u,up) <0

and implementsu®**
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at the same time TSO 2 computes:

(uh ™ ubt) = arg (lrlrlliuré)(ul —u)? + (uy — ub)? (3.19)

subject to g (up,uy) <0
and implementsus

One can see that the two TSOs solve the same problem, and theyceill come up with
the same solution. This results in globally acting in the medBcient way to alleviate the
emergency problem. In the original method the alleviatibermergencies is done in a less
coordinated way, where each one, forced by the constraimases its controls towards a di-
rection that solves the emergency problem. No one guargtewever, that the combination
of TSO actions is the most efficient way to solve the probleimariging the operating strategy
in case of emergency to the one just described, ensuresetitenegnt of the emergency to be
most efficient. Furthermore, this approach solves the proldiscussed in Fig. 3.17.

3.7 Conclusion

A multi-objective optimization framework has been propbse deal with the operation of a
system by multiple interacting TSOs. The essence of therighgo is an iterative approach
where TSOs successively compute control actions, takilmgaccount the last actions of other
TSOs and obeying the whole set of constraints. This invalviesmation exchange between
TSOs, although their individual objectives are kept undsed. This framework has been
applied to the PST control problem with linearized constigiand several schemes of potential
implementation have been outlined.

Examples relative to a two-PST, two-TSO case have beenriszseSeveral features of the
procedure have been illustrated graphically: existen@mefor multiple Nash equilibria, sen-
sitivity to relative speeds of action, etc. In addition, ®arcumstances where the TSOs could
switch to single objective were presented in Section 3.6.3.

Future research should address, among others, the quesfi@xistence and convergence
to Nash equilibria, as well as relationships with centedizontrol and Pareto optimum. In
this respect, extensions to controls having a cost and eheoanarket-type objectives are of
interest.
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Chapter 4

Coordinated use of transmission resources
by multiple transaction schedulers

The possibility for market participants to simultaneoysligce their bids in different markets
across an interconnection is investigated in this and tie elepter. Transaction schedulers
settle multilateral transactions among participants,levhi single central entity coordinates
the overall operation through interactions with the tratisa schedulers. Two issues are dealt
with in this context. First, the market participants arewkd to place their bids simultaneously
in more than one transactions scheduler's market, andndetioe available transmission ca-
pacity is fairly shared among the transaction schedulezsn&mically interesting transactions
are favored, while confidentiality of market data and indefmnce of transaction schedulers’
clearing mechanisms are preserved. The correspondirgviealgorithm is illustrated in de-
tail on a 15-bus as well as the IEEE-RTS system.

4.1 Introduction

4.1.1 Existing situation

In modern power systems, several areas, controlled by aepantities, form altogether larger
interconnections inside which electricity is traded [KEQ#A Europe, for instance, the entities
correspond to TSOs and, in most cases, the areas to cotintiede a lot of research effort
has been devoted to improving electricity markets insidgagrcomparatively less attention has
been paid to organizational structures and algorithmsvallp separate areas to be operated in
a seamless way in terms of inter-area electricity trade.

Long-term forward contracts between different areas haenhbn practice even before the
liberalization process. This work, however, focuses ondperation of spot markets, from

There are four TSOs in Germany.
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day-ahead up to real-time, and the development of algostiofacilitate the inter-area trade.

A typical way to do so has been the posting by TSOs of Availdbénsfer Capacity (ATC)
values for importing and/or exporting at each interconioecand the selling of consistent
transmission rights to the market actors. This is referoeaistexplicit auction of transmission
capacity, since the latter is auctioned and sold separfatetyenergy. In such a framework, for
instance, a broker purchases export and import rights fleateas where the generator and
the consumer respectively are located, in this way setdimgnter-area transaction. Explicit
auction is currently the prevailing allocation mechanisis@arce interconnection resources
in Europe. Although attractive in theory, this approach hasn found in practice to yield
some inefficient use of the network. The main reasons argdifficult for the participants to
anticipate what the value of each transmission line willdretfiem, some patrticipants tend to
hoard capacity that they don't finally use, and pancakinglotations appears when several
borders are involved in a transaction [TLCO6].

The alternative, increasingly used in the last years, idiomuction for congestion manage-
ment, where the use of the transmission system is allocatplicitly at the time the energy
market is cleared [ETS09]. This is the main way intra-aregyestion managementis treated in
some parts of North America, with the several pool-basedtional Marginal Pricing (LMP)
approaches [SCTB88]. Another implicit auction approadiled market splitting, has been
used for years in the Nordic market (Scandinavian countvilbere in case of congestion the
market is split in two or more price areas [CWWAO0O].

It seems that implicit auction is the future (and already phesent in some cases) way of
managing cross-border transmission capacities in Eupeprevailing mechanism for doing
so is the so-called market coupling. Both the LMP and the etasglitting approaches require
a centralized market operator that combines the bids in &ehatearing procedure. On the
other hand, market coupling is an implicit auction simitamarket splitting but performed in
reverse order. First, each sub-market is cleared; thesetimarkets are coupled. It is thus a
method performing coordination among different markeégheusing its own rules inside its
area [GBD 05].

The first implementation of this approach was the Trilatétalket Coupling (TLC) in oper-
ation since 2006 between France, Belgium and the Nethexlaltds organized as a decen-
tralized, multilateral contractual arrangement betwdengarticipants [ETS09]. The Power
Exchanges (PXs), namely APX, Belpex and Powernext, protiddT systems and run the
common coupling algorithm, while, the TSOs, namely RTEakind TenneT, calculate cross
border capacities, set up physical exchanges, share dangesvenues and pay the market
coupling service fee that is determined locally. Regulatmersight remains with the national
regulators and/or is subject to national legislation.

A detailed description of the TLC algorithm can be found oa Web sites of the above PXs
(e.g. [TLCO6]). Basically, it consists of each market pap@ant bidding in the day-ahead mar-
ket of the area where it is physically located, using thesraled IT tools of the corresponding
PX. These (sell or purchase) bids are used by the PXs to cah#te net export curve of their

markets, i.e. the difference between total sales and tatahases of this market as a function
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of the Market Clearing Price (MCP). These curves are assatihlthe central coordination

module so that markets with the highest MCPs import elattritom markets with the lowest

MCPs. In the absence of congestion, the result is an impxifé pattern between markets
in such volumes that the three local MCPs become equal. Wigerimport/export is settled

up to the ATCs and the markets end up with different pricess Tirechanism enables local
markets participants to “see” a larger liquidity, not liedtto their area, within the limits of the
cross-border capacities of course.

Worth mentioning is the fact that, with the present TLC rullss assemblement of PXs has
a monopoly over the inter-area spot market trade. The onjytat two (or more) market
participants have in order to settle a bilateral (or mukital) transaction in day-ahead is to
pass through the TLC system. The producer will have to seéftimcal PX at the local price,
the consumer to buy from its local PXs at the local price amshttiney will have to pay one
another the difference between the prices imposed by theaRXshe price they had privately
agreed between themselves.

The extension of TLC to the five countries of the Central WesEurope (CWE) region has
been announced for 2010. This involves Germany and Luxerghawaddition to the three
TLC countries. A more sophisticated algorithm is envisaff@d/E08], although it retains
the ideas that a market participant interacts only with tRkeoPits area, while some central
calculations take care of energy being exported from lowigh price areas, within the limits
of transfer capacity. First, an ATC-based modeling of thevoek constraints will be used,
but it is planned to switch soon to a more precise flow-basédark model, in which critical
branches (tie- and some internal lines) will be defined byGéE TSOs. For the time being,
the above market coupling mechanisms apply to day-aheaxguoes only. Steps are also
taken towards opening intra-day and real-time marketsreda players [VMB].

The above outlined trilateral, and soon pentalateraliaiive couples the markets of the in-
volved PXs. It should be noted, however, that these PXs danmotve but a fraction of the
spot energy trade in Europe, where trading arrangementmanay bilateral. Most of the
wholesale trade is in the Over-The-Counter markets, oft@plemented with day-ahead auc-
tion trade organized by the national PXs [MBO7]. The advgataf having the PXs organizing
these auctions is that they use simple rules to settle adatah a point of time where it is not
worth getting into time consuming negotiations. Power Exaes are also counter-party for
all transactions so that trade is anonymous and traderstd@me to worry about counter-party
risk. However, it could also be argued that PXs are not strietcessary market components
[MBO7]. Still, most European countries have a PX often assaltef private initiatives. The
PXs often do not have to take network constraints into accauall, or they do only partly.

It is worth noting here that usually there exists one PX (one)gper area, but in principle
nothing prevents several PXs from co-existing and comgetiithin an area. On the other
hand, a PX can extend its activities over more than one ar@a.ig going to happen in a near
future with the merging of Powernext and EEX (French and GerfXs, respectively).

Compared to Europe, the North American wholesale markgtsaapmore weakly linked, if at
all. As considered in [MBO7, FER], it may be more difficult touple these markets because
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they apply a different implementation of nodal pricing, nmakit practically difficult to har-
monize the handling of network constraints; even more itdkter is already fine-tuned, which
is less the case in Europe. There is, however, a common maikative between MISO and
PJM who are working towards the development of complemgrgtystem operations and one
robust, non-discriminatory wholesale electricity marietneet the needs of all customers and
stakeholders [MIS].

4.1.2 Approach proposed in this work

As there exist various electricity market implementatjossd it is not the objective of this
work to enter into the details of each one, let us call Tragsian System Operator (TSO)
the entity responsible for operating the transmissionesysif a particular area, while we call
Transaction Scheduler (TS) every entity responsible fiblirsg transactions between producers
and consumetfs For instance, a PX is a TS, but other entities also fit thergegm, such as

a broker who settles bilateral or multilateral transactioifhe TSO is typically a TS when
dealing with real-time operation (balancing market, gatien re-dispatch, etc.).

This work investigates whether the constraint that a wiadéemarket participant should be
part of a particular spot market, defined by its geograplaation, could be relaxed. Thus, the
presented approach assumes that every market particgaidwed to bid in whatever market
(represented by a TS), irrespective of where it is locatedrevjenerally, a framework and
an algorithm are proposed to let market actors use the gréddoordinated way to perform

commerce of electrical energy without them being consécio do so via a TS covering only
their geographic location.

Clearly, the idea that any market participant may place ids bn the market of any TS op-

erating in the interconnection would result in the appeeganf “overlapping markets” and

would make inter-area congestion management even moratampo The development of a

coordinating framework is thus required. This framewortugd enable free spot trade of elec-
tricity. The TSs should be able to compete freely first tcaattmarket participants interested
in settling transactions and second to obtain transmissagacity in order to support these
transactions.

Furthermore, as stated in the end of Section 2.6, this wdsksed on the assumption that the
SOs of an interconnection are willing to co-operate in thgrggup of a common model of the
grid and to delegate part of the congestion management tasksentral coordinating entity.
These assumptions seem acceptable and go with the presehtdt least in Europe [Cor]. The
objective of this coordination among TSOs will be to opethtegrid in a way that electricity
trade is maximized, with priority given to the most valuatslnsactions, without violating the
security limits.

°The term “market operator” (MO) provisionally used in théréuction is, thus, from now on abandoned
and replaced by the more general term “transaction schédiilee term MO has been used in the Introduction,
as possibly more familiar to the reader, just in order to éwairoducing a new term there.
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All'in all, the developed approach considers the followiwg prerequisites:

1. Transparency of the grid data: TSOs are responsible fugtnecting a common model
of the grid and make it available to all participants. In ey everybody will be able to
check that the coordinating computations made by the TS©faar

2. Confidentiality of each market data and procedures: the sf®uld not be asked to
provide any intermediate information of their market clegmprocedures. They should
only announce their final schedules and prices.

4.1.3 Related work

The proposed approach offers a decentralized way of caatrdgnmultilateral transactions. In
this spirit, Ref. [WV99] proposed a new operating paradigiwhich the decision mechanisms
regarding economics and reliability (security) of systgremtion are separated. In this frame-
work, economic decisions are carried out by private muéita trades among generators and
consumers. Reliability is ensured by the TSO who providddigly accessible data, based
upon which generators and consumers can determine prefitaules that meet the secure
transmission loading limits.

In [Hao05], the author proposes two decentralized pro@lur which each Regional Trans-
mission Organization (RTO) administers its energy market also acts as a transmission
coordinator to achieve feasible and efficient use of comgestansmission by all markets in
the interconnection. Participants in any RTO market am@adt to schedule transactions into,
out of, or across any RTO control areas. The resulting oppitey markets are modeled, while,
since when transmission capacity is limited markets comfmtthe use of the limited trans-
mission paths, two methods for allocating this capacitypaoposed. In both methods, the
author suggests that the TSs send to the coordinator thetigéias of their cost functions to
the branch available capacities. Using this informationall congested branches, the coordi-
nator, in what is referred to as “master problem”, shares #wailable capacities among TSs
so that they have the same value for everyone of them.

Closely related is also the work in [LNWBO07], which proposesiecentralized model for
DC load flow based congestion management for the forward et&rkia optimal resource
allocation.

4.2 Statement of the problem and outline of the approach

4.2.1 Market clearing and transmission system modeling

Let M be the number of TSs. Each TS clears the market it represesms} its own rules. The
outcomes are scheduled generation and load quantities&rgeith the corresponding prices
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offered to each generator or asked to each load.

Although the clearing may be implemented in various wayis, @onvenient to formalize it as
an optimization problem where the market’s social cost isimized (i.e. the social welfare is
maximized) [KS04]. For thenth TS, this optimization takes on the form:

min {c,, g, — by, dn} (4.1a)

gm,dm

s. t. 17g,, =17d,, (4.1b)
0<g.,<8g, (4.1c)
0<d,, <d,, (4.1d)

wherec,, (respectivelyb,,) is a vector containing the bids of all generators (conssinaid-
ding in marketm, g,, (d,,) contains the powers of generators (consumers) dispatohéuke
mth TS, 1 is a unit column vectorg,, is the vector of maximum powers that generators are
willing to produce for marketn, while d,, is the vector of maximum powers that loads are
willing to consume. Equation (4.1b) expresses that eachabSalbalanced schedule.

The net power injection at busscheduled by the:th TS is given by:

() =D (8m)i — Y _(din); (4.2)
ick jek
where the expressiane k (resp.j € k) is used to denote that thith generator (resp. thgh
load) is connected to thieth bus. Eq. (4.2) is written in vector form as

nm:Fgm_Adm

where the elements of matricEsand A are zeros and ones so that they express whether a
generator or, respectively load, is connected to a bus.

The vector of net bus power injections is obtained as the satiomof all the TS schedules:

n=Tg-Ad=)» {Tg,-Ad,} (4.3)

Once this vector is known, branch power flows can be computegdywa model of the entire

network. A DC model of the interconnection is used in this kvoFhis is a commonly used

model in market clearing problems and it is well suited tolthear computations presented
in the remaining of the chapter. It is assumed that the varid&Os in the interconnection as-
semble and share such a network model, which they use toioatedhe overlapping markets
simultaneous clearings.

Let B be the number of branches andthe number of buses in the system. In order to assess
the impact of the power injection schedule on branch flowsyesgert to well-known Power
Transfer Distribution Factors (PTDF). L& be the fraction of a transaction from blo bus

[ that flows over branch (k,l =1,...,N;b=1,..., B). According to [CWWO0O]I:

Xiw — Xj — Xa + Xy
Tp

) = (4.4)
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wherei and; are the terminal buses of the branehis its reactanceX;; is the entry in théth
row andkth column of theNV x N bus reactance matriX, and similarly for the other entries.
Assuming that busV is the slack bus, thé'th row and theNth column of X have all zero
elements [WW96].

The effect of the power injection,, at busk on the power flow in branch can be seen as
the effect of a transactiom, between bug and the slack bud/. The power flowing through
branchi is thus given by :

N
p=> TN ny (4.5)
k=1
This is easily written in matrix form as :
p=Tn (4.6)

wherep is the vector of branch power flows afitis the B x N matrix relating branch power
flows to bus power injections, and defined by:

(T =T3Y  b=1,....B; k=1,....N (4.7)

The choice of the slack bus influences the elemenfts.dlowever, when assessing the contri-
bution of the market schedules to branch flows, formula (4iB)be applied to the injection
vectorn whose components sum up to zero, owing to (4.1b), (4.2) ai8). (& herefore, the
net power injection caused by theh market at the slack bus is zero. Thus, the branch flows
computed in (4.6) do not depend on the choice of the slacklbesgs being neglected in this
derivation).

As long as there is enough reactive compensation to keepgelhagnitudes constant at all
buses, PTDFs have been shown to remain practically unctaagyéhe pattern of injections
changes the loading of branches [Bal07, BDOO05, LG04].

4.2.2 Emerging issues

Clearing the above mentioned overlapping markets withaytcncern for the grid flows is
very likely to end up in branch overloads iif, is the injection schedule of theth TS, nothing

guarantees that the resulting branch flgws T Z n,, respect the constraint

“P<P=D, (4.8)
with p the vector of maximum branch power flows.

The congestion could be alleviated by the various TSOs bposk, rescheduling generation
inside their areas. However, this has been shown to resudtrininefficient use of the com-
bined generation and transmission capacities (and, thhasiprompted interest for implicit
allocation of both energy and transmission). Clearly, seoifor a market overlapping scheme
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to be put into practice, a mechanism is needed to coordinatetrious TSs’ simultaneous mar-
ket clearings. The objective in this work is to deal with tliegestion management problem
implicitly at the same time when the TSs are clearing theirkeizs.

Another issue has to do with the risk for the final schedulesttabfrom what could be reached
by optimizing the whole system as a single market. The re&stivat some attractive market
participants (e.g. cheap generators), having placed bthesrin a market, may be excluded
when the latter is cleared, and thus remain inactive whidg ttould still be used by another
TS to reach a better schedule. One could argue that such slvaslel not persist in the long
term, because market participants will “find their placetwéver, the problem will definitely
appear in the short term. Hence, a mechanism should allogvegifishifting of participants
between the various TS markets. This issue is covered inoBewtl of Chapter 5.

4.2.3 Outline of the proposed approach

Regarding the congestion management issue, the propopeshap consists in sharing be-
tween the TSs the capacity of the most used branches so thaitthTS, when clearing its
market, would obey reduced flow limifsy”, where the upperscript denotes the set of over-

loaded branches. The modified limits are such Etﬁﬁf = p°’, and are iteratively adjusted
to the schedules announced by the TSs.

The treatment suggests the presence of a coordinating gwitwill iteratively communicate
to the TSs their corresponding reduced branch limits, witisfil compute based on an agreed
policy. This coordinator may result from the joint effortktbe involved TSOs. Its role is to
facilitate electricity trading, while respecting the caldntiality of the TS data and the inde-
pendence of their procedures. In this respect, the onlynmétion provided by the TSs to the
central coordinator are their power injection schedules.

4.3 General framework for congestion management

From a game-theoretic viewpoint, the TSs make up a set ofaatach setting its control
vector

u,, = [gﬁ dTT,L]T e U,,, (4.9)

whereU,, encompasses the constraints (4.1b), (4.1c) and (4.1djdar ¢to minimize an ob-
jective function
fm(uy) =cl g, —bld,,. (4.10)

At the same time, there is a set of constraints, coupling #n®ws TSs’ controls, that should
be satisfied
—p<Tn<p (4.11)
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In other words, a generalized Nash game is played among thef@iSvhich a mechanism is
sought to ensure the satisfaction of (4.11).

4.3.1 Why not the solution proposed in Chapter 3 ?

One way to deal with the problem could be to resort to the tikeraalgorithm presented in
Chapter 3. This would suggest that, at each iteration,nthie TS includes in its clearing
problem (4.1) branch flow constraints of the type:

P< T+ Y 0, ) <P (4.12)

m

wherem™ denotes all TS markets but theth one. Indeed, this constraint means that a TS
will come up with a schedule that does not cause branch limli&tron, given the last schedule
announced by the other TSs. Of course, since the other TSd$earéng their own markets at
the same time, the combined schedulmay quite well lead to overloads.

The above idea was, in fact, tested. However, it turned @ittkhie overlapping market problem
is too complicated to be coordinated in such a way. Condtrédnl2) practically require that a
TS clears any congestion by its own control means wheneagpitars after an iteration. This
may not be always possible; a TS, with its injection schedulgy have little participation in
some overloads and thus little capability to unload themHtmnging its schedule. This issue
is further discussed in Section 4.7.3.

The branch flow limits cannot be enforced by acting on eactketamrespective of what the
other markets are doing; insteadnmre coordinated congestion management scheme is re-
quired.

4.3.2 Nash equilibrium and corresponding multi-objective problem of
the game

In order to make the presentation more compact, let us refdretmth TS’s market clearing
problem as follows:

min  fo, (). (4.13)

um €U

Furthermore, let us group the branch flow constraints in@dHewing set of linear inequalities:
Au—-p<o0 (4.14)

whereu contains all TS injection schedules aAdis a suitably adjusted matrix, constructed
using the PTDFs if.
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A solution defined by a control vectar, is a Nash equilibrium if all constraints are satisfied,
and no TS can further improve its objective by modifying wenocontrols, given the control
vectors of the other TSs. Thus} yields a Nash equilibrium if :
Vm e {1,2,...,M}: u}, =arg mi{rjl fm(m) (4.15)
uncUpy,

subjectto A, u,, +A,,-u_ —p <0

whereu’ _ denotes the sub-vector af containing the controls of all TSs but theth one,
andA,, andA,,- are the corresponding sub-matricesAaf

Following the discussion in Chapter 2, one can group theuarT Ss’ objective functions into
asingle scalar ond;(u) = F(fi(uy), ..., far(uy)) and write down the game’s corresponding
multi-objective problem. Taking" as a linear combination of the individual objectives, as is
typically done in such cases, yields the following optintiza problem:

min Z Wi (W) (4.16)
subject to Au—-p<o0
where thew,,’s are weighting factors.

This optimization problem can be solved in the following tways. Either in a centralized
scheme, solved by a central entity applying some commonigeagrules regarding the al-
location of the common resources. Besides the high dimeabip issue, this approach has
the drawback of not respecting possible confidentialityriegns that each TS may want to
preserve regarding individual data and strategy. Or, inceiokealized scheme, to deal with
the above dimensionality and confidentiality issues, tespto one of the decentralized algo-
rithms that exist in the literature. There the interconad&ystem is decomposed into separate
sub-systems, each controlled by a TS, the aim being to psdbesinformation of each sub-
system locally, while at the same time solving the systembewiroblem (4.16). To this pur-
pose, a coordination entity is in charge of passing inforomabetween players and possibly
performing some upper-level computation.

One practical issue when dealing with (4.16) is the choide@fveighting factors,,,. Indeed,
the various TSs may question the priorities assigned ta tlespective objectives through
these weighting factors. One option is to try different virtigg factors, but this may become
computationally intractable.

Normally, as far as market is of concern, all objectivesegpond to costs (i.e. they are ex-
pressed in the same unit) and hence, a natural choice is &l set’s to 1, i.e. consider the
objective:

F(u) =) fu(uy) (4.17)
This leads to optimizing the total “social welfare of all paipants” within the interconnection.

While this seems desirable from a global system perspe@ives could argue that it would
have better market opportunities (higher social welfarettie market it clears) if it was not
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incorporated into the overall optimization. Even more,aeg with the freedom and indepen-
dence of each market to be cleared separately from the ptheosporating maybe its partic-
ular rules and operating strategies. The above justify borce to consider several markets,
instead of a single integrated one.

4.3.3 Independent optimizations with a Coordinator

In the previous multi-objective approaches, a centraltensi in charge of either solving
the system-wide multi-objective optimization or coording the decentralized computations
aimed at solving that problem. Alternatively, a centralitgrmhay be responsible for monitor-
ing and correcting multiple independent optimizationgfqened by theM TSs, according
to certain rules. These rules will reflect a pre-defipeticy to share the available resources
among the TSs.

Contrary to the single system-wide optimization approaavipusly considered, the idea is
to preserve the operational independence of the TSs. ThafESsot constrained to adopt a
common objective. On the contrary, they may formulate tbparational strategies in different
ways. Thus, the TSs’ independence is preserved, but withtiawlal rules applied by the
coordinator to reconcile the TSs’ decisions.

This approach is developed in the remaining of this chaptes. method consists in decoupling
the TS optimization problems by dividing the constraintamthem in such a way that each
one respecting its part of the constraints will result in Wi®le, original set of constraints
being satisfied. Formally, theth TS will solve a modified optimization problem of the type:

min f,,(u,,) (4.18a)
subjectto A,,u,, —p,, <0 (4.18b)

where newp,, limits have to be found so that:
A,u, —p, <0, Vme{l,....M} = Au—p<0 (4.19)

Furthermore, the vectofs,, should be adjusted by the coordinator in such a way that a well
defined and transparent policy is followed to share the abkglresources, allowing the TSs to
check the coordinator decisions.

These vectors could be assigreedanteby the coordinator, to have the TSs perfothcom-
pletely independent optimizations. A better option, hogreis to construct “dynamically” the
vectorsp,, while observing the evolution of the successive optimaaiperformed by the
TSs, allowing in some sense the coordinator to intervenaigdvolution. This second op-
tion is selected here since it combines flexibility of the rioation policy with an as large
as possible operational freedom for the TSs. In this s@irirocedure is presented hereafter
where after a number of iterations between the TSs and thelioador, the whole original set
of constraints is satisfied by the final solution of the indual optimization problems.
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4.3.4 Constraint decomposition

For the sake of presentation simplicity, we refer here tose edth two TSs, denoted TS1 and
TS2 respectively. The generalization to more TSs is stthoghard.

After partitioning the control vector, (4.14) is rewrittes:
A1U1 —+ A.2u2 — ﬁ S 0 (420)

It is easily seen that if the following constraints are Jets

by TS1: Aju;—-p; < 0 (4.21a)
by TS2: Asu, —p, < O (4.21b)
where: Pi+P: = P (4.21c)

then the overall constraints (4.20) are also satisfied. ©hstcaints (4.21a) and (4.21b) are of
the type (4.19).

Consider now théth constraint in (4.20), with the corresponding componépt$;, (p,), and

p, of thep,, p, andp vectors, respectively. Clearlip, ), + (p,)» = P, It can be guessed that
the values ofp, ), and(p,), determine how much of the resource (branch capacity) isgbein
allocated to TS1 and TS2 respectively. For instance, foghérivalue ofp;),, TS1 may be
less constrained and a higher control effort will be put o2 T&satisfy théth constraint, and
conversely. Thus, the coordinator may implement the agceaedestion management policy
by suitably choosing the valué¢g,,), for a congested brandh Furthermore, the coordinator
should share the limited resource in a transparent wayijghié$ choice should be justified by
information that can be made public to all involved TSs.

Note that a solutioriu;, uy) which satisfies (4.21) will satisfy the original constraiii4.20).
However, the converse is not true: it is possible to find adatr; andu, satisfying (4.20) but
not both (4.21a) and (4.21b). Thus the use of (4.21) somesetdates the feasible space of the
original optimization problem. This is a price to pay for t@venience of the decomposition
into independent optimizations.

This reduction of the feasible space, however, should bevaga$ possible. To this purpose, a
procedure is proposed that iteratively adjusts the valtips andp,, while converging towards
a solution satisfying (4.14).

4.3.5 Adjustment of constraints by the coordinator

Assume that, in a first step, the two TSs optimize their objedtinctions without taking care
of the constraints; lefi; andu, be the corresponding controls. Assume furthermore that the
bth constraint in (4.14) is violated by these settings, i.e.

aply + agply — Py — 0 = 0 (4.22)
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wherea;;, anday, are thebth rows of matricesA; and A,, respectively, and, > 0 is the
amount by which branchis overloaded. New controis; andu, are sought, such that:

apuy +agus —p, <0 (4.23)
Subtracting (4.22) from (4.23) gives:
ap(u; —uy) +ag(ug —u2) + 6, <0 (4.24)
Let the amound, be shared over the two TSs according to:
Op = 10p + iy (4.25)

where the choice of the; andas, coefficients reflects the coordinator’s policy regarding th
treatment of the constraint. Introducing (4.25) into (4 .y4lds:

ajpUy + a10, — aply + agUs + asdy — agkly < 0 (4.26)

This inequality suggests the following decomposition @it constraint in accordance with
(4.22):

for TS1: apuy + 0415(, — albﬁl <0 (4273)
for TS2: AUy + Ozg(sb — agbﬁg <0 (427b)

This is equivalent to setting:

(P1)p = anlly — 10y (4.28a)
(P2)p = agly — azdy (4.28b)

It is easily checked thdp, ), + (P2)y = Dp-

Generalizing, irrespective of the number of TSs, for eadrloaded branch corresponding to a
constraint, the coordinator should choose the coefficierjts with >~ b = 1. As aresult,
the branch capacity will be shared among the TSsthie one receiving a modified bound

(P ), With > (P,,)s = Dy

If all TSs solve their market clearing problems (4.1), eatthem with one additional con-
straint of the type:
AypUy, — (ﬁm)b S 0 (429)

then, the new overall solution will be such that théth constraint will be satisfied. Now,
other constraints may be found violated by the new solutibrso, the coordinator will in
the same way share their transmission capacities among3kewhich, in their turn, will
clear their markets incorporating the new constraints. rbofepnot to get violated again in
the remaining of the procedure, each constraifdund violated once should remain in the
set of constraints decomposed by the coordinator and incatgd into the TSs’ clearings
at subsequent iterations. If a constraint is no longer teola, will obviously be negative
(or equal to zero) but this does not affect the validity of fbemula used for sharing the
transmission capacity.
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Figure 4.1: Graphical illustration

In summary, at every iteratiahof the algorithm, the coordinator collects the TSs’ conet-
torsu'?, identifies the resulting branch overloads needing cdmes'éék) and the remaining
available capacities of branches that have been overlaadeprevious iteration, and, decides
the coefficients:) that define the next share of the branch capacities by theusfliSs.

As long as a branch does not get overloaded, the coordinaésr bt impose any constraint to
the TSs.

4.3.6 Graphical representation

The decomposition of the set of linear constraints, as wetha iterative adjustment of the
decomposed constraints can be illustrated in a graphicalasdollows. A two-TS case with
one control variable per TS is assumed. Each constbasa linear combination of the two
controls:apu; + agpus + G < 0.

In Fig. 4.1 the feasible region corresponding to five suctsttamts is presented (non colored
area). Note that it is not possible to construct the samemndgy constraints that involve either
uy only orus only.

Let us assume that the solution resulting from the indepsina@rket clearings violates two
of the constraints (point SO and constraints A and B in Fid.).4This infeasibility initiates
the iterative algorithm and each of the two constraints odgosed following the congestion
management policy. This results into two constraints beorgmunicated to each TS, one for
each overloaded branchj u; + 814 < 0to TS1 andussus + G4 < 0to TS2 for branch A
(vertical and horizontal dashed lines starting from a pomAR), a;pu; + G135 < 0to TS1 and
aspls + Bop < 0to TS2 for branch B (similarly, dashed lines starting on BjcE pair of these
constraints guarantees that at the next iteration ther@igionstraint will be satisfied while
they share the corresponding available transmission dggaetween the two TSs. Note that
the non violated constraints remain “invisible” to the T8% searched space is not reduced
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unless a constraint violation is encountered. In fact, #sched space for the next solution is
the intersection of the above decomposed constraints amghtighted with horizontal lines
in the figure.

Let the point S1 in Fig. 4.1 be the new solution that resutisfthe next iteration. As this so-
lution happens to be feasible, it could be chosen to be dgtogblemented and the procedure
could stop here. However, in order to give the TSs the oppdytto improve their schedules,
constraints A and B are once more decomposed, based on thenpaperating point (S1),
again according to the congestion management policy. Thkedhdotted lines in Fig. 4.1
indicate this new decomposition. One can see that the ssthegace for the new solution has
now been enlarged by the area shown with vertical lines irfithee. This results in a new
solution (point S2). The procedure continues in the samallficonverging to the point SF
where one of the two initially violated constraints is aetiv

It is noteworthy that the coordinator has not as objectivguarantee the feasibility of the next
iteration’s solution. It just checks for convergence anarsh the capacity of the already over-
loaded lines. If at any step of the algorithm a new branch getsloaded, the corresponding
constraint will be also subsequently decomposed among3$kse Coming back to the example
of Fig. 4.1, if S1b had been the solution after iteration gntisonstraint D would have been
also decomposed and communicated to the TSs, obliging th@novide solutions above (for
TS2) and to the left (for TS1) of the two new decomposed caimgs, making the searched
space be a rectangle.

4.3.7 Nash equilibrium property of the solution

It is important for the algorithm to provide solutions thae &Nash equilibria of the original
uncoordinated problem, defined by each TS clearing indegehydts market as in (4.15). The
reason is that this makes the final point acceptable by all 3i8se nobody has the power to
modify it for its own profit by its sole means only.

This can be visualized in Fig. 4.1, where point SF denotesitia¢ solution of the algorithm.
No TS can, modifying its control, improve its objective (as8ng that TS1 tries to decrease
and TS2 to increase, as suggested by the example) without violating the proldemginal
constraints (in particular constraint A). This makes SF atiNequilibrium.

Let us show that this is, indeed, a general property of therakgn.

Let us recall that even if no branch is overloaded at a giveraiion (nod, > 0) the proce-
dure continues, sharing among the TSs the remaining cagsoitthe previously overloaded
branches according to the congestion policy, until no ckandlows is encountered between
two subsequent iterations. Hence, at the solution, alldives fall into one of the three cate-
gories: 1. they have never been overloaded; 2. their capaditally used §, = 0); or 3. they
have been overloaded but, finally, their capacity is noyfulied §, < 0). The third case may
happen if a line flow is limited as a side effect of the efforutdoad another branch.
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For the fully used branches, it can be shown using (4.22) &r#BJ) that the corresponding
inequality constraint in (4.15) is the same as the congt dii29) at the equilibrium of the

proposed coordinated algorithm. The other constraintgtib5) do not affect the solution

obtained at the last iteration of the proposed algorithmgesithey are not binding. So, they
should not affect the solution of problem (4.15) either. A®sult, the solution obtained by
each TS when solving (4.15) with the other controls fixed gdblution of the algorithm, is to

keep itself the same control settings. This by definition esakis solution a Nash equilibrium
of the original uncoordinated problem.

4.4 Choosing a congestion management policy

4.4.1 Reduced transmission capacity allocation

The time has come to choose a policy for managing congesttua policy essentially consists
in, dynamically during the execution of the procedure, @ling transmission capacity to be
used by the TSs to settle their transactions.

Assume that after the various market clearings the power fipiwn the bth branch(b =
1,..., B) exceeds its upper limit:

Using Egs. (4.3) and (4.6), this inequality can be rewriisn
>ty 0, > p, (4.31)

wheret, is thebth row of theT matrix andn,, is the schedule of thexth TS, obtained as
described in Section 4.2.

It turns out thatt,n,, is the participation of thenth TS in thebth branch flow. Obviously, all
TS participations add up to the actual branch flgw

As mentioned in Section 4.2.3, only non commercially-s@resiinformation, such as the
cleared schedules from TSs, should be communicated betweamed parties. In this con-
text, it is proposed to allocate transmission capacity te inSroportion to their respective
utilizations of the congested branches

Coming back to the overloaded brarigltet us callAp,, > 0 the amount by which thexth TS
is asked by the coordinator to decrease its contributiohedotanch flowp, by modifying its
schedule fromn,,, to a new valuen,,. Following this notation, (4.27) takes on the form:

ty(n,, —n,) < —-Ap, (4.32)

with the sum of allAp,, values being equal to the branch overload to be corrected:

D Ap, == tfl, — B, (4.33)
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Equation (4.32) can be equivalently written as:

tbnm S tbﬁm — Ap_ (434)

m

where the left-hand side represents the new flow producerhimchb by the new schedule of
themth TS, and the right-hand side can be interpreted as a redwapettity allocated to that
TS.

The congestion management policy choice suggests thabtistraint (4.34), reflecting the
share of the transmission capacity among the TSs, should be:

tbnm S (435)

The above equation is equivalent, as can be shown by usidg)@nd (4.34), to choosing:

Ap;z _ tbﬁm

= i 4.36
Similarly, if the branch overload has the opposite sign, i.e
By < —P, <0 (4.37)

themth TS is required to change its schedule so that its contobub the branch flow, is
increased by at least a specified amafypf, > 0 (with >~ Apf = —p, — > t,n,,):
tb(nm - ﬁm) > Ap:n (438)

with Ap taken as:
Aer tbﬁm
= 4.39
Zm Ap;”—n Zm tbﬁm ( )

Equation (4.35) suggests that the more a TS is using a cawbstinch the more it has the
right to keep on using it. This goes towards increasing efficy: the more a TS uses a branch,
the more this is likely to be valuable for its schedule.

On the other hand, (4.35) can be rewritten as

~ tbnm _
ty(n,, m — —t
b(n n ) Zm tn, (pb bn>

which shows that the more a TS participates in a congesti@nore it has to participate in
its alleviation. This meets the objective of fairness aratpcal acceptability of the policy: the
larger the responsibility of a TS in a flow, the larger the eotion requested from this TS.

These two interpretations of (4.35) may look contradictatya first glance but are mathe-
matically equivalent owing to the choice of proportionalifThis and further aspects of the
allocation rule are further discussed in Section 4.7.1.
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Figure 4.2: Example of counterflow situation

4.4.2 Counterflow situations

It may happen that the schedule of a TS creates a counterflaw averloaded branch. This
situation is depicted in Fig. 4.2, which refers to a case witke TSs. In the situation shown,
the branch is overloaded but the contributign; of the first TS is in the opposite direction
with respect to the power flow,. Clearly, this TS reduces the overload caused by the other
two TSs.

It would not be fair to impose a congestion management cainstto a TS that contributes
with such a counterflow, since the latter in fact reduces trexload created by the other TS
schedules. On the contrary, the counterflow leaves more foobthe transactions of the other
TSs, which is good from the market viewpoint. Hence, wheocalling the available capacities
among TSs, itis reasonable to let unconstrained the TSsdliae counterflows and share the
effort among the other TSs. To this purpose, for a branch antbpper limit violation (4.30) it
suffices to use (4.36) with the sums extending only over thedwales with positive contribu-
tionst,n,,. Similarly, for a branch with a lower limit violation (4.3,/9nly the schedules with
a negative contribution are considered when using (4.39).

As explained in Section 4.3.5, iterations are performedvbeh market clearings by the TSs,
on one hand, and Transmission allocation by the coordinatothe other hand. If the TS

producing the counterflow is not requested to change itsdstethere is no reason for that
TS to depart from its optimum, and it will keep on contribgtiwith the same counterflow.

On the other hand, if the handling of another branch overteadires the TS to change its
schedule, it may happen that its counterflow is decreasethidrcase, at the next iteration,
the branch will still be overloaded and through a new appibcaof (4.32), (4.38) the other

TSs will be requested to contribute more towards its altemia Obviously, if a TS stops

counterflowing, it enters the congestion management prtoeeaat the other TSs.

4.4.3 Handling multiple congestions

As explained in Section 4.3.5, after a branch overload has handled it should be prevented
from taking place again in subsequent iterations. To thrp@se, the inequality constraints
(4.32), (4.38) stemming from previous congestion managésremain in effect when dealing

with new congestions. For the formerly congested brandhesgonstraints essentially share
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Figure 4.3: Flowchart of the iterative Transmission altama

among the TSs the remaining part of available capacity (Ag, and Ap; are negative for
such branches).

4.5 Overview of the Transmission allocation procedure

In Fig. 4.3, the iterative procedure implored to manage estign, from now referred to as
“Transmission allocation loop”, is illustrated in form oflawchart. The criterion used to stop
the iterations is explained hereatfter.

In Section 4.3.6 it was suggested that the algorithm is d@relauntil convergence to an equilib-
rium. In practice this is done by preforming a convergenséde all branches that have been
involved in constraints (4.32, 4.38). If any power flow difdrom the value at the previous
iteration by more than a toleranegthe algorithm proceeds with a new Transmission allocation
loop; otherwise the procedure is completed.

One could think of stopping the iterations as soon as thedsdée resulting from thé/ si-
multaneous market clearings do not lead to any new branathoaee The reason for not doing
so can be seen from the following counterexample. Due to tve ifi causes in branch,
the constraint,(n,, — n,,) < —Ap,, is imposed to thenth TS, andt,(n, — n;) < —Ap,

to thekth TS. Assume furthermore that when clearing its market/thel'S comes up with
a schedulen}*” such that its participation to thi¢h power flow is lower than expected, i.e.
tp(npe —ny) < —Ap, (which may happen if this TS has to satisfy other constraiataell).
Then, some transmission capacity is left unused. The pueeshould not stop but leave the
mth TS the opportunity to exploit this margin, for the sake cdmomic efficiency. However,
if needed due to limited remaining time, the procedure catidgh at an intermediate, already
available, feasible schedule.
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Figure 4.4: Three-area test system

4.6 lllustrative example

4.6.1 Testsystem

For clarity, we illustrate the features of the Transmissatincation algorithm on a problem
where: (i) the loads are considered inelastic, i.e. onlygérerators are bidding, and (ii) each
TS serves the load of an area. Note that the method is ggnabddl to handle situations where
each TS serves loads dispersed throughout the whole systsmme loads place bids to more
than one TSs.

Thus, each TS dispatches generation, located anywhere intdrconnection, so as to satisfy
the load located in its area. This leads to the simple matkatiag for thenth TS:

min ¢, g (4.40a)
g?’n
s. t. 17g,, = 17d,, (4.40D)
0<g, <8, (4.400)
to(gm — dm —0,) < —(Ap, )y b=1,... (4.40d)
ty(gm —dy, —0y) > (Ap))y b=1,... (4.40¢)

where all symbols have been previously defined, and thewastonstraints stem from the
coordinator.

Consider the three-area 15-bus system shown in Fig. 4.4nkists of three five-bus areas,
each of them serving 600 MW of load, and denoted by a letterB(Aand C) also used to



Chapter 4 97

name the TS that serves the area (“TS A”, “TS B” and “TS C”). Three areas are identical
as regards the distribution of loads and the location an@appof generators. However,
they differ by the generator bids, which are the cheapestda A and the most expensive in
area C. Next to each generator, its maximum production dgp@s MW) as well as its bid
(in €/MWh) are shown. In order to make the steps of the algoritheieedo follow in the
provided example, each generator capacity has been dibiddtee, i.e. each generator bids
one third of its capacity to every TS (for exampl(g,,) 11 = 150M W for all three TSs). For
the same objective of clarity, the same bid per generatobbas placed to all the TSs (i.e.
(ca)i = (cp); = (c¢); for all generatorg). Generally, it is the choice of each generator how
much of its capacity it offers to every market and at whatg(agenerator may bid differently
to different markets). A table with the system’s branch taaces is presented in Appendix B.

4.6.2 Insight into the Transmission allocation iterations

In order to provide insight on how the algorithm performs, present hereafter the results
obtained at the first three iterations of the procedurepfatid by those of the final generation
schedule.

At the initial point, all TSs are allowed to schedule the gat@'s that have placed bids in their
markets without any constraint other than (4.40b) and @.40bviously, this leads to all of
them demanding the cheapest generations, i.e. all TSsuehgeheration in ascending order
of price until they reach the total load quantity. This yeettle situation detailed in Table 4.1.
For each generator, Columns 1 and 2 give its name anddiM\\'h), Columns 3 to 5 show
the power scheduled by each TS (MW), Column 6 gives its tasglaiched generation (i.e. the
sum of Columns 3 to 5), while Column 7 shows its maximum prdidaccapacity (dividing
this quantity by three gives the maximum capacity that isreffl to each TS).

At this stage, the coordinator can determine the resultmgsfland check the corresponding
limits. All the branch flows, computed by the coordinatog given in Table 4.2 (in MW).
Columns 2 to 4 show the participation of each TS to each brédaehwhile Columns 5 and 6
give respectively the branch power flow and its limit. The tasee columns of the table show
by how much each TS will be requested to change each powerrilae/mext market clearing,
according to (4.36). Adding together the variayg,, values of a branch yields the overload
»y — P, that has to be corrected. A dash (-) in this field means thalT $iw@as no obligation
regarding the corresponding branch flow when clearing itketat the next iteration.

It is noteworthy that TS A is obliged to decrease the flows @nohes A1A3 and A2A3 by
less than the other two TSs, even if all three have schedh&edame power from generators
gAl and gA2. This is due to the fact that TS A serves some loadrises Al and A2, which
makes it less responsible for the flows in those two branches.

Finally, the dash in the last but one row of Table 4.2 stemmftbe fact that TS A is not
requested to change its contribution to the branch flow A4€zhbse it is counterflowing, as
explained in Section 4.4.2. Indeed, TS A has a negative ibomitvn of -41 MW to the final
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Table 4.1: 1st iteration; generation scheduled by each TS

| Gen| Bid | TSA[TSB| TSC| Total | Max
gAl] 5 | 150 | 150 [ 150 | 450 | 450
gA2 | 4 || 100 | 100 | 100 | 300 | 300
gAd | 15 0 0 0 0 | 600
gA5 | 8 || 150 | 150 | 150 | 450 | 450
gB1| 11 || 100 | 100 | 100 | 300 | 450
gB2| 10 || 100 | 100 | 100 | 300 | 300
gB4| 20 0 0 0 0 | 600
gB5 | 18 0 0 0 0 | 450
gC5]| 35 0 0 0 0 | 450

Table 4.2: 1st iteration; resulting flows
Branch|| TSA | TS B | TSC| Db | Dy | Apy | Apg | Apg
ALA2 | 17 18 | 18 | 53 [100] - - -
A1A3 || 32 | 133 | 133 [ 298 | 150| 16 | 66 | 66
A2A3 || 17 | 118 | 118 | 253 [ 150| 7 48 | 48
A3A4 8 -25 | 175 | 158 | 400 | - - -
A4A5 || -50 | -150 | -150 | -350 | 400 | - - -
B1B2 0 0 0 0 [100] - -
BIB3 || 100 | © 100 | 200 | 150 | 25 0
B2B3 || 100 | © 100 | 200 | 150 | 25 0 25
B3B4 || 41 | 75 | 275 | 391 | 400 - -
B4B5 0 100 | O | 100 | 400| - - -
clc2 0 0 0 0 [100] - - -
C1C3 0 0 | -100|-100| 150 - - -
C2C3 0 0 | -100|-100| 150 - - -
C3C4 || 41 | -125] -125[-209| 400| - - -
C4C5 0 0 100 | 100 | 400 | - - -
A3B3 || -158 | 275 | 75 | 192 [ 200| - - -
A4C4 || -41 | 125 | 325 | 409 | 200 | - 58 | 151
B4C3 || 41 | -125| 275 | 191 [ 200 - - -

branch flow of 409 MW. The necessary power flow decrease by200%= 209 MW is assigned
to the other two TSs, in proportion to their participation.

This completes the first execution of the Transmission atioa loop. At this point the TSs
perform new market clearings incorporating the constsgh40d) and (4.40e) (actually, in this
example, all new constraints are of type (4.40d)). The spwading demanded generations
are shown in Columns 3 to 5 of Table 4.3.

What makes the TSs adjust their schedules with respect t@thes in Table 4.1 is the addition
of the constraints dealing with the overloaded branches:. ifgtance, TS C is obliged to
abandon most of the power it planned to obtain from genesabaated in system A, in order
to decrease by 151 MW the flow it causes on the tie-line A4Cd Table 4.2). In the same way,
TS A and B had to reschedule some generation in order tos#tisfadditional constraints.

The new power flows are detailed in Table 4.4, which illustsaither features of the method.
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Table 4.3: 2nd iteration; generation scheduled by each TS
Gen| Bid | TSA| TSB| TSC] Total | Max |

gA1| 5 || 125 ] 63 | 0 | 188 | 450
gA2 | 4 |[ 100 | 73 | 100 | 273 | 300
gAd | 15| 75 | O 0 | 75 | 600
gA5| 8 || 150 | 110 | 0 | 260 | 450
gB1| 11 | 75 | 100 | 75 | 250 | 450
gB2 | 10 || 75 | 100 | 75 | 250 | 300
gB4 | 20 || O 4 | 149 | 153 | 600
gB5| 18 || 0 | 150 | 150 | 300 | 450
9gC5| 35 || 0O 0 | 51 | 51 | 450

Table 4.4: 2nd iteration; resulting flows
Branch|| TSA | TS B | TSC| Db | Dy | Apy | Apg | Apc |

A1A2 9 -3 -35 | -29 | 100 - - -
A1A3 16 67 35 118 | 150 | -4 -18 | -10
A2A3 9 70 65 144 | 150| O -3 -3

A3A4 -46 -43 | 175 | 86 | 400 - - -
A4A5 -50 | -110 0 -160 | 400 - - -
B1B2 0 0 0 0 100 - - -
B1B3 75 0 75 150 | 150| O 0 0
B2B3 75 0 75 150 | 150| O 0 0
B3B4 21 -21 75 75 | 400 - - -
B4B5 0 -50 | -150 | -200 | 400 - - -
Clc2 0 0 0 0 100 - - -
C1cC3 0 0 -100 | -100 | 150 - - -

C2C3 0 0 -100 | -100 | 150 - - -
C3C4 21 -67 -26 | -72 | 400 - - -
C4C5 0 0 49 49 | 400 - - -
A3B3 || -129 | 179 | -75 | -25 | 200 - - -
A4C4 -21 67 175 | 221 | 200 - 6 15
B4C3 21 -67 | 374 | 328 | 200| 7 - 121

First, one can see that all the previously overloaded besblave been brought back within
limits, except tie-line A4C4. The reason is that not all T&séparticipated in alleviating the
congestion of that branch. Indeed, after the first iteratibe necessary A4C4 flow decrease
of 209 MW was assigned to TS B and C, while TS A was left uncairséd owing to the
counterflow it was creating. As a matter of fact, TS B and TS @ltecreased their contribu-
tion by the expected 209 MW amount, but the new market clgafrTS A contributes to the
branch flow with -21 MW instead of the previous -41 MW. This ega is driven by the new
constraints imposed to TS A. Therefore, the line remainsloaded by -21 - (-41) = 20 MW

as shown in Table 4.4. Hence, new corrections are going tmpesed, in which, again, TS
A will not participate since it continues to counterflow. brct, when all TSs are assigned re-
sponsibility for an overload (i.e. no one counterflows) nthat the next step, the branch will
certainly be unloaded, since (4.19) holds true. On the aontwhen at least one TS is coun-

3The 1 MW of difference with respect to the 200-221=-21 MW ia thble is due to roundoff when presenting
results without decimal digits.
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Table 4.5: 3nd iteration; generation scheduled by each TS
| Gen| Bid | TSA[TSB| TSC| Total | Max |
gAl] 5 | 134 ] 99 17 | 250 | 450
gA2 | 4 96 | 59 | 95 | 250 | 300
gAd4 | 15 || 93 0 0 93 | 600
gA5 | 8 || 150 | 84 0 234 | 450
gBl| 11| 27 | 100 | 75 | 202 | 450
gB2| 10 || 100 | 100 [ 75 | 275 | 300
gB4| 20 0 8 0 8 | 600

gB5 | 18 0 150 | 150 | 300 | 450
gCl| 30 0 0 58 58 | 450
gC2| 30 0 0 100 | 100 | 300
gC4 | 40 0 0 0 0 600
gC5| 35 0 0 30 30 | 450

Table 4.6: 3nd iteration; resulting flows
Branch|| TSA | TSB[TSC| m | B, | Apa | Apgs | Apc |
A1A2 13 14 [ -27 ] 0 [ 100
AIA3 || 21 | 85 | 44 | 150 150
A2A3 9 73 | 68 | 150 | 150
A3A4 || 57 | 23 | 160 | 80 [ 400]| - - -
A4A5 || -50 | -84 0 |[-134]400]| - - -
B1B2 || -25 0 0 | -25|100] - -
B1B3 || 53 0 75 | 128 [ 150| -9 0
B2B3 || 75 0 75 | 150 [ 150 © 0 0
B3B4 || 14 | -19 | 103 | 98 | 400 -
B4B5 0 -50 | -150 | -200 | 400 | - - -

o|O|
O| O
o|O|

Clc2 0 0 -15 | -15 | 100 - - -
C1C3 0 0 -28 | -28 | 150 - - -
C2C3 0 0 -15 | -15 | 150 - - -
C3C4 15 -61 10 -36 | 400 - - -
C4C5 0 0 70 70 | 400 - - -
A3B3 || -113 | 180 | -47 20 | 200 - - -
A4C4 -14 61 160 | 207 | 200 - 2 5
B4C3 14 -61 | 253 | 206 | 200| 1 - 5

terflowing an overloaded branch, then it is possible thabtiaach remains overloaded at the
next step. However, this does not really cause a problensgtbalculations are nothing but
intermediate steps. At the end of the procedure no branchinsnoverloaded.

Next, it should be pointed out that for branches that wereipusly overloaded but are not
anymore (namely, A1A3 and A2A3) the remaining capacity i& shared among the TSs in
proportion to their contributions to the flows. This yieldi® thegative values akp,, shown
in the table. In fact, the reader can ascertain that, for éaahchb that has been overloaded
at least once, adding together the thige, corresponding to the three TSs gives a tdtal,
which is exactly equal to the difference between the presmmtand the maximum one\p, =
p» — Dp- This holds true irrespective of whether the branch is @asted at this iteration or not.
If the branch is overloaded, the constraint distributesragribe TSs the effort to bring back
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Table 4.7: Final point; generation scheduled by each TS
| Gen| Bid | TSA[TSB| TSC| Total | Max

gAL| 5 || 134 | 99 | 17 | 250 | 450
gA2 | 4 | 96 | 59 | 95 | 250 | 300
gAd | 15 || 94 | 0 0 | 94 | 600
gA5 | 8 || 150 | 80 | 0 | 230 | 450
gB1 | 11 | 26 | 100 | 123 | 249 | 450
gB2 | 10 || 100 | 100 | 50 | 250 | 300
gB4| 20| 0 | 12 | 0 | 12 | 600

gB5| 18 || 0 | 150 | 115 | 265 | 450
gCl| 30 | O 0 | 28 | 28 | 450
gC2| 30 | O 0 | 100 | 100 | 300
gC4| 40 | O 0 0 0 | 600
9gC5] 35 || O 0 | 72 | 72 | 450

the branch flow within the feasible limits, while if it is noterloaded, the constraint shares the
remaining branch capacity among the TSs. The same congesinagement rule is used in
both cases.

Finally, a new branch (B4C3) gets overloaded and hence<titerset of constraints (only for
TSs A and C, since TS B is counterflowing in this branch).

A new round of market clearings with these updated branch dlonstraints yields the gener-
ation schedules shown in Table 4.5 with the resulting flowEadfle 4.6.

4.6.3 Features of the final generation schedules

The algorithm proceeds similarly until the congested bindlows differ by less than = 2 MW
from their values at the previous iteration. This takes@lfter 7 iterations and yields the final
values presented in Table 4.7 (Columns 3 to 6). These aredergtion productions to be
actually implemented, i.e. they are the quantities thafliBs will ask from the generators to
produce and for which they will have to pay them the corresipanprices (each TS according
to its own pricing rules).

From a market participant’s perspective, the results in€TdlY are the market clearing result(s)
of the TS(s) where it placed its bid(s). The previously pnése iterations (see Section 4.6.2)
are computations executed between the TSs in order for théshare” the use of the transmis-
sion network; these computations do not correspond to lptoductions and consumptions
by the there-scheduled market participants neither doitiveyve any action or decision from
their (i.e. the market participants’) part. The resultingrich flows are shown in Table 4.8.
No branch is overloaded, while all previously congesteadtinas are fully used. These are the
branches that, from the first steps of the algorithm, turngtdt@ be the most crucial for the
satisfaction of the most economic generation schedules.

It is also noteworthy that TS A finally manages to allocatentyathe less expensive generators
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Table 4.8: Final point; resulting flows
Branch|| TSA | TS B | TSC| Db | Dy | Apy | App | Ape |

AlA2 13 14 -27 0 100 - - -
AlA3 21 85 44 150 | 150 0 0 0
A2A3 9 73 68 150 | 150| O 0 0
A3A4 -57 -21 154 76 | 400 - - -
A4A5 -50 -80 0 -130 | 400 - - -
B1B2 -26 0 26 0 100 - - -
B1B3 52 0 98 150 | 150 0 0 0
B2B3 74 0 76 150 | 150 0 0 0
B3B4 14 -21 131 | 124 | 400 - - -
B4B5 0 -50 | -114 | -164 | 400 - - -
cic2 0 0 -25 | -25 | 100 - - -
C1C3 0 0 -47 -47 | 150 - - -
C2C3 0 0 -25 | -25 | 150 - - -
C3C4 14 -59 -27 | -72 | 400 - - -
C4C5 0 0 28 28 | 400 - - -
A3B3 -112 | 178 | -42 24 | 200 - - -
A4CA4 -14 60 154 | 200 | 200 - 0 0
B4C3 14 -60 | 246 | 200 | 200| O - 0
220r
— Branch limit
200-O O Branch A1A3
> ¢ Branch B1B3
& 180r x Branch A4C/
§ o O Branch B4C3
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Figure 4.5: Evolution of power flows with iterations

(located geographically in its area), while on the otherdhars C is mostly obliged to resort
to some expensive generators (geographically located eréa). This makes sense since TS
C is the main responsible for loading the tie-lines A4C4 aA€B, and, consequently, it is the
one who is mainly assigned the effort for unloading.

Figure 4.5 shows the evolution of four of the congested brdlows through the successive
iterations. The horizontal line corresponds to the brammiv fimit. Worth mentioning is the
fact that already in four iterations the flows have almosteoged to their final values. Full
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Table 4.9: System-wide market clearing
Gen| Bid [ TSA|TSB| TSC] Total |

gAL| 5 || 150 | 50 | 50 | 250
gA2 | 4 || 100 | 100 | 50 | 250
gAd | 15 | O 0 0 0
gA5 | 8 || 150 | 150 | 0 | 300
gB1| 11 | 0 | 100 | 150 | 250
gB2 | 10 | 50 | 100 | 100 | 250
gB4 | 20 | O 0 0 0
gB5 | 18 | 150 | 0 | 150 | 300
gCl| 30 | O 0 0 0
gC2| 30 || 0 | 100 | 100 | 200
gC4| 40 | © 0 0 0
gC5| 35 | O 0 0 0

Table 4.10: System-wide market clearing; resulting flows
| Branch|| TSA | TSB[TSC| p | 7, |
AIA3 | 33 67 | 50 [ 150] 150
A2A3 17 83 | 50 | 150] 150
B1B3 || 17 0 133 | 150 | 150
B2B3 || 33 0 117 | 150 | 150
A3B3 || -133 | 225 | -92 | 0 | 200
A4C4 || 67 | -175| 308 | 200 | 200
B4C3 || -67 | 75 | 192 | 200 200

utilization of the branch capacities is finally achieved.

For comparison purposes, a system-wide market clearindpéas considered. It consists
in minimizing the total production cost throughout the netennection, i.e. minimize (4.17),
subject to all the TSs individual constraints as well as tr@bh flow coupling constraints.
This yields the following optimization problem:

, in Xm: Ch&m (4.41a)

st 1'g, =1"d,, Vm e {A,B,C} (4.41b)
0<gn<g, Vm e {A,B,C} (4.41c)

P<T) Pgn-Ad))<P (4.41d)

The solution of (4.41) results in the schedules that comedgpo the highest possible social
welfare for the whole interconnection, given the generdemisions of where, how much and
at what price they bid their available quantities (i.e. gitlee vectorg;,,, andc,,).

The resulting generations are provided in Table 4.9, whiecbrresponding flows in the con-
gested as well as the tie-branches are given in Table 4.10.

The congestion management policy is highlighted by comgafiables 4.7, 4.8 with Tables
4.9, 4.10. As explained above, during the iterations TS Chles forced to reschedule gen-
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Table 4.11: Costs comparison &ih)

| Cost: [ TSA|TSB]| TSC | Total |
one single system-wide clearing 5550 | 6950 | 8800 | 21300
transmission allocation iterative procedure4950 | 6412 | 10740| 22102
three independent clearings, one per anea8050 | 7050 | 18500| 28600

eration and finally dispatch some more expensive one, Iddate its own area, in order to

alleviate, proportionally to its responsibility, the casgion appearing in the tie-lines A4C4
and B4C3 (both importing into area C). On the contrary, wiengroblem is solved as a sin-
gle optimization, the allocation of generators is made chsaway that, by properly creating
some counterflows, the use of more expensive generatorearais decreased.

The same observation can be made by looking at the resultistg,cshown in Table 4.11.
Columns 2 to 4 show the cost of each TS, computed'as= c’ g,,, whereg,, is the final
generation schedule of theth TS. In column 5 the total cost/** = > C,,, is presented.
The second row corresponds to the costs of the system-wideet@dearing, and the third row
to the costs of the proposed Transmission allocation progeedExpectedly, the single system-
wide optimization yields a set of TS schedules with lowealtobst. This difference is due to
the smaller cost of the generation that the system-wideingaispatched for TS C. On the
other hand, the costs for TS A and TS B are larger. This confim£omment made above,

when comparing tables 4.7 and 4.9, regarding the effecteofliosen congestion management
policy.

In fact, it is important to point out that the system-wide k®rclearing does not apply a

congestion management policy. This qualitatively diffgiges the results of the proposed
approach from those of the system-wide clearing. The deositipn of the binding constraints

by the coordinator is not just a trick to let TSs clear theirrkets independently from each

other, it reflects a choice about how the use of the transomsstwork should be shared.

Clearly, the observed cost difference suggests that araagts could be made between the
TSs, economically profitable for all of them, such that motpemsive generation is released
in favor for some cheaper. It is not within the scope of thiskto simulate such arrangements
but it is not incompatible with the proposed approach tohetTSs communicate with each
other and exchange allocated generation quantities wtabging their markets. Of course,
these inter-TS arrangements should remain consistenttia@tisongestion alleviation obliga-
tions as well as the already allocated quantities and priegglting from the coordinator’s
computations.

The last row of Table 4.11 gives the costs of three individoaiket clearings performed with-
out cross region bidding, i.e. with each TS considering ¢iné/generators located in its area.
To do so, three optimization problems were solved, one foh @aea, each of them consider-
ing only generation, load and branch flows geographicaltated within the area. Thus, the
generators of each area produce all together exactly their@nod the area’s total load. By
chance no line got overloaded. However this could happeemeigl, since no area considers
the effect of its schedule on the other areas. This resuttas/s in order to confirm that there
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is indeed high inter-area trade potential benefit in ourggstem.

The total generation cost that resulted from the proposeatades only3.76% higher than the
minimum cost that can be obtained (2138M) and significantly lower9.4%) than the cost
resulting from the independent market clearings (286lt). This shows that the proposed
method and congestion management policy go with the obgofi dispatching as much as
possible the cheapest generators, while in the same tinserprag the independency of the
different markets. Let us emphasize, however, that theqseg algorithm is not aimed at
minimizing the total operating cost; it should not be coefiisvith algorithms for optimizing
a single objective in a distributed manner [AQO1, BB03]. Hwer, the fact that it yields an
overall cost very close to the one obtained when handlingvti@e system as a single market
(i.e. perform the system-wide market clearing) appearsetarbattractive feature. This issue
is further discussed in Section 4.7.2.

Finally, let us recall from Section 4.3.7 that the final digb&s consist a Nash equilibrium of
the procedure, as well as a Nash equilibrium of the origimahg itself. At the final sched-
ules no TS can further decrease its cost, by rescheduliradréady dispatched generation or
replacing some of it with some of the remaining available, avithout causing the violation of
one or more constraints.

This Nash equilibrium feature of the final solution explaivisy some cheaper generation re-
mains not fully exploited. For instance, TS C cannot resorg€1 or gC2 instead of gC5
because shifting some generation from gC5 to gC1, for exanmmuld cause the overload of
one or more branches. More generally, there is no other amatibn involving all the gen-
erators’ available quantities that results in a cost for T®wWer than 1074GE/h. There is
no concern, though; TS C requested gC5 instead of gC1 or g@G2gdilne execution of the
algorithm, since this allowed to schedule more interestimgap generation outside area C.

4.6.4 Assessing the final solution in multi-objective optimzation terms

In order for the participants to adhere to a coordinatiomsaork like the proposed one, they
have to be convinced that the final result will be fair and wXploit in the best possible way
the transfer capacity of the electric network.

To this purpose, the Pareto efficiency of the final point hanbehecked. Given an operating
point defined by the generation schedulgs, €z, g-), with resulting costs4, Cp, C¢), a

way to check whether this is Pareto optimal is to solve théesysvide market clearing prob-
lem (4.41) described in the previous subsection, with tHeviang three additional constraints:

cfngm <Cn, me{A B,C} (4.42)

Let us call this thé®areto Efficiency Optimization ProblefREOPY.

40ne can easily observe that this problem is equivalent 7§2.
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Figure 4.6: Nash equilibrium compared to the Pareto set

Table 4.12: Cost comparison with a Pareto point

| Cost: [TSA[TSB] TSC | Total |
proposed Transmission allocatign4950 | 6412 | 10740] 22102
PEOP || 4900 | 6348 | 10052| 21300

The proposed method provided a feasible solution, where:
'8 =Cp, Vm e {A B, C} (4.43)

So, if the outcome of PEOP satisfies (4.43) (this may happen aith a schedule different
than €4, g5, gc)), then the equilibrium point of the proposed algorithm iPareto optimal
one. Otherwise, at the solutigit = > g of PEOP, at least one of the inequalities in (4.42)
is a strict one€’, g°, < C,,), which means that there exists (at least) one solutiordibaeases
at least one of the cost functions without increasing anjefathers; so the equilibrium point
is not a Pareto optimal one.

Figure 4.6 illustrates this discussion, in a two-dimenalagxample. A solution inside the

colored area dominates the Nash equilibrium, since bothotibgs are better off there. On the
contrary, a solution outside that area cannot be considbegter” than the Nash equilibrium,

since there one of the involved TSs is worse off than at thdndakition.

It turned out that the final solution of the iterative procesdis not a Pareto optimal point. In
Table 4.12 the resulting costs are compared. Obviousliyaif PEOP solution could be imple-
mented, it would be for the profit of all TSs, since it domirsatiee solution of the proposed
algorithm. However, finding this point has been made possihly after assembling together,
into a single problem, all the private information of the T8hich would not preserve the
independence of the different markets.

The system-wide market clearing solution (see Table 44 &)so Pareto optimal. However,
it cannot be judged “better” than the outcome of the propadgdrithm because it is not a
simultaneous improvement of all the TSs’ costs.

Finally, using the objective in (4.16) instead of (4.17) amadying the factorsuv;, gave more
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Table 4.13: Costs of different Pareto points
| WA | wpR | we || C?;gA | CEgB | ngc | Total COSt|
1.0[ 0.0 0.0 ] 4450 | 6348 | 10633] 21431
0.4] 03] 0.3] 4450 | 6348 | 10502| 21300
0.3] 0.4 0.3 4900 | 5767 | 10633 21300
0.0 1.0 | 0.0 ] 4900 | 5767 | 10633 21300
0.3] 03] 0.41] 4900 | 6348 | 10052 21300
0.0[ 0.0 1.0 4900 | 6348 | 10052 21300

points dominating the equilibrium solution. However, theegresented in Table 4.12 turned
out to be the only one where all three TS costs are simultahedecreased. In order to find
more generation schedules that improve all three objextide42) has been modified to the
following:

cle, <aC,, with a <1 (4.44)

Fora < 0.99 the optimization problem turned out to be infeasible. Thigvgs how close to the
Pareto set is the solution of the proposed algorithm. In&dhl3 some results far = 0.99
are presented for different weighting factars A minimum reduction ofl% is guaranteed
for all costs in all cases, while, depending on the relataleies of the weighting factors, some
costs may be further decreased.

Interestingly, the simultaneous market clearing problezated here belongs to a family of
games where all Pareto optimal points of the corresponduiltj-Hwbjective problem consist at
the same time Nash equilibria of the game. This is due to ttietfiat each actor’s (i.e. TS’s)
objective depends only on its own control variables.

For instance, let us assume a Pareto optimal collectiveraati = (ug,...,u?,...). If this
action was not a Nash equilibrium this would suggest tha¢astl one of the actors, say the
1th one, could improve its objective function by modifying @ctionu;. However, since the
others’ objectives do not depend on this actor’s controlie@s) the result of théh’s action
would be to improve théth objective while keeping the remaining constant at theevjpus
values. But this would negate the Pareto optimality assiomphat was made regarding.
Hence, every Pareto optimat makes up as well a Nash equilibrium of the game.

4.7 Discussion

4.7.1 On the choice of the congestion management policy

A possibly controversial choice in the proposed algoritisrthe way the coordinator shares
the use of the branches that tend to get overloaded. Ecortbeocy would suggest that, in
order to optimize the use of the whole system, each brandcdgshould be shared according
to the economic value it has for each TS. More precisely, & slgown in [LNWBO07] that at
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the operating point where total social welfare is maximuthT8&s equally value the use of

any congested branch. Indeed, if at least one brartwdd a larger value for TS A than for

TS B, then the total social welfare could be further maxirdibg decreasing the share of the
branch capacity allocated to B and increasing correspghdihe share allocated to A. This in

turn requires computing the sensitivity of the individu&@ $ocial welfare (4.1a) to the branch
capacity assigned to that TS. Clearly, in order the abovsithéties to be compared, they must
be communicated to a coordinator [Hao05, LNWBO7].

First, it must be recalled that the method proposed in thikkwioes not aim at maximizing

the above total social welfare but instead focuses on sametiusly optimizing multiple over-

lapping markets (while making the best possible use of @westnission system). Next, the
proposed algorithm has been built on the premise that no ®@8ldlhe asked to provide sensi-
tive private information. In this respect, the choice of/ned) on the TS participation in branch
flows preserves confidentiality, while it sounds reasondhie and according to the test re-
sults, economically efficient. Even more, due to its simpljat is more transparent and could
be more easily accepted by market participants and TSs.

Even if this sensitivity information was asked from the TiEmight not be possible for the co-
ordinator to check its validity. A mechanism should be thuug motivate the TSs to announce
true sensitivity values. This can be done through TSs bgldmexplicit auctions) for individ-
ual branch transmission capacity. This would be a step lmaeirtls separate transmission and
energy markets. Moreover, it may not be easy for a TS to vdleeise of each branch indi-
vidually, in the presence of several congested branchpscedly in meshed systems. Indeed,
these values are much interdependent; the value of a branahliS would vary depending on
the TS expectation to allocate the use of other branches. pdsses the complications of the
overlapping markets approach to the responsibility of tBe T

Clearly, the best way for allocating transmission capaatyording to its real economic value
for each TS (instead of doing this according to the TS intentif use) would be to have them
revealing the bids that the market participants have plézéuem in order for the coordinator
to run an optimization problem and figure out the transmisbi@nches economic value per
TS. This would be a step towards centralization of the markehile the proposed approach
aims at allowing co-existence of separate decentralizettetsa

4.7.2 Comparison with centralized, fully integrated apprach

The direction followed in this work is that of a decentratizgpproach for merging separate in-
terconnected markets into a single large one. An altera&ithat the involved entities (market
participants, SOs, regulators and others) in the separess-anarkets agree to overcome the
administrative and maybe political difficulties to mergwia single centrally operated system.
In this case, the new central authority could clear the eirierconnection using an algorithm
that collects bids from all market participants and maxasithe social welfare of the entire
interconnection. Two objections may be raised at this point
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First, the willingness of all involved parties to adhereuclsa central common operation may
be argued. Indeed, an individual area may not want to ppatieiinto an overall social welfare
maximization because this may lead to a lower social weltarally inside this area. A set of
market participants would not agree to be part of a centdatiso if making an arrangement
between themselves is more profitable for them.

Second, whether it is preferable to operate the market imaalzed manner or coordinate
multilateral trades, has been extensively discussed ntitishe intention of this work to come
up with a choice between the two, but it is worth pointing cammng pros and cons of each.
In principle, centralized operation mimics the old vertioeganization, with the market par-
ticipants’ bids replacing their marginal costs and benefitajor advantages of this approach
are: (a) transmission network constraints are taken carepicitly when clearing the energy
market and (b) experience shows that it is less exposed toifgg by market participants.
Centralized market clearing results in nodal LMPs, thatlismarket participants connected on
the same bus pay or get paid the same price.

The choice/need for centralization stems from the diffictdtefficiently coordinate multilat-
eral trades being simultaneously scheduled; it is not arabilbp by itself. On the contrary,
it goes with the principle of free trading to let market pagants the option to buy and sell
electric energy in the terms they agree between themsai@sever, given the transmission
network constraints that couple the different transastians more challenging to coordinate
them in a decentralized way.

The proposed decentralized scheme allows the participartisectly trade electricity in the
terms they wish. Different markets could operate with défe individual rules, while compe-
tition should encourage the evolution of the TSs marketghssiproducts, software interfaces,
efficiency of market clearing algorithms etc.

The co-existence of different markets allows for differeuatys of sharing the social welfare
and for different pricing mechanisms. A generator could g&it of its production at a high
price to consumers that value it a lot and another part at arlgrice to consumers who are
not willing to pay this much. With this price discriminatigqo'HVO05], neither low-paying
consumers are excluded from the market, nor are cheap gerseohliged to obtain low profit
for energy sold to consumers that value it a lot.

The above reasoning is better illustrated through the smeghmple sketched in Fig. 4.7,
where a high price area is connected to a single-bus low priea through a 300-MW trans-
mission link. All generators of the high price area are assilito have a marginal cost (mc)
greater than ¥8/MWh and all loads a marginal benefit (mb) greater tha&/MWh as well.
There is cheap generation available (m&AMWNh) in the low price area, but it cannot be
fully utilized owing to the transmission constraint. Additally, there is some low-value load
(mb=6/MWHh) located in the low price area.

Let us first consider the case of a central market clearingtreg in nodal LMPs. If the cheap
generator bids its marginal cost, it will be scheduled fol0@ MW production at a price of
4€/MWh, which will result in a revenue of 16&Jh and zero profit (it will be the marginal
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Figure 4.7: Example illustrating the different shares afigbwelfare

generator within the low price area). The generator coutttipate that the load located in
the low price area is willing to pay more for energy and thuitld bid a price of &€& MWh.

In this case the generator will be again scheduled for a 400 pAdduction, but now at the
price of 6/MWHh resulting in a revenue of 24@&0h and a profit of 80&/h. Furthermore, the
cheap generator could anticipate the costs and willingtoggay of the participants located in
the high price area and, thus, it could submit a bid cEMWh. In this case the low-value
load will not be served and the cheap generator will be sdeddo produce 300 MW at a
price of 162/MWHh, resulting in a revenue of 30&0h and a profit of 1408/h. This behavior
maximizes the generator’s profit under the centralized LbdBed market clearing. However,
there remains some unserved load in the low price area,shétling to pay more for energy
than the marginal cost of a generator who is able to providedahergy. Social welfare of
(6-4)x100=20&/h is lost.

In the decentralized approach proposed in this work, diffemSs could serve the high-value
and the low-value load of the example. The cheap generatolagain bid its capacity at
10€/MWh to the high-value load and make a revenue of 3200 However, in this scheme,
the generator can also place a bid in the market of the TS ¢ne¢s the low-value load. The
value of the generator’s bid price, between 4 ak&/BIWh, will define how the extra welfare
of 200€/h will be shared between the generator and the load of thelm® area. For instance,
the cheap generator could be scheduled a 100 MW productié&/&t\Wh to serve the low-
value load, resulting in some extra 69 revenue.

As suggested, there is a welfare equadpio(prg; — mc;) + . (mb; — prl;) (with prg; and
prl; the price paid to théth generator and paid by theth load) that, depending on the market
clearing mechanism, is to be shared between the partisipanpart of this money should be
withheld by the TS who clears the market in order to coverpisrational costs. One can see
that letting market participants the choice of TS, intragkicompetition among TSs to clear
their markets as efficiently as possible.

To close the centralized vs. decentralized discussiorystime emphasized that a decentralized
approach like the one presented in this work does not aim aimi#ng total social welfare

in the short-term, unlike what typically a centralized aggrh does. The former rather allows
for free electricity trade according to the market par@eits’ preferences. It is in the longer-
term that a decentralized approach may be more beneficiathieacentralized one, due to the
market openness and the innovation it promotes. In thisesf the short-term results of
a decentralized approach are far worse than those of theatizetl one, this suggests that it
is not worth being considered, since its possible longen-teenefits will not be expected to



Chapter 4 111

compensate for the short-term inefficient use of the enaengytansmission resources. On the
other hand, if a decentralized approach results in schedvith total economic value close to
the optimum obtained by the centralized solution, this i®adjindication that the approach
under examination may be a worthy one.

4.7.3 Satisfying set of common constraints vs. sharing cal effort for
feasibility restoration

Two different ways for coordinating the various actors’ tohdecisions have been used in this
work:

1. The coordination method presented in Chapter 3, where aeior is constrained to
satisfy all the system’s coupled constraints given therahbtors’ last action, and,

2. the coordination method presented in this chapter, wiherevarious actors solve their
decision problems without considering coupled constsaarid, in case of constraint
violation, a coordinator shares the feasibility restanateffort among actors according
to an agreed rule.

In Sections 3.5.3 and 4.3.1, a potential weakness of theafiystoach has been outlined. If,
at a moment during the iterations, the collective controlsespond to an infeasible operating
point, restoring feasibility by their sole actions may towut to be an impossible task for some
actors; they may not have enough controllability over therapng point. On the contrary, the
second approach requires from each actor to do less thanhble wffort needed to restore
feasibility. In this respect, the rule of decomposing tHergéin proportion to each actor’s re-
sponsibility goes towards the direction of not asking framaator to do more than it is capable
of. It should be noted, however, that even this approachtisheoretically protected from the
here-discussed problem: it could happen, in case of mealtiphstraints getting violated, that
the way the coordinator shares the correction effort foheamnstraint individually ends up in
an overall impossible task for some actors. It should bechbtavever that we have not been
able to “create” a case that would encounter this problenhwmmay suggest that it is not very
probable to happen with the proposed congestion managegrokey.

Why is the first approach suitable for the PST problem (bufowothe market problem)? The
answer stems from the fact that most likely the coupled camgs checked when coordinating
the operation of PSTs are those that are mainly affecteddl 8T actions. Given the locations
of the involved PSTs, off-line sensitivity studies can Baprovide the information of which
constraints should be considered in the scheme. In additi@an be checked up to which
point each TSO can affect every constraint and this coatodity information may be used as
a maximum limit of required action for each TSO-constraiat.p

Applying a rule for sharing the feasibility restorationagtfis not just a “computational trick”;
it applies a policy for managing congestion. On the otherdham the absence of such a
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reasonable policy, it may be difficult to convince the vas@actors to adhere to a scheme
like the one presented in this chapter, even if it actualjuhts in better coordination of their
actions.

4.8 Conclusion

This chapter has investigated the possibility of allowinxgeenal actors to bid in whatever
market of an interconnection, thereby leading to co-eristeof several overlapping markets.
The procedure is based on the following premises:

e the TSOs put efforts together in order to come up with andeshatommon network
model as well as jointly operate a central coordinator;

e the various TSs can resort to different market clearing rapisgims;

e the coordination does not require the TSs to provide infoionahat is either economi-
cally sensitive or difficult to validate (such as Lagrangdtipliers).

An iterative method, named Transmission allocation praoechas been proposed to deal with
the resulting congestion management problem. Its essemsgsts in checking, at each itera-
tion, for branch overloads and sharing among TSs the effatieviation. For this purpose, a
specific congestion management policy has been implemeteording to which the involved
TSs are asked to participate in the overload alleviationrapgrtion to their participation in
the branch loading.

The approach has been thoroughly illustrated on a smdi-gs@ample. The resulting solu-
tion has been assessed in two ways. First, its property ofyeeiNash equilibrium has been
shown, and, second, its proximity to the set of Pareto optsmlations has been checked with
satisfactory results, since it turned out that, even byectithg all the supposedly private in-
formation and solving a single optimization problem, thesT&cial costs can be improved
simultaneously by only 1%.

The following chapter builds on the here-presented Trassiom allocation loop to extend
the overlapping market proposal, dealing with additiosalues, namely: (a) allow market
participants to place their bids simultaneously into mbantone TS markets, (b) incorporate
N — 1 security constraints, (c) jointly schedule reserves, é&hdaccount for losses.
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Extensions towards a marketplace
encompassing transmission, energy and
security

A procedure that allows market participants to place thals lacross multiple markets has
been proposed in Chapter 4. The developed Transmissiaatto loop manages the resulting
congestion, coordinating the use of the transmission rétiapthe various markets’ schedules.

In Section 4.2.2, another issue related to the overlappisdied scheme was raised: attractive
market participants, having placed their bids in one TS, tayeft inactive at the end of
the Transmission allocation procedure while they could dieeduled in another TS market.
This chapter starts with proposing an additional loop inghecedure, which we call Energy
allocation loop, to deal with that issue. The proposed smiutonsists in allowing market
participants to place their bids in more than one market Baneaously. After the market
clearings, a participant should be allocated to the TS frdnchvit received the best offer (the
highest price to be paid if it is a generator, or the lowesteto pay if it is a consumer).

After the development of such an integrated Energy and Tnesson allocation procedure,

extensions dealing with various additional issues, areged in this chapter. First, security
constraints related to equipment outages are incorporatdte mechanism of transmission
allocation. Second, one possible way is proposed for clgam the same procedure, not only
the energy but the reserve market as well. Third, transomdssses are accounted for during
the iterations, by having every TS scheduling some additiganeration.

The last two sections of the chapter deal with two topicsabatd be further investigated. First,
the rule for transmission allocation is somewhat critidizend then, it is briefly exposed how
a TS could try to anticipate the outcome of the Energy andsimassion allocation procedure
when clearing its market within the iterations.

113



114 Chapter 5

5.1 Energy and Transmission allocation procedure

5.1.1 Proposed Energy allocation loop

As explained in the beginning of this chapter, with the mageeticipants deciding and firmly
placing their bids to one or more TSs and then having the Tmé&sson allocation procedure
executed, cheap generators (or high bidding elastic loadg)be finally left unused. Table 4.7
suggests, for example, that TS A could decrease its costuigeti some of the remaining
capacity of generator gA5 For this reason the previously presented Transmissiogatibn
procedure has been enhanced with an additional featuosyiafj market participants to bid
their entire capacities to all (or some of) the TSs at the dame as explained hereafter.

An iterative procedure, referred to as “Energy allocatmop”, is implemented by the coordi-
nator to allow this simultaneous dispatching of the marketipipants by all the TSs.

The procedure starts with the market participants pladieg bids, each consisting of a max-
imum quantity (corresponding to available generation do&al asking to be served) and one
price per TS. Why market participants could bid differentydifferent TSs will be discussed
in the sequel. Leg be the vector containing all generators’ capacitiesditite vector contain-
ing the powers of all loads asking to be served. Let &s9); be the bid of theth generator
submitted to thenth TS and(b,,); the bid of thejth load to themth TS. Those bids are pri-
vate, in the sense that they are announced directly to then@& uestion and are not revealed
during or after the execution of the Energy allocation loop.

The TSs compete with each other trying to allocate in theal fiispatch the most interesting
participants. Thus, after having cleared its market,/tlte TS communicates to the coordi-
nator its demanded bus generation ve@grand consumption vectat,,, together with the
corresponding offered price vectatrg, andn? .

For a given generatar, if the total power demanded by the various TSs is below (orakq
to) its capacity, i.e . (gn): < 7,, that power is simply allocated to the various TSs as they
requested. Otherwise, there is a conflict, and the role ottloedinator is to take care that
the generator is finally dispatched at the most profitablsiptesprices. To this purpose, the
coordinator allocates the power to one or several of thelweebTSs by decreasing order of
offered price. In case several TSs compete for the same ajenevith equal offered prices,
the available power is shared in proportion with the reqeobguantities.

Hence, generally, some TSs will be left with power imbalay@nd the markets have to be
cleared again. In order the power just allocated to a TS nbetavailable to the others, the

coordinator communicates reduced bou(gls) and(d,,) to the latter TSs.

Thus, the TSs come up with new demanded quantities and dffetees. At this stage, the
coordinator repeats the above procedure, with the follgwivo additional rules:

1Capacity that it cannot dispatch since it was not initiallyden into its market.
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1. what was previously allocated to a TS and is still requkstenains with that TS;

2. what was previously allocated to a TS and is not requesigtbager is made right away
available to the other TSs.

These iterative adjustments lead to a gradual allocaticallafemanded generations. Loads
are handled in a similar way, but with the allocation perfedby increasing order of prices
requested by the TSs in order to serve them.

The procedure terminates when each market is balanced, hasliScentive to further improve
its schedule by dispatching available generation or load ye conflict is left for any resource.

Note that no market participant is obliged to participatehie Energy allocation procedure.
Indeed, a market participant may prefer to place its bidatliyan a TS market because of
a beneficial arrangement made with this TS or because itveslithe announcement of the
clearing price by the TS would unveil its bid. Furthermore, TS is obliged to accept such
bids. However, a TS may be willing to receive bids from the\edaescribed Energy allocation
procedure owing to the risk of being left without enough ggvaints interested in placing their
bids in its market. Thus, what has been described refersrtwipants and TSs who choose to
take advantage of the higher liquidity offered by the pragabsiechanism.

Note also that different markets may impose different ailans or offer different benefits to
their participants, which can make the prices that a padri receives from the various TSs
for the same amount of energy not directly comparable with ether. This will be generally
reflected on the individual price a market participant affereach TS in its bid. Additionally, a
predefined correction term can be applied when prices ar@am@d by the central coordinator.
This is easily incorporated in the presented procedurethBudiscussion of this issue can be
found in [GAK99].

At the end of the Energy allocation procedure described abthe bus injection vector de-
fined in (4.3) is available. Note that in general this vecispancludes power injections that
result from a bilateral (or multilateral) agreement betwearties, and hence have not been
determined iteratively as described in this section.

5.1.2 Overall procedure for Energy and Transmission allocaon

In the general case, iterations need to be performed bettheeBnergy and Transmission
allocation procedures. The overall procedure is outlimeléig. 5.1.

The procedure starts with each TS clearing its market actgr its own procedures and
rules. The resulting demanded (not approved yet) schedualgsorresponding offered prices
are communicated to the coordinator.

The latter first deals with Energy allocation. When the resgischedules are in conflict, re-
sources are allocated as explained in Section 5.1 and nestraonts regarding the availability
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Figure 5.1: Flowchart of the iterative Energy and Transraisallocations

of these resources are communicated to the TSs, which gjear their markets. The proce-
dure, depicted with dashed line in Fig. 5.1 is repeated theicoordinator eventually receives
schedules with no availability conflict; the latter are usethe Transmission allocation block.

This block performs the computations presented in Sectidradd, in case of congestions,
sends back the constraints (4.32, 4.38) to the TSs for iieius their market clearing. This
makes up an outer loop, shown with heavy line in Fig. 5.1.

Before doing so, the convergence test is performed on alldies that have been involved in
constraints (4.32, 4.38). If any power flow differs from theue at the previous iteration by
more than a tolerance the algorithm proceeds with a new Energy allocation lodpeovise
the procedure is completed.

5.1.3 Information flow during the execution of the algorithm

It is appropriate to summarize the information disclosedl @mmunicated between parties.

Each market participant places its bid to a number of TSseigdly, different per TS). This
information is given only to the TS receiving the bid. At nangaf the procedure itis revealed
to any other entity.

Every time the TSs simultaneously clear their markets, Hm@younce to the coordinator their
preferred schedules and the prices they offer to the madwicpants. This information is
made available only to the coordinator during the procedoue it could be disclosed at the
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Figure 5.2: Three-area test system

end so that interested parties can check that the coordimasoacted according to the rules.

The coordinator communicates to the TSs linear constraaising their net bus power in-
jections with sought changes in branch flows. The model uggtidcoordinator to compute
those flows is in principle available to all market partigipg allowing them to check that they
have been properly treated during the execution of the ilgor

5.2 lllustrative examples

5.2.1 Simulation results on a 15-bus test system

The three-area 15-bus system presented in Section 4.61used to illustrate the combined
energy and transmission allocation. For the reader’s coanee, the test system is reproduced
in Fig. 5.2. As in Section 4.6.1, for the sake of clarity, ed&serves the inelastic loads of an
area, while each generator bids the same price to all TSs.réinahclearing price mechanism
has been assumed for all three TSs. Hence, the price offgreddh TS, irrespective of the
generator, is the bid of the most expensive generator ingfsatch.

In order to provide insight on how the algorithm performs, present hereafter the results
obtained at the first three iterations of the procedurepdatid by those of the final generation
schedule.
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Table 5.1: Iteration 1: Generation allocated to each TS (W)M
Gen| Bid | TSA| TSB| TSC] Total | Max |

gAl] 5 | 150 | 150 [ 150 | 450 | 450
gA2 | 4 || 100 | 100 | 100 | 300 | 300
gAd | 15 0 0 0 0 | 600
gA5 | 8 || 150 | 150 | 150 | 450 | 450
gB1[ 11 [ 100 | 100 | 100 | 300 [ 450
gB2| 10 || 100 | 100 | 100 | 300 | 300
gB4 | 20 0 0 0 0 | 600

gB5 | 18 0 0 0 0 450
gCl| 30 0 0 0 0 450
gC2| 30 0 0 0 0 300
gC4 | 40 0 0 0 0 600
gC5| 35 0 0 0 0 450

Table 5.2: Iteration 1: Power flows and requested correstionMW)
| Line [ TSA[TSB|TSC]| m [ 7, | Aps | App [ Apg |
AIA3] 32 | 133 [ 133 [ 298] 150] 16 | 66 | 66
A2A3 || 18 | 117 | 117 | 252 150| 8 47 | 47
B1B3| 100 | © 100 | 200 | 150 25 0 25
B2B3 | 100 | O 100 | 200 | 150 25 0 25
AAC4 || -42 | 125 | 325 | 408 | 200 | - 58 | 150

5.2.2 Examples of iterations

At the initial point, all TSs are allowed to compete for alingeators without any other con-
straint than (4.40b) and (4.40c), wifg,,); = g;, ¥m. Obviously, this leads to all of them
simultaneously demanding the cheapest generations, path€ss ask for 300 MW from gA2

and 300 MW from gAl. Hence, the Energy allocation procedueeehy divides the available
generation in equal paftsand these constraints are sent back to the TSs for them florper
new market clearings. This step is repeated, as shown byattteed line in Fig. 5.1, until no
two TSs compete for the same power generation. This yie&dsithation detailed in Table 5.1.
Columns 3 to 5 show the power allocated to each TS.

At this stage, the coordinator can determine the resultmgsfland check the corresponding
limits. The results for the overloaded branches are giverable 5.2. As already explained
in Section 4.6.2, a\p, is computed per overloaded branch for eachnt &ccording to the
congestion management rule. Again, the dash in the last fGalde 5.2 means that TS A is
not requested to change its contribution to the branch flo@4Because it is counterflowing.
The new constraints computed by the coordinator are convated to the TSs.

This completes the first execution of the Transmission atioa loop shown with solid line
in Fig. 5.1. At this point the TSs perform new market cleasimgcorporating the constraints
(4.40d, 4.40e). The corresponding demanded generatienshawn in Columns 3 to 5 of

2Due to the fact that in this example all TSs serve the same anoddioad and use the same pricing rule, in
the absence of branch flow constraints they all offer the ganine to generators.



Chapter 5 119

Table 5.3: Iteration 2: Generation schedule (in MW) aftestfberation of the Energy allocation
loop

Gen | Bid demanded by allocated to Total
TSA|TSB|TSC| TSA|TSB|TSC
gAl| 5 125 63 0 125 63 0 188
gA2 | 4 100 73 74 100 73 74 247
gAd4 | 15 || 75 0 0 75 0 0 75
gA5 | 8 150 | 110 0 150 | 110 0 260
gBl| 11 75 100 0 75 100 0 175
gB2 | 10 75 100 | 100 75 100 | 100 | 275

gB4 | 20 0 0 0 0 0 0 0
gB5 | 18 0 154 | 426 0 119 | 331 | 450
gCl| 30 0 0 0 0 0 0 0
gC2| 30 0 0 0 0 0 0 0
gC4 | 40 0 0 0 0 0 0 0
gC5| 35 0 0 0 0 0 0 0

Table 5.3.

What makes the TSs adjust their schedules with respect t@thes in Table 5.1 is the addition
of the constraints dealing with the overloaded branches:. ifgtance, TS C is obliged to
abandon most of the power it planned to obtain from genesabaated in system A, in order
to decrease by 150 MW the flow it causes on the tie-line A4Cd Tadble 5.2).

When the second iteration starts, no TS can use the poweatdid to another TS at the first
iteration. For example, TS A can only resort to 150 MW fromeyaor gA5 since the remain-
ing 300 MW were already allocated to TSs B and C (see Table Bldje precisely, TS A can
either keep from gA5 those 150 MW already allocated to it okengpartly or fully available
to the other TSs, depending upon the outcome of its new makéating. Indeed, Table 5.3
shows that TS A is obliged to release part of the powers akaolcto it from gAl, gB1 and
gB2, in order to meet the constraints stemming from branélids3, A2A3, B1B3 and B2B3.
It should be noted how the constraint on the tie-line A4C4 &ifected the market clearing
solutions of TS B and even more TS C, both obliged to replaeaglyeneration in area A by
more expensive in area B.

For generator gB5, the total demanded generation exceedaptcity (see bold values in the
table). According to the rule discussed in Section 5.1, tBenaking the best bid has priority.
In this particular case, it happens that both TS B and TS C (T@®#@és not ask any power
from gBb5) offer the same price of ¥8/MWh. Hence, according to the default rule suggested
in Section 5.1, the remaining capacity (in this case the e/d&0 MW available) is allocated
to each TS proportionally to what it asks. Columns 6 to 8 inl@d&h3 show the quantities
allocated as a result of the above decisions.

Since there was one generator with demand higher than ¢tgpmwother execution of the En-
ergy allocation loop is performed, involving new marketaglags. In the latter, the congestion
management constraints remain unchanged, butghe; bounds in (4.40c) have been up-
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Table 5.4: Iteration 2: Generation allocated to each TS (W)M
Gen| Bid | TSA| TSB| TSC] Total | Max |

gAl] 5 | 123 ] 63 0 186 | 450
gA2 | 4 || 103 | 73 | 107 | 283 | 300
gAd | 15 0 0 0 0 | 600
gA5 | 8 || 340 | 110 | O | 450 | 450
gBl] 11 0 100 | 7 107 [ 450
gB2| 10 || 33 | 100 | 111 | 244 | 300
gB4 | 20 0 34 0 34 | 600

gB5 | 18 0 119 | 331 | 450 | 450
gCl| 30 0 0 0 0 450
gC2| 30 0 0 0 0 300
gC4 | 40 0 0 0 0 600
gC5| 35 0 0 43 43 | 450

Table 5.5: Iteration 2: Power flows and requested correstfonMW)
[ Line [TSA[TSB[TSC]| pm [ B, | Apy [ Apg [ Apg |
AIA3 16 | 67 | 38 [121[150] -4 | -16 [ -9
A2A3] 10 | 70 | 70 [ 150] 150 O 0 0
B1B3 || 11 0 44 | 55 | 150 20 | 0 | -75
B2B3 || 21 0 75 | 96 [ 150 -12 | 0 | -42
A4C4| 18 | 67 | 175 | 260]200| 5 15 | 40
BAC3| -18 | -67 | 382 | 297 | 200 - - 97

dated. For instance, TS A now sees 450 - 110 = 340 MW availate §A5, and 450 - 331 -
119 = 0 MW available from gB5. From the latter, TS B and TS C sE2 MW and 331 MW
respectively.

The resulting generation schedule is given in Table 5.4.aksde seen, TS A has released most
of the generation it had in area B in order to dispatch thedgpgnsive that is now available in
area A (gA5). As there is no conflict between demanded andbdNaiquantities, the algorithm
proceeds with the Transmission allocation.

The new power flow corrections are detailed in Table 5.5.

A new market clearing with these updated branch flow condsgield the generation schedule
shown in Table 5.6.

5.2.3 Features of the final generation schedule

The algorithm proceeds similarly until the congested bindtaws differ by less than =2 MW
from their values at the previous iteration. This takes@kfter 5 iterations and yields the final
values presented in Table 5.7 (Columns 3 to 6).

Figure 5.3 shows the evolution of four of the congested brdlows through the successive
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Table 5.6: Iteration 3: Generation allocated to each TS (W)M
| Gen| Bid | TSA[TSB| TSC| Total | Max |
gAl] 5 | 132 ] 98 0 230 | 450
gA2 | 4 99 54 | 89 | 242 | 300
gAd | 15 0 0 0 0 | 600
gA5 | 8 || 326 | 68 0 394 | 450
gBl| 11 [ 10 [ 100 | 23 [ 133 | 450
gB2| 10 || 33 | 100 | 167 | 300 | 300
gB4 | 20 0 0 0 0 | 600

gB5 | 18 || 0 | 179 | 141 | 320 | 450
gCl] 30 || O 0 0 0 | 450
gC2| 30 | O 0 0 0 | 300
gC4| 40 || O 0 0 0 | 600
gC5] 35 | O 0 | 181 | 181 | 450

Table 5.7: Final generation allocation (in MW)
Gen| Bid | TSA| TSB| TSC] Total || Single | Max
gAl| 5 [ 136 [ 113 ] 0 [ 249 | 250 | 450
gA2 | 4 98 | 56 | 96 | 250 || 250 | 300
gA4 | 15 0 0 0 0 0 600
gA5 | 8 | 324 | 58 0 | 382 | 300 | 450
gBl ] 11 9 100 | 48 [ 157 | 250 [ 450
gB2| 10 || 33 | 100 | 167 | 300 || 250 | 300

gB4 | 20 || O 0 0 0 0 | 600
gB5| 18 || O | 173 | 89 | 262 || 300 | 450
gCl[ 30 | O 0 0 0 0 | 450
gC2| 30 || © 0 0 0 200 | 300
gCa| 40 | 0 0 0 0 0 | 600
9gC5| 35 || 0 0 | 200 | 200 0 | 450

iterations. The horizontal line corresponds to the bramalv fimit. The branch flows almost
converge to their final values already from the 4th iteration

For comparison purposes, a single market clearing has lweesidered. It consists in solving
a single optimization for the whole system, with the objeetf minimizing the total cost (i.e.
maximizing total social welfare) while respecting brandwflimits. The resulting generations
are provided in Column 7 of Table 5.7, while the correspogdiost is given in Table 5.8. As
regards the proposed method, Columns 2 to 4 in the same taietse generation costs rela-
tive to the three TS final schedules, and Column 5 the sum déttex costs which corresponds
to the social welfare of the entire system, obtained by t@@sed method.

One can notice that with the proposed method TS A managetbttate the cheapest schedule
while TS C ended up with the most expensive one. This is dulegtdimited capacities of the
three tie-lines A4C4, A3B3 and B4C3 and to the fact that, ythe execution of the proce-
dure, the TSs have been obliged to reschedule their gemresati order to unload congested
branches. TS C has been assigned most of the effort to dédti@overloads of these tie-lines
during the execution of the algorithm (see Tables 5.2 and 5.5



122 Chapter 5

200r +

S @)
g 150t X
3
S O
e
kS +
S q O O
3 50
- O

O L L L L J

1 2 3 4 5

iteration

Figure 5.3: Evolution of power flows with iterations: bran&hA3 is shown with-+, A2A3
with o, B1B3 with[, B4C3 with x

Table 5.8: Final generation costs ih)
Single|| TSA | TSB| TSC | Total
213001 4093 | 6467 | 11184 21743

At the final allocation no TS can further decrease its costelgheduling its already allocated
generation or replacing some of it with some of the remairivajlable one, without causing
the violation of one or more constraints. This is why someplee generation remains not fully
exploited. For instance, TS C cannot resort to gC1 or gC2ausof gC5 because shifting some
generation from gC5 to gC1, for example, would cause theloadérof one or more branches.
More generally, there is no other combination involvingté generators’ available quantities
(i.e. not already allocated to TSs A and B) that results ins fay TS C lower than 1118&/h.
There is no concern, though; TS C requested gC5 instead obgGT2 during the execution
of the algorithm, since this allowed to allocate more ingéirey cheap generation outside area
C.

Expectedly, the single system-wide optimization yieldslaeslule with lower total cost than
the proposed algorithm.

The cost of the system-wide optimal solution (2138) is 2 % lower than the total cost
obtained by the proposed algorithm (21&/®). Let us emphasize, however, that the proposed
algorithm is not aimed at minimizing the total operatingtcatsshould not be confused with
algorithms for optimizing a single objective in a distribdtmanner [AQO1, BB03]. However,
the fact that it yields an overall cost very close to the oneioled when handling the whole
system as a single market appears to be an attractive feasiedready discussed in Section
4.7.2.
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Table 5.9: Final point; generation scheduled by each TS
Gen | Bid only Transmission allocation || Energy & Transm. allocation
TSA|TSB| TSC | Total | TSA|TSB| TSC | Total
gAl| 5 134 | 99 17 250 136 | 113 0 249
gA2 | 4 96 59 95 250 98 56 96 250
gA4 | 15 94 0 0 94 0 0 0 0
gA5 | 8 150 | 80 0 230 324 | 58 0 382
gBl1| 11 26 100 | 123 249 9 100 48 157
gB2 | 10 100 | 100 50 250 33 100 | 167 300
gB4 | 20 0 12 0 12 0 0 0 0

gB5| 18 0 150 115 265 0 173 89 262
gCl| 30 0 0 28 28 0 0 0 0
gC2| 30 0 0 100 100 0 0 0 0
gC4 | 40 0 0 0 0 0 0 0 0
gC5| 35 0 0 72 72 0 0 200 200

Costs: €/h) || 4950 | 6412 | 10740] 22102 4093 | 6467 | 11184] 21743

It is of interest to compare the schedules that resulted \iliegenerators had already shared
their available capacities among the TSs prior to the exatwif the Transmission allocation
loop (see Table 4.7) with those that resulted with the geaesanaking their capacities at
the same time available to all TSs and then having the cordimergy and Transmission
allocation method executed (see Table 5.7). The informattmtained in those tables, as well
as the related costs taken from Tables 4.11 and 5.8, havegoeeped into Table 5.9. Each
of rows 2 to 13 in this table corresponds to a generator, whosg#uction per TS and its total
production are shown in columns 3 to 6 and 7 to 10 for the exaculf, respectively, the sole
Transmission allocation loop and both loops. The last rowheftable contains the resulting
costs, per TS and total, for the two executions.

The generation allocation of TS A in the full method (columm7Table 5.9) is indicative of
the benefit of the Energy allocation loop. One can see thaésmapacity of gA5 that was left
unused without the Energy allocation loop is dispatched 8yATin the full method, driving

down TS As as well as the overall generation cost. FurtheemgA5 is alleviated from the,
maybe difficult, decision of choosing how much of its capaditshould offer to each TS; it
just announces its whole and the procedure takes carefttias,@conomically interesting, the
generation is dispatched.

5.2.4 Simulation results on IEEE RTS-96 test system

The algorithm was also tested on the IEEE Three-Area Rétp@best System - 1996 docu-
mented in [RTS99]. This somewhat larger system was obtdwyddplicating the One Area
RTS-96 system, and consists of three topologically idahd-bus systems connected with
five tie-lines. Fig. 5.4 provides a one-line diagram of thisee-area system. Area 1 is at the
left, area 2 in the middle and area 3 at the right.

In order to create different price areas, the marginal afsisnerators have been modified with
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Figure 5.4: Three-area RTS-96 test system

Table 5.10: IEEE RTS-96 system; intermediate results
outer loop| inner loop cost (in€/h)
iter. count | iterations | of TS1 | of TS2 | of TS3 | total
11 10457.5| 10457.5| 10457.5| 31372.5
10457.5| 10457.5| 10589.0| 31504.0
10374.7| 10374.7| 10587.4| 31336.8
10374.7| 10374.7| 10814.4| 31563.8
10280.4| 10280.4| 10811.7| 31372.5
10280.4| 10280.4| 11058.6| 31619.4
10158.2| 10158.2| 11056.2| 31372.6
9994.0 | 10120.0| 11297.3| 31411.3
9995.3 | 10120.9| 11410.1| 31526.3
9957.4 | 10091.3| 11402.9| 31451.6
9957.5 | 10091.6| 11417.5| 31466.6

=

=

OO N[O| O B|WIN

RINRFR ORI W

e
RO

respect to [RTS99] so that every generator in area 2 is tvad@xpensive as its counterpart in
area 1, while the generators in area 3 are made three timegpassive as those in area 1. The
generator data are presented in Appendix C. Note that ie spithese price increases, area
3 still includes attractive generators compared to theraaheas. Again, it was assumed that
load demand is inelastic, each TS serves the loads of oneem®@iding to any generator, and a
marginal clearing pricing mechanism is used by every TS.réRalting scenario is interesting

owing to the involved generation (re-)allocation, as shbwereafter.

It took 11 iterations for the procedure to converge with @rahces = 2 MW. Intermediate
results are presented in Table 5.10. Each row refers taiseshtiained after executing the outer
(Transmission allocation) loop, while the second columregithe number of inner (Energy
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allocation) loop executions. Columns 3 to 5 present theviddal TS costs, while Column 6
shows the sum of those three individual costs.

The overall procedure can be summarized as follows. At teegtaration, network congestions
are not handled yet and, since equal loads have to be senadli8s, the cheapest generations
are allocated in equal parts to each of them. This explamglgmtical costs shown in the table.
As a result, the tie-lines of Area 3 are congested. Only TSr83ponsible for these overloads
since the other two TSs contribute with counterflows. HelM&e3 has to de-allocate generation
in Areas 1 and 2 and replace it by more expensive in Area 3. &tpsains why only the cost
of TS 3 increases at iteration 2. The so released capaciged by TS 1 and 2 at iteration 3,
which explains the corresponding cost decreases. Thiswitles decrease in the generation
allocated to TS 1 and 2 in Area 3. Therefore, the counterfloviise above mentioned tie-lines
somewhat decrease, which causes overload again. Henteration 4, TS 3 has to further
correct its schedule to keep the tie-line power flows witimmts. The situation is unchanged
until iteration 7 when TS 1 and 2 stop counterflowing, and kemave to participate in the
congestion alleviation. Note that, in case of limiting tirtiee algorithm could even stop at this
stage, as suggested at the end of Section 4.5. From there durtiner line is congested and
no further power flow contribution changes sign; the lagatiens are devoted to satisfying the
convergence criterion, i.e. small adjustments of genmmegchedules are made and the power
flows progressively converge to their final values (as is #s®adn the last 2 and, respectively,
4 iterations in the examples shown in Figs. 5.3 and 4.5).

As for the 15-bus system, a comparison was carried out withgdesmarket clearing for the
whole system. The corresponding cost was found to be 31456,8vhich is to be compared
with the final total cost of 314666&/h obtained with the proposed procedure (see Table 5.10).
Again, it is noteworthy that the two costs are quite closeacheother; they differ by 0.031 %
only.

5.3 Discussion on Energy allocation

5.3.1 Incorporating bilateral trades

It should be noted that the Energy allocation loop is optiomahe proposed procedure; it
is the Transmission allocation that enables the simultanese of the network for multiple
trades. For instance, the procedure can easily accommbiiaeral trades scheduled in the
spot markets

A bilateral trade is nothing but a schedule submitted to therdinator by one of the sides of
the trade (i.e. either the producer or the consumer playsalleeof the TS). Clearly, in the
Energy allocation loop the bilateral trades are alwayscalied as they are announced. When
the feasibility of the overall schedule is checked in thenSraission allocation loop, however, it

SBilateral trades that have been scheduled in forward msred not involved in the proposed approach
(although they are taken into account when estimating théadle transmission capacities).
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Figure 5.5: Energy allocation without revealing to the eboator the prices offered by the TSs
to market participants

may be possible that a TS scheduling a bilateral trade iglaskaecrease its flow contribution
to one or several overloaded lines. In this case, it will Haweut a part of the trade. Of course,
if later on during the execution of the algorithm some of th@ésmission capacity is made
available, the TS could use it to satisfy as much of the intdricade as possible.

5.3.2 Non-disclosure of offered prices

In the proposed Energy allocation procedure, the TSs armsotmthe coordinator the prices
they offer to the market participants. Since this inforrais to become public after the execu-
tion of the procedure (so that anyone can check that it has fpeperly treated), some market
participants may argue that this disclosure of offeredgsrdolates the rule of confidentiality.
Two arguments can be said against this. First, the TSs donmaoisace the bids they received
by the market participants but only the prices resultingnftbeir market clearings (unavoid-
ably, any market clearing mechanism could, to a smallerrgelaextent, reveal some of the
participants bids). Second, the Energy allocation proceduanyway optional; as already ex-
plained, any market participant can place its bid in one T&atanly, thereby avoiding the
need for announcing the price offered to it.

However, if required, the procedure could become “pricasfi; at the expense of additional
communication effort. The energy allocation can be aclidevich information exchange be-
tween the different TSs and the market participants indizily. At the end of a set of mar-
ket clearings, the various TSs can communicate their deathgdantities and corresponding
prices individually to each of the various market particifsa Each market participant can then
decide on its own on the quantities to offer in the next iierato each TS (without conflict in
its capacity), without the need for central coordinationthis case, at the end of each iteration,
each market participant has to merely send to the coordinéjcan indication of a conflict
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and (ii) the quantities allocated to the TSs. If the coorttinaoes not receive any conflict
notification, then the Energy allocation loop is completd #re resulting injection schedules
should be announced to the coordinator in order to procetdtive Transmission allocation
loop.

Figure 5.5 illustrates the flow of information at one stepha Energy allocation loop in an
example with two participating generators;(andG,) and two TSs (TS A and TS B) where
G5 encounters a conflict.

5.3.3 Which prices are finally paid by/to the TSs ?

A question that deserves some discussion is: at the end pfdlcedure (when the various TSs
have dispatched a set of market participants each) whatlgriae will each market participant
pay to (in case of load) or be paid by (in case of generatorY8¢hat has scheduled (a part
of) its available capacity?

As explained in Section 5.1, each time there is a conflict & dbantities that the various
TSs wish to dispatch in their markets, the coordinator tsdorthe offered prices in order to
allocate market participants to TSs. Those allocationglenturing the iterations, affect the
final outcome of the procedure. In this respect, it appeatsftthe TSs just pay to (or are paid
by) the market participants the prices that resulted froenldlst set of market clearings, then
the price signals and announced schedules used duringethéans to allocate energy (and
transmission) resources have no “actual cost” for the TSs.

For simplicity, let us refer to generators only. Consumarsid be considered in an equivalent
way.

Let us assume that, at an energy allocation stepyitieTS is allocated by the coordinator a
power (g,,); from theith generator based on an offered prieg,,);. Thus, this power is no
longer available to the other TSs, provided thatiiite TS continues to dispatch at legst, );

in future iterations. Clearly, if in future clearings of itsarket the pricing rule used by this TS
suggested a new prider,,); < (,,);, it would not be fair that théth generator is pai@r,,);
instead of(r,,);. For this reason, it seems reasonable to apply the followileg

A TS that, during the iterations, has been allocated a pgyar an offered price
7;, IS obliged to pay at least this price to tfte generator for a quantity; < g;
finally allocated to that TS at the end of the Energy allocapimocedure.

Note that if the TS under question finally dispatches mora fhathe above rule of paying at
leastr; should apply for onlyy;. With reference to the above rule, the remaining poyyer g;
can be paid at a price maybe lower than

Tables 5.3 and 5.4 provide a suitable illustration of thevalvale. At the end of the first energy
allocation iteration (Table 5.3), TS A is allocated 150 MWg#$5 at 11€/MWh (price of the
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marginal generator gB1). But, in the same time, TS B and TSdttaelease capacity from
gAb5 due to branch flow constraints. Thus, at the end of thergk@mnd final in this case) energy
allocation iteration (Table 5.4), TS A resorts to additiopawer from gA5, releasing some
more expensive power from gA4, gB1 and gB2. The price offénedS A to all dispatched
generators is 1&/MWh (the marginal generator is now gB2). Applying the abexplained
pricing rule, TS A has to pay 158 11 + (340 - 150)x 10</h to gA5 and 33x 11<€/h to
gB2. It pays nothing to gA4 and gB1 which it did not finally dagph.

With the above pricing rule, a TS is prevented from offerintgfiaially very good prices during
the iterations just to be allocated the most interesting@pants, intending to decrease those
prices later on during the procedure.

5.4 Incorporating security constraints in the Transmission
allocation procedure

A basic security requirement in power system operationas tine system should be able to
withstand the loss of any single element (i.8. — 1 contingency) without entering into an
emergency situation. Generally, it is within the duties afle area’s TSO to check and make
sure that the system it operates can safely withstandNany 1 contingency, both to what
regards the existence of a feasible post-contingency tipgnaoint, as well as the stability of
the dynamic behavior towards the post-contingency opeggtdint. System security can make
up a special market by itself (e.g. market for ancillary gggg [RKTRO7b]). Often, security is
checked and restored after the energy markets have beead;|@ere, typically, simplified
considerations about security are made, if at all.

To what regards the proposed structure for clearing oventgpmarkets, it is reasonable to
assume that, after the final TS schedules are available, Ea©hwill take proper actions, if
necessary, to guarantee that its area of responsibilityassiecure state. Clearly, those actions
could involve rescheduling some generation, whose cosths finally paid by the area’s local
participants. It would be unrealistic to pass the whole sgcassessment complexity to the
market clearing procedure. However, as for the branch flovitdithat are implicitly treated
by the proposed procedure, it would be a step towards impgasecurity if the flows resulting
from a branch or a generator outage (i.6V & 1 contingency) were also limited.

To this purpose, the congestion management problem hask&snded incorporating the ad-
ditional constraint that the overall injection scheduleshould be such that the power flows re-
sulting from the loss of any branch or generator do not oagrbmy of the remaining branches.
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5.4.1 Line Outage Distribution Factors

Following the choice of a linear network model, we resort &llvknown Line Outage Dis-
tribution Factors (LODF) [CWWO0O]. For each branch, thesedes result from the PTDFs
of the system configuration with and without the branch urgierstion [GFLS09, GGLO7].
The LODFs are linear sensitivities, each of them giving tlaetfon of the power flowing in a
branchv before its outage, that is flowing in brankhfter the outage. LdL the B x B matrix
of LODFs andp; the flow in branchb that results from the outage of branchWe have:

wherep, andp, are thebth andwvth branch flows before any outage. By definitionIgfwe
have<L)bb =—1.

In (5.1) the pre-outage flows can be replaced by (4.6), whielly the post-outage flow as a
linear function of the injection schedule:

p;)) = (L)b’vtvn + tbn - ((L)bvtv + tb) n (52)
where the row vectors have been defined in Section 4.4.

Leaving aside contingency selection, tNe— 1 security criterion requires to check, for each
of the B branches, thé? — 1 power flows that take place after the outage of another branch
Thus, for each paifb, v) we check a security constraint of the type:

—ap, <p, <ap, (5.3)

wherea > 1 accounts for possible overload allowed in post-contingesitwation (typically
1.05 < a < 1.1).

Using (5.2) for every post-outage flgy yields a linear relationship between the post-contingency
flows and the pre-contingency bus power injections.

The satisfaction of th& constraints of the type (4.8) as well as thex (B — 1) constraints of
the type (5.3) makes up the congestion management problaitnvdh in this section.

5.4.2 LODF-based constraints in the Transmission allocabin loop

Let us assume that, after ti¢ TSs have cleared their markets,/8n- 1 constraint is violated,

i.e. for the given injections,, (m =1, ..., M) we have:
M
D (L)t + t) By > a Py (5.4)
m=1

for a pair(b, v).
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One can see that this constraint violation depends on theesalf two branch flows, namely
=Y, th, andp, = > t,n,,. The post-outage overload can be managed by decreasing
the pre-outage flow in either of the two involved branches.

In the same way as we previously defined the participatiom@fitth TS in thebth branch’s
flow ast,n,,, we can now define the participation of theh TS in the overload of théth
branch after the outage of th¢h one aq (L), t, + t;) n,,. Again, all TS participations add
up to the post-outage overload (5.4).

The effort to alleviate the congestion is again shared anmbadl'Ss, with the coordinator
communicating to every TS a constraint involving only itsroujection schedule in a way
that if all TSs satisfy their constraints, then the initialedoad is cleared, as was the case
with (4.34). Let us callAp, . the amount by which the:th TS is requested to contribute to
the congestion alleviation. Note that this change refera pmst-outage flow, while the TS
is requested to modify its pre-outage schedule. This mdata\p, can be obtained from a
Ap,. change of the TS’s participation in i branch flow, or by a\p,, /(L),, change of its
participation in thesth branch flow, or by a combination involving both flows.

The policy we advocate remains that of contributing prapaslly to the participation in the
(now post-outage) overload, i.Ap, is such that:

Ap,.,  ((L)pwty + )1y,

— — = — 5.5
Zm((L)bvtv + tb)nm — ap, Zm((L)bvtv + tb)nm (53)

and themth TS will have to clear its market with the additional coagtt:
(L)poty, + tp) (0, — 1) < —Ap,, (5.6)

A similar approach is followed for branches with, = ((L)yt, +t;) n,, < —a p,. The
mth TS is requested to change its participation in the potgrioverload byAp ', with
Yo Ap = —ap, — >, ((L)yt, + tp)0,,. This gives the following constraint for theth
TS:
((L)bvtv + tb) (nm - ﬁm) > Aﬁ;; (5-7)
with - ~
Ap;tl . ((L>bvtv + tb)l’lm

—Qpy, — Zm((L)bvtv + ty) 0, N Zm((L>bvtv + tp)0,

(5.8)

Following the same reasoning as with the pre-contingeneyloads (see Section 4.4.2), “coun-
terflowing” TSs are assigned no constraint for a post-cgeticy overload. The term “coun-
terflowing” is used, maybe in a little abusing manner, torédeany TS whose participation
((L)pt, + t,) 1, to the post-outage overload has a sign opposite to the @dmtbbranch
flow. Thus, when using (5.5) the sums extend only over thedidbe with positive contribu-
tions ((L)y,t, + t5) 0,,,. Similarly, when using (5.8) the sums extend only over theedales
with negative contributions.

All'in all, the Transmission allocation loop presented ire@ter 4 has be extended to incorpo-
rate someV — 1 contingencies when managing congestion. The procedurameratherwise
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Figure 5.6: Three-area test system

unchanged. lIterations are performed between TSs and thdicator until the termination
criterion (see Section 4.5) is satisfied. The latter test msludes the post-outage overloaded
branches. As for pre-outage branch overloads, post-owtegoads that have been solved
during the iterations are prevented from taking place apgimpplying for those, formerly
congested branches, constraints of type (5.6) and/or, (&ffich now eventually share the
possible remaining capacity among TSs.

Note that the Energy allocation procedure remains comlgatitth this extended Transmission
allocation one.

5.4.3 lllustrative example

The same example (with the test system’s diagram reproduadéd. 5.6) as in Section 5.2.1
is used to illustrate the addition&l — 1 security feature of the Transmission allocation loop.
In the post-outage limits (5.3) a parameter= 1.1 has been chosen. Table 5.11 shows, in
columns 3 to 6, the resulting final generation schedulesTSeand total). All branches have
been tripped, except A4A5, B4B5 and C4C5 whose tripping dasiand the system. For
comparison, a single market clearing for the whole inteneation has been performed. The
outcome of this clearing minimizes the total generatiort,askile respecting all pre and post-
outage power flow limits. The resulting generation scheslale presented in column 7 of
Table 5.11. Finally, the last two columns of the table caontagspectively, the outcome of
the proposed procedure and of a single system-wide mar&aticy whenN — 1 security
constraints are not considered.
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Table 5.11: Final generation allocation (in MW); incorpiomg N — 1 security constraints
Gen | Bid with N — 1 constraints without N — 1
TSA | TSB | TSC| Total || Single || Total | Single
gAl| 5 [ 105 25 | 25 [ 155 || 155 [ 249 [ 250
gA2| 4 | 120 | 50 | 50 | 210 || 210 || 250 | 250
gAd | 15 0 0 0 0 0 0 0
gA5| 8 || 232 | 115 | 74 | 421 || 420 | 382 | 300

gBl | 11 43 100 0 143 155 157 250
gB2 | 10 110 | 100 0 210 210 300 250

gB4 | 20 0 0 0 0 0 0 0
gB5 | 18 0 210 71 281 270 262 300
gC1| 30 0 0 210 | 210 210 0 0
gC2| 30 0 0 155 | 155 155 0 200
gC4 | 40 0 0 0 0 0 0 0
gC5| 35 0 0 15 15 15 200 0

Table 5.12: Final point; resulting flows (in MW)
| Branch| p, | B, || Branch| p, | B, || Branch| p, | 7, |
A1A2 | -19 [ 100 B1B2 | -23 [ 100]] C1C2 | 19 100
A1A3 | 74 [ 150|| B1B3 | 66 | 150| C1C3 | 91| 150
A2A3 | 91 [ 150 B2B3 | 87 | 150| C2C3 | 74| 150
A3A4 | -62 [ 400 || B3B4 | -20 | 400| C3C4 | 27 | 400
A4A5 | -320| 400| B4B5 | -182| 400 | C4C5 | 85 400
A3B3 27 | 200 A4C4 | 158 | 200 || B4C3 | 62 | 200

Table 5.13: Final generation costs i)

TSA| TSB | TSC | Total || Single
with N-1 security || 4395 | 7127 | 13675| 25197 || 25115

without N-1 security|| 4093 | 6467 | 11184 | 21743 | 21300

| %ofcostincrease|| 7.38 [ 10.21| 22.27 | 15.89 | 17.91]

Table 5.12 shows the branch power flows that result from tla §janeration schedules. The
information contained in this table together with the imh@tion in Table 5.11 illustrate the
effect of considering branch-outage constraints as welk ifstance, with one of branches
A1A3 and A2A3 out, the maximum power that can flow from busesaftl A2 towards bus
A3 equals 165 (= 1.k 150) MW. This is reflected to the total power injection scHeddrom
those two buses (155 + 210 - 100 - 100 = 165 MW). Similarly, treximum power that can
flow inside area C equals 14 200 = 220 MW. Thus, the remaining 600 - 220 = 380 MW
of the local load, served by TS C, must be produced inside s dndeed, one can notice
that when branch outages are considered, less generaschaduled, compared to the case
without branch outages, from (a) generators gAl1 and gA2, @n)dyenerators gB1 and gB2.
More generation is scheduled from generators inside area C.

The effect in terms of costs can be seen in Table 5.13. Exglgcil TS costs are higher
compared to the case whe¥e— 1 constraints were not considered. TS A is less affected ewhil
TS C is the most. This is due to the fact that the post-outagedbrflow limits have decreased
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the inter-area transfer capacities and, thus, each TS igeobto resort more to generation
from inside the area where its load is located. It is notelmypoithat the total generation cost that
resulted from the execution of the proposed algorithm ig 6t33% higher than the minimum

total that can be attained (system-wide single clearing).

5.4.4 Incorporating generator outage security constraing

Another typicalN — 1 security constraint is the ability of the system to withstaime outage
of a generator. In case of such an outage, other generatds apafor the lacking active
power through frequency control typically. It is acceptatd assume that they will increase
their generation in proportion to a predefined participatecctor. Assuming that the generators
that participate in the “correction” are anyway dispatctedroduce (we do not consider here
how this is ensured), participation factors can be usedrapee the bus power injections that
would result after a generator outage and, thus, the ragldtianch power flows.

Let as assume that after the outage of tthegenerator, théth one takes on some additional
power according to:
Ag; = hij X g;

whereg; is the power that was produced by tjté generator before the contingency angd

is the above mentioned participation factor. In genera,aimount of extra power that thit
generator will produce after a generator outage does netaepn which is the lost generator,
but only on the amount of lost power. So, in most cases, thicpEation factorsh,; will be
equal for the varioug. An exception stems from the fact that if the lost generatisr itself
participating in frequency control, then the various fasto,; are somewhat larger in order to
account for the participation that was originally assigtethe jth generator.

In fact, before saying that théh generator will augment its power productiondy; = h;; x
g;, it should be checked that, given the pre-contingency ptoiug;, there is enough remain-
ing capacity available, i.e. generataiakes onAg; additional power only iAg; < (g; — gi),
otherwise itincreases its production ugji@nd the remaining\g; — (g; — g;) is shared among
the other participating generators according to corredimgrupdated participation factors.

To summarize, after the outage of a genergtave may assume that the making up of lacking
powerg; will be distributed among some other generators in a waydépends on the prede-
fined participation factors and the operating point of theip@ating generators. To simplify
the reading, let us cal\g’ the vector containing the change in power productioalbfjen-
erators. By definition, we havg\g’); = —g; and(Ag’); = 0 for a generatof that does not
participate in frequency control, independently;jof

Thus, the post-contingency injection schedulfe s given by:
n =n+T Ag’ (5.9)

where matrixI", defined in Section 4.2.1, accounts for whether a generatoonnected to a
bus.
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One can easily see that the branch flgwishat result from the outage of théh generator are
given by:

pP=Tn=p+TT Ag’ (5.10)

wherep is the vector of pre-outage branch flows and mdlfpdefined in Section 4.2.1, con-
tains the PTDFs, linking branch power flows with bus powegdtipns.

The N — 1 security criterion requires that all the flows resultingnfra generator outage are
within some limits:

—ap<p’ <ap (5.11)

wherea > 1 accounts for possible overload allowed in post-contingesitwation (typically
1.05 < a < 1.1).

Coming back to our multi-TS problem, it is reasonable to abersthat the generation changes
that result from the outage of thi¢h generator are assigned to each TS schedule in proportion
to how much of the lost generator’'s power it had dispatchedthemth TS’s new generation
schedule should bg/,, = g,, + Ag’,, whereg,,, is its pre-contingency generation schedule. In
other words, the outage of théh generator results in a changg’ to themth TS’s allocated
generator schedule.

Equation (5.10) shows that the post-outage flpisan be expressed as a linear function of all
the TS schedules. Thus, for a branch overload resulting #@eanerator outage, the overload
alleviation effort could be assigned to the various TSs opprtion to their participation in the
post-contingency branch flow, exactly in the same way th&6(and (5.5) were built.

Another, maybe more reasonable (because it is based on aV8igement in the cause of the
overload), possibility is to assign responsibility to T&ast in proportion to their participation in
the post-outage branch flow but, in proportion to how muclhneflost generation’s production
they were dispatching. For instance, let us assume thatthteoutage of thgth generator,
branchb gets overloaded witbg > a p. We suggest that the alleviation

Ap=p,—ap
is shared among the TSs which have allocated some capaditg fth generator as follows:

App, _ (gm)j
Ap Zm(gm)j

(5.12)

Again, this results in linear constraints being assignedhieycoordinator to the various TSs
and is easily incorporated into the proposed Transmisdiocation loop.



Chapter 5 135

5.5 Scheduling of reserves

5.5.1 Motivation

In electricity networks, the supply of power must equal teendnd at all times in every lo-
cation, or the system could experience disturbances imguidad shedding and cascading
blackouts. The failure of a generator results in an imbadretween supply and demand that
needs to be corrected. To prevent involuntary load shedeBrayresult of potential equipment
failure, or contingency, system operators schedule opere¢serves [FOH].

In a broad sense, the term “operating reserves” covers a naiuge of applications related
with the availability of generators and controllable lo&dl$ncrease or decrease their produc-
tion or consumption within a short timeframe. In [RKTRO7gley are classified as primary,
secondary and tertiary frequency control reserves, whilargety of power systems around
the world is considered, demonstrating the sometimes vwéfigreht approaches followed by
different TSOs in the used terminology and classificatiothefr reserve services.

In [HKO3], operating reserves are grouped into regulatiod eontingency-replacement re-
serves. Regulation, or load following, is an increase oreBese in production or consumption
in response to unscheduled fluctuations. Contingencywesere procured to guard against
cascading outages in the wake of contingencies. There ai@saypes of contingency re-
serves (spinning, non-spinning, up- and down-reserve} ¢tat are used at different times
after a disturbance has occurred. In principle, the idelhas after a contingency, the system
may no longer be in a secure state (i.e. it may be unable tetaitkd a second contingency).
Thus, it is important for the TSO to have in its hands avadatdrrective actions, such as
generation and/or load re-dispatch, so that it can bringnéve post-contingency system con-
figuration into a secure state of operation.

To avoid technicalities which could be different from onestgyn to another, in this section
we group, for simplicity, different types of reserves, usedontrol frequency and maintain
system security, into one single type of ancillary servitéolr we simply refer to as “reserves”.
What follows describes the treatment of this generic aagilservice in its essence. It is not
suggested that each specific type of operating reserveitsdahcept.

Typically, reserves are obtained by the system operatougir a market process [NE, PJM,
ERC, IES], where generators and certain loads bid (parth&y ttapacities, making them
available to the system operator to use them if needed. Fanargtor this means that it
does not sell its whole energy production potential, keggiome capacity available if asked
to increase its output, while for a load this means that ersfithe possibility to be partially
shed. For simplicity and without loss of generality, let ossider only generators as available
reserve units.

Obviously, a quantity that is scheduled as reserve canribeaame time be dispatched in the
energy market, i.e. the generator has an opportunity cosiffering its production capacity
as reserve. In separate energy and reserve markets, geadrave to anticipate that cost
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in order to include it when assessing their reserve offerepais well as when deciding how
much of their capacity they will offer as reserve and how milngty will keep to offer in the
energy market (or vice versa, depending on which order tleenharkets are cleared). This
is a rather complex problem for the generators and may resurdefficient use of generation
capacities. For this reasoenergy-reserve co-optimizatidalso referred to awint dispatch),
i.e. a simultaneous market clearing for energy and resgpvesgides the most efficient way for
allocating resources [ZL08]. Experience in Singapore, M@aland and Australia, suggests
that the co-optimization approach is successful in enguaarequate provision of reserve and
in lowering the overall cost of providing a secure supply lefctrical energy [TKO6]. This
co-optimization simultaneously determines a price forgynand a price for reserve.

In fact, an intrinsic property of the joint energy-reserpp@ach, with a marginal pricing rule
for both energy and reserves, is that it makes up for the oppiby costs incurred by generators
which are competitive for producing energy but are callegadicipate in the provision of

reserves [CCO7]. The energy price reflects the marginal @ostipplying an increment in

load and is equal to the cost of generating the additionaiggn&hile respecting the reserve
requirement. On the other hand, the price of reserve refteetsnarginal producer’s offer

to provide one more unit of reserve and the opportunity dueet this producer incurs when
decreasing generation to provide reserve.

In the Energy and Transmission allocation method propas#ds work, it could be possible to
let the various TSOs clear their local reserve markets iedéently, before or after the execu-
tion of the energy markets procedure. However, due to theeabwentioned higher efficiency
of a joint clearing of those resources, it would be of inteteextend the proposed procedure
to allow, during the scheduling of energy transactions,itimglicit scheduling of reserves as
well.

In this section a solution track is presented regardingdbesd of incorporating the scheduling
of reserves in the proposed procedure.

5.5.2 Statement of the energy and reserve co-optimizatiorrgblem

Ideally, energy and reserve offers should be cleared in sualay that the overall cost is
minimized while all pre and post-contingency constraiméessatisfied.

In this respect, Ref. [AGO5] examines the short-term op@maand pricing of the various
products traded in a joint energy-reserve market while acttog for transmission network
flow limits and security constraints. In this market, besidebmitting offers to sell and bids to
buy energy, the participants can also contribute towartesysecurity by offering to sell both
up and down-spinning reserves at different rates. The sysggerator clears such a market
by scheduling all the energy and reserve offers and bids $o @&ximize the system social
welfare while satisfying all operational constraints uaihg those imposed by the need to
survive the set of credible contingencies. Corrective sgcactions are explicitly accounted
for in the market-clearing process by ensuring that all ap@nal constraints are satisfied under
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all credible contingencies. These corrective actions ddfie required levels of two distinct
types of reserve, namely, up and down-spinning reserves.

Recognizing the convenience for trading, and despite é@srttical suboptimality compared
to the explicit consideration of every single contingenpprach, a zonal reserve model is
used in [ZL08, CC07, MSC99, AGNB8]. In this model, a reserve zone is established for
each import-constrained area based on historical studiegenal reserve requirement is then
determined based on the simulation of &n— 2 contingency event inside the local reserve
zone. To satisfy local reserve requirements, resourceh,ibside and outside of the reserve
zone, are utilized. Even simpler, Refs. [CEB, WRAP04, MQOO, GL03, WWWO05] consider
a system-wide reserve requirement only.

For the purposes of our presentation, each TSO is assumedeglerformed off-line studies
and have come up with the adequate reserve requiremend greid. This translates into a total
MW generation capacityiz,, that needs to be scheduled as reserve insidatth&SO area.
Assuming that theth TSO resorts to a pool-based joint (energy and reservepatih, with
transmission constraints also considered, yields theviatig optimization problem solved by
the TSO:

gnirn {chS + QTrS} (5.13a)

s. t. 1Tg, = 17d, (5.13b)
0<g <g, (5.130)

0<r,<rT, (5.13d)

0<g,+r; <g, (5.13e)

17r, = R, (5.13f)

—p, < T (I'g; — Ad;) <P, (5.139)

where generatoi bids its maximum production and reserve capacity, respsygtig,); and
(ts); (with obviously (ts); < (g,):) at the corresponding (marginal) costsand p;. The
various reserve bidsy;, do not refer to the cost of lost opportunity to sell energyis(tis
taken care implicitly by the dispatch’s pricing rule), bueainstead, related to the expected
cost of providing reserves, which might include some fixethimistrative costs and some
variable operating costs associated with providing reséevg. a generator may operate at a
higher heat rate and thus less efficiently when it producestlean its optimal output power)
[TKO6]. Load is assumed to be inelastic. Equation (5.13ipds for the area’s total reserve
requirement, while (5.13g) expresses the requirementtieagnergy schedules should satisfy
the transmission limits. TabléB, I and A are as defined in Section 4.2.1 and used throughout
this report.

The outcome of the above optimization is the vector of sclestigeneration powers, with
offered (by thesth TSO) pricest and the vector of scheduled reservesvith offered prices
7', Let us recall that the pricing rule is necessary such thaptite (n’); offered to theith
generator for providing reserves covers both its bid foemes and its opportunity cost if some
of its capacity has not been scheduled for energy produbgoause it scheduled as reserve. A
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typical such reserve pricing mechanism is to offer to allegators a price equal to the Lagrange
multiplier of constraint (5.13f).

The above formulation may be easily extended to allow a TSiihe@leones in its area, each
of them having a different reserve requirement. To this psep (5.13f) would be substituted
by as many such equations as the defined zones, with eachtiogmstrained zone involving
only generators that are located inside that zone.

5.5.3 Approach for scheduling reserves jointly with Energyallocation

Coming back to the overlapping market structure that has Ipeeposed in this work, the

“high-level” objective would be to have the proper amountedervesf,, scheduled in each

areas at the end of the iterations. Furthermore, those resen@mddbe scheduled according
to market principles, i.e. most economic generators shioglfhvored on one hand, while, on
the other hand, generators’ interests should be presettveylghould not undergo opportunity
costs).

A natural choice seems to have the TSOs clearing reservelg letiing the TSs clear their
energy markets. At first glance, it seems that this can berpacated into the procedure,
making use of the Energy allocation loop. At every iterawbthe loop, the coordinator would
receive prices offered to the generators for energy fronT 8&and for reserve from the TSOs.
That is, the TSOs would be solving a reduced version of prol{fe 13), with the objective
function containing the second term only and with the camsts (5.13d) and (5.13f) only. The
coordinator would have to solve possible conflicts stemrfriomigy the fact that the total energy
production asked by the various TSs for a generatimgether with the reserve quantity asked
by the TSOs where the generator is located, may overpass the gensratakimum capacity,
i.e. > (8m)i+(rs); >, , where we recall thag,, ); is theith generator’s energy demanded
by themth TS and we similarly defin&’ ), as theith generator’s reserve demanded by dtte
TSO.

However, the coordinator cannot take, based on offereggribe dispatch decision that max-
imizes the generator’s profit, as is the case when only eniergy question. The reason is
that in order to compare an energy offer with a reserve ofieafgiven generator, one needs
to know the generator’s bid denoting its marginal operatingt. For instance, in case of a
conflict between thenth TS’s demand for energy from théh generator and theth TSO’s
demand for reserve from the same generator, with correspgdfered prices, respectively,
(7m); and(x’);, the coordinator should give priority to theth TS if

()i — i > (7h): — 01

where we recall that; and p; are the generator’s bids for energy and reserve, respbgtive
while each side of the inequality gives the generator’s p(fdr producing energy and for
providing reserve). But the coordinator does not know theegators’ bids, which are assumed
to be confidential and, as a result, it cannot allocate génareapacity to TSs and TSOs using
the rule described in Section 5.1.
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The above difficulty could be circumvented by resorting te thrice-proof” approach dis-
cussed in Section 5.3.2, where generators enter the Enévggteon loop to take the allocation
decisions on their own. However, two issues would remaiesoived:

1. It may not be appropriate to treat TSOs as competitors i $e allocation of genera-
tors. Even more, considering the fact that the pricesffered for reserves by the TSOs
do not result from a energy-reserve co-optimization, it rnayery difficult for a TSO
to guess what price it should offer in order to allocate a ¢gioe as reserve.

2. For every area, the satisfaction of the following inequality should be @rsl at the
end of the procedure) _(r;); = R,. It is not acceptable to have all (or most of) the
generators allocating their capacities for energy pradoctwithout enough being left
for reserve. This suggests that a mechanism would be needeltiwhich of the gener-
ators should produce less energy in order to provide resergteat what price. In other
words, scheduling reserves jointly with energy, requiesdmpare, not only energy
with reserve offers for the same generator, but, also, ®ffeade to different generators.

Let us further elaborate on point 2 presented above. If tmegeors are making the energy
and reserve allocation on their own, the coordinator wotilichave to check that the following
constraints are satisfied at each iteration for all TSOs:

Y A®i - @n)i} =R s
€5
wherei € s denotes that thé&h generator is located inside thth TSO area. The difficulty
with implementing the above is that the coordinator needseain order to compare different
generator offers and decide which TS demand should be Iséiruad if needed. Let us clarify
this with an example.

1... (5.14)

We consider a very simple case, with two generators (1 anoc2jed in an area with a reserve
requirement R and two TSs (A and B) dispatching those gemstaBuppose that TS A asks
for a(ga); production from generator 1 and g, ), from generator 2. At the same time, TS B
asks, respectivelygg), and(gp)s. If (84)1+(g4)2+(85)1+(g88)2 > 7, +7,— R thenthe TS
demands cannot be fully satisfied because they do not leawgbrcapacity for reserve. Some
of the TSs requested quantities should not be allocatedunisg that(mw4); > (7p); and
(wp)2 > (74)2, ONe can easily say that the demand of TS A for generator ldbelfavored
against the demand of TS B for the same generator, while thexe of TS B should be favored
against the demand of TS A for generator 2. However, with theva information only, one
cannot say whether the coordinator should first satisfy #dmahd of TS A for generator 2 or
the demand of TS B for generator 1.

Note that the Energy allocation procedure of Section 5. 1fvegsof the above problem because
all comparisons were made for the same generator (or lodeigeneral case); there had been
no need to compare offers for different generators.

All in all, it does not seem possible to have the TSOs involired the Energy allocation
procedure as actors scheduling reserves: in order to a&hi@nt dispatch, energy and reserve
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offers should be revealed to and treated by the same entitys, we propose to incorporate
the scheduling of reserves into the Energy allocation mhoee by requiringrom the TSdo
take care of scheduling the required reserves jointly vindirtenergy dispatches.

For this purpose, itis assumed that the various TSOs cae&xfireir area reserve requirement
R, as a percentage, of the total load dispatched (by the various TSs) in that:area

Rszasszna

whereD;, is the total load dispatched by theh TS in thesth area, given by;, = 5. (d,);.

In this way, each TS could be asked to schedule a certain arobreserves in each area where
it dispatches some energy consumption. If thin TS dispatches a total load;, in areas,
then it should schedule reserves inside that area such that

> (tw)i = a.Dj, .

1€S

The approach could be viewed as demanding from the TSs tdglehenough reserves to “sup-
port” their energy transactions, in the same spirit as tmeyaaked to participate in congestion
alleviation and in covering of losses (as will be discusseithé next section).

The above idea could work as follows.

e The generators submit to TSs bids for energy producigniieing the vector of such
bids for themth TS) and for reserve provisio(, being the vector of such bids for
the mth TS). They also submit to the coordinator their maximumrgypeand reserve
capacitieg andr, respectively.

e Each TS clears a joint energy-reserve market, for instaoleeng a problem like (5.13),
with constraint (5.13f) being replaced by r, = a,17d, for each area where the TS
dispatches some load. This gives the following joint madkediring for thenth TS:

gmirn s (5.15a)

s. t. 17g,, =1"d,, (5.15b)
0<gn<Eg, (5.15¢)

0<r,<T, (5.15d)
0<g,+rn<8g, (5.15e)

Y oics(Tm)i = s ZjES(dm)j s=1,... (5.15f)

ty(gm — dp — D) < —(Apy)s b=1,... (5.150)

ty(gm — dm — 0) > (Aph), b=1,... (5.15h)

where the last two constraints stem from the last transomnssliocation iteration. Vec-
torsg,, andr,, contain the maximum available capacities for energy argpeetively,
reserve, communicated to theth TS by the coordinator at the previous energy alloca-
tion iteration.
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e Thus, themth TS comes up with a set of demanded energy quanggjesvith corre-
sponding offered priceg,, and a set of demanded reserve quantitigswith corre-
sponding offered prices’,,.

e This information cannot be treated by the coordinator tocate quantities to TSs, since,
as explained, it does not have enough information to comgraeegy with reserve offers
(as already explained, bids, and g,, are not disclosed to the coordinator for confi-
dentiality reasons). To this reason, each TS “transforrssbffers for reserves into
equivalent (in terms of the generators’ profits) energyrsffeThis can be easily done
by themth TS if instead of offering a set of prices,, for demanded reserve capacities,
it offers «,,” = « — o,, + c,. Like this, the modified price for reserve provision
from theith generatofr,,”); offered by thenth TS, can be compared with the offered
price for energy production from the same generétqy); offered by another TS, us-
ing the allocation mechanism that is used in the sole Endlggadion loop presented in
Section 5.1.

e The Energy allocation loop is executed by the coordinatagdained in Section 5.1.
Energy and reserve per generation are allocated in deogeasier of offered prices, up
to the generators’ available capacitgandr. Again, what has been allocatedtoa TS in
the previous iteration and is still asked by that TS, remtortee TS.

Similarly, the procedure could be applied with the TSs beetuested to schedule reserves in
proportion with the generation they dispatch in an aredeatsof the load.

5.5.4 lllustrative example

Letus resort to the three-area 15-bus system used throtigii®work (and recalled in Fig. 5.7)
to illustrate how the above joint energy and reserve allonanhethod works. We assume that
the amount of reserves in each area should equal 30% of thés ao¢al load. Since in our
example the loads are inelastic and each TS serves the |@edaoéa, the reserve requirement
translates into each TS having the obligation to schedudeV\/ of reserves from generators
that are located inside its area.

Again, each generator is assumed to place the same margstabid to all TSs for energy
production, while, to what regards reserves, each genératd is taken a.3 times its energy
bid, i.e. for every generatarwe have:(c4); = (cg); = (cc); = ¢; andg; = 0.3 X ¢;. In
addition, generators are assumed to make their whole ¢egsaavailable for reserve provision,
i.e.T = g. In this example, each generator bids for reserve provisiynto the TS that serves
the load of the area where the generator is located (sinteagaa’s load is served by a single
TS). In general, of course, more than one TS may be dispafdbad in an area, and, thus,
each generator is expected to place a reserve bid to all thesdi8ing load in the area where
it is located. For simplicity)N — 1 security constraints are not considered. All TSs come up
with energy prices using a marginal clearing price rule,leytior reserves, their offered price
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Figure 5.7: Three-area test system

Table 5.14: Iteration 1: 1st Energy allocation step

Gen | Energy| Reserve Energy Reserves Max
Bid Bid TSA|TSB|TSC|| TSA|TSB| TSC

| | (in €/MWh) | Demanded Quantities (in MW) | |
gAl 5 15 300 | 300 | 300 150 - - 450
gA2 4 1.2 300 | 300 | 300 0 - - 300
gA5 8 2.4 0 0 0 30 - - 450
gB2 10 3.0 0 0 0 - 180 - 300
gC1 30 9.0 0 0 0 - - 180 || 450

| Clearing Prices (ile/MWh) [ 5 | 5 | 5 [ 24 ] 3 | 9 | |

| | Allocated Quantities (in MW) | |

gAl 5 15 100 | 100 | 100 150 - - 450
gA2 4 1.2 100 | 100 | 100 0 - - 300
gA5 8 2.4 0 0 0 30 - - 450
gB2 10 3.0 0 0 0 - 180 - 300
gC1 30 9.0 0 0 0 - - 180 || 450

is the Lagrange multiplier of constraint (5.15f) (note teath TS has one such constraintin its
market clearing problem, corresponding to the area whetead is located).

The first two Energy allocation loop iterations (where ressrare now also allocated) are
detailed as an illustration of how the method works. Not¢ tihase are inner loop executions,
inside the first transmission allocation iteration of thegadure, and hence no branch flow
constraints are yet considered by the TSs. In Table 5.14tsdsom the first energy allocation
step are shown for the generators that have been demandkd B$ for energy production
or reserve provision. The first three columns of this tabteasthe name of the generation, its
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Table 5.15: Iteration 1: 1st Energy allocation step; priegated to TS A (in€/MWh)

Gen Energy Reserves
Bid | Clearing Offered Profit Bid | Clearing Offered Profit
cy | Price(ma) | Price(ma) | (ma) —ca || 04 | Price(w’y) | Price(wa”) | (7/4) — 04
gAl 5 5 5 0 15 2.4 5.9 0.9
gA2 4 5 5 1.2 / / /
gA5 8 / / / 2.4 2.4 8 0

energy bid and its reserve bid, respectively, while in tis¢ ¢@lumn their respective capacities
are shown. The remaining of Table 5.14 (columns 4-9) is édidtto three blocks. Rows
4-8 contain the demanded energy and reserve quantitiesé dash in some reserve fields
means that the corresponding TS does not schedule the ponaiag generator as a reserve).
Row 9 contains the energy and reserve prices resulting flemrtarket clearing that gave
the aforementioned demanded quantities. Finally, row&3 tentain the energy and reserve
guantities that have been allocated by the coordinatorde@dhnious TSs.

Table 5.15 serves as a complement to Table 5.14, helpintustrdte how the TSs are trans-
forming their reserve clearing prices to equivalent en@fjgred prices. It refers only to TS
A. For both energy (columns 2-5) and reserves (columns 6&&} row refers to one generator
and contains, respectively: the generator’s bid, the gheéresulted from the market clear-
ing for that generator, the offered price announced to tleedsoator by the TS that is to be
used for energy or reserve allocation, and, finally, the geogs profit that corresponds to the
clearing price. The latter is the clearing price minus theegator’s bid, both for energy as
for reserves as well. In case of energy, the offered pricepanced to the coordinator, is the
energy clearing price of the market. To what regards theveseone can check that, for each
generator, this price stems from the “transformation” (axg@d in the previous subsection)
allowing the coordinator to compare reserve with energggzrwithout any knowledge of the
bids. For instance, the reserve clearing price of2/MIWh that TS A is offering to gAl, is
equivalent, in terms of gAl’'s profit, to offering 58/MWh for energy production. The /in
some fields means that no energy or reserve is requestedHiegenerator by TS A.

Back to Table 5.14, one can see that, as already explainegctio8 5.1, due to the absolute
“symmetry” of the TSs (equal served load, same marginalriciggricing rule, absence of
branch flow constraints) they all three request the sameaggmprantities with equal offered
energy prices. As for reserves, each TS selects the chesgpeson from each area (for TS A,
this means that it schedules the remaining 150 MW from gAlanddditional 30 MW from
the more expensive gA5). The reserve clearing price of e&lfradw 9) equals the reserve
bid of the most expensive generator. This reflects the fadtrib generator encounters an
opportunity cost for being scheduled as reserve.

The quantities are allocated according to the already exgdarule. Only in the case of gAl
and gA2 there is a conflict. Note that the 150 MW that TS A aslekaerve from gAl have
been allocated to it, while the remaining 300 MW of gA1 haverbequally shared among the
(equally demanding) TSs for energy production. The reason T8 A got the whole reserve
it asked from this generator, is that its offemederveprice for gAl is higher than the offered
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Table 5.16: Iteration 1. 2nd Energy allocation step

Gen | Energy| Reserve Energy Reserves Max
Bid Bid TSA|TSB|TSC|| TSA|TSB| TSC
| | (in €/MWh) | Demanded Quantities (in MW) | |
gAl 5 15 250 | 100 | 100 0 - - 450
gA2 4 1.2 100 | 100 | 100 0 - - 300
gA5 8 2.4 250 | 400 | 400 180 - - 450
gB2 10 3.0 0 0 0 - 180 - 300
gC1 30 9.0 0 0 0 - - 180 || 450

| Clearing Prices (il/MWh) | 8 | 8 | 8 [[ 24 ] 3 | 9 | |
| | Allocated Quantities (in MW) | |

gAl 5 15 250 | 100 | 100 0 - - 450

gA2 4 1.2 100 | 100 | 100 0 - - 300

gA5 8 24 87.5| 140 | 140 || 82.5 - - 450

gB2 10 3.0 0 0 0 - 180 - 300

gC1 30 9.0 0 0 0 - - 180 || 450

Table 5.17: Final energy and reserve generation schedules
Gen | Energy| Reserve Energy Reserves Max

Bid Bid TSA|TSB| TSC| Total | Single || TSA | TSB | TSC| Single

gAl 5 15 173 78 1 252 250 128 - - 130 450
gA2 4 1.2 173 70 4 247 250 52 - - 50 300
gA5 8 2.4 254 | 47 0 301 | 300 0 - - 0 450
gB1 11 3.3 0 145 | 105 | 250 250 - 130 - 130 450
gB2 10 3.0 0 122 | 128 | 250 | 250 - 50 - 50 300
gB5 18 5.4 0 138 | 162 | 300 | 300 - 0 - 0 450
gC1 30 9.0 0 0 0 0 0 - - 78 180 450
gC2 30 9.0 0 0 0 198 | 200 - - 102 0 300
gC5 35 10.5 0 0 2 2 0 - - 0 0 450

energyprices of all TSs (see Table 5.15 and row 9 of Table 5.14). &tterlis due to the fact
that TS A had to resort to (the more expensive) gA5 to covahalleserves it needed, which
increased the marginal reserve price above the gAl’s resrdv

Table 5.16 shows the demanded, and allocated, quantitestiaé second step of the Energy
allocation loop. An interesting feature of the approacheapg at this step and deserves some
comment. One can notice that TS A used the whole capacity af glvcated to it by the
coordinator, for energy production, even if 150 MW of thipaeity was initially meant to be
allocated to TS A as reserves. This is not an issue, but itldimistressed that 150 MW of
the now scheduled 250 MW of gAl’s energy production had bdenaded to TS A at a price

of 5.9€/MWh and, thus, as explained in Section 5.3.3, TS A shouldtpayprice (while for
the remaining 150 MW, it has to pay&MWh, at which it was allocated this power).

The procedure goes on iterating between energy and trasismiallocations, and, after 8
transmission allocation iterations, it converges to thalfgeneration schedules shown in Ta-
ble 5.17. One can see that, since the use of gAl, gA2, gB1 a@d@Benergy production
has been limited due to transmission constraints, thosergems, being less expensive, have
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been used for reserve provision. It is noteworthy that thed &chedules that resulted from the
proposed procedure are practically identical to the sdiesdhat result from a single system-
wide energy-reserve co-optimization (note that the resschedules in area C resulting from
the proposed method and those resulting from the systera-clédring are equivalent in terms
of cost).

It seems that the proposed way to jointly schedule resenviiiEnergy allocation loop works
as expected, without compromising the already presengdrieof the approach. Admittedly,
more tests are needed to draw more definite conclusions.

Finally, let us recall that the proposed method has beem tmithe assumption that it is ac-
ceptable to have TSs scheduling reserves and that the &i8&s can express their reserve
requirements as proportional to their respective aredal thspatched load (or generation).
In case the above conditions are not met, other possiblersehéhat would achieve efficient
energy and reserve co-optimization should be thought oéaiB}, the intrinsic difficulty of
finding such schemes lies on the fact that generators’ erargyeserve bids need to be as-
sembled by one entity. Given the market participants’ camiility restrictions, this may not
be an easy task.

5.6 Accounting for losses in Transmission allocation

In the Energy and Transmission allocation procedure ptedetown to here, the transmission
system has been assumed lossless. However, losses caddep® non negligible percent-
age of the energy production (for instance a figure of appnately 4% is cited in [GTOO,
dSdCCO03]). Thus, it is appropriate, when scheduling geimgrand allocating transmission
capacity, to also account for losses. The viewpoint adoptsé is that each TS should be
assigned the responsibility for the losses it “creates”tduts schedule.

5.6.1 Estimating transmission losses in DC models

In [SJAQ09], a review of DC models used in the power systermditege and applications is pre-
sented. DC models are classifiedas-startor cold-startmodels. The former are constructed
at a solved AC power flow base case, while the latter are tijpicsorted to when a reliable
reference AC power flow solution is unavailable (usually thukack of good voltage/var data).
PTDF models belong to the general category of incrementahid@els, i.e. sensitivities for
changes around a base case. The base case can be an existing@&olution. Thus, in gen-
eral, PTDFs may correspond to a hot-start or to a cold-stadatn The PTDF model used in
this work is a cold-start DC model, as it is derived directlynh the network’s branch reactance
matrix (see Section 4.2.1).

Not accounting for transmission losses when using a DC mudglresult in significant errors,
which tend to accumulate close to the slack bus (or busesechio compensate those losses.
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In order to avoid this, the losses of each branch can be mbdsladditional power withdraws
at the two end buses of the branch [SJAQ9]. In case of hatisiadels, those withdraws can
be evaluated from the already known branch losses. On thteacpnin cold-start models the
net transmission losses have to be estimated and thensksig@mong the various buses in the
system.

For the simultaneous market clearings proposed in this wiarkhe absence of an accurate
estimate of losses, we resort to an approach proposed i IB07], where the estimation
of losses and their distribution among the system buseseafermed iteratively while clearing
the market.

Initially the branch flows are computed according to thelessmodel, as in (4.6). Then, the
lossedl, in each branclh are calculated using the approximatign= r,p;, wherer, is the
branch series resistance. Those branch losses are teahsitd bus power withdraws, to be
treated as loads at the next iteration. To this purpose, diti@hl power withdrawi,/2 is
assigned to each end bus of the branch. New generation debedta then computed in order
to compensate for the additional withdraws and branch floesgain computed using (4.6).
The branch losses can then be updated based on the new flahso @m. The procedure is
fast, it usually converges in at most three iterations [UABO7].

The above technique can be easily applied to the overlapparget problem, taking advan-
tage of the iterative nature of the market clearing procedarupdate the power withdraws
accounting for losses. This is easily added to the Transomsdlocation loop; the coordina-
tor, after computing the branch flows, calculates the cporeding losses as well. But, since
each of thell markets is power balanced, a mechanism is needed to shargdh&various
TS the additional generation needed to cover the additpmaer withdraws.

5.6.2 Allocating losses to TSs

Allocating responsibility for transmission losses to tlaigus market participants is a topic
that has attracted a lot of attention in the power systemalitee. The basic motivation lies in
the need to allocate the cost of those losses. Some methocstalbranch losses to individual
generators and loads [Bia97, KAS97, CGKO01, DAO6], or toteilal or multilateral transac-
tions [A. 00, DAO4, LG04]. Furthermore, there exist methedsere transmission losses are
computed from the full AC network model [Bia97, KAS97, CGK@AO04, DA06] and others
where a DC model is applied [A. 00, LG04].

Different loss allocation techniques have been proposexh aspro ratatechniques [IGF98],
marginal techniques [Elg71, GCKO02] (based on incremental transans®ss coefficients)
andflow tracingtechniques [Bia97, KAS97] (based on the neither provabialisprovable as-
sumption that the inflows are proportionally shared amoegtitflows at each network node).
We resort tdoss formulamethods [A. 00, LG04, CGKO01, DA04], which are more apprdgria
in terms of expressing losses with individual nodal injgei or transactions [DA06]. These
methods express the losses in each branch according towse flow equations, either in AC
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[CGKO1, DA04], where the expressidp = riy|? is used,|i;| being the magnitude of the
current branclh, or in DC [A. 00, LG04], with resort to the simplified expressi;, = r,p;.

The main challenge stems from the fact that system lossesravaseparable, nonlinear func-
tion of the bus power injections, which makes it impossibléivide the system losses into a
sum of terms, each one uniquely attributable to a genervédamhor a transaction. Thus, the
final allocation contains always a degree of arbitrarind$ss issue of fairness will probably

never be fully resolved [CGKO1].

The nonseparable nature of losses is easily seen by usB)g(t (4.6) in the DC approxima-
tion of the branch losses:

lb =T <Z tbnm> = (Z tbnm + Z Z tbnm tbnk ) (516)

m  k#m
where each bilinear term involves the participation of tw&sTn the branch flow.

When allocating the losses to the various TSs, it seemghtfarward to allocate each term
ry(tyn,,)? to themth TS. On the other hand, terms involving two TSs, irg(tyn,,)(tyny),
need to be shared among them. In [A. 00], the authors arguét tinay be unfair to equally
divide each such term between the two TSs (as is done for dgamjhG04, CGKO01, DA04]),
i.e. to allocate to thenth TS % (t,n,,)(t,n;) for the term it shares with thieth TS.

To illustrate the authors’ reasoning in [A. 00], let us calesia two-TS case where sharing the
bth branch flowp, = 1.1p.u. among the TSs gives participatigis = 1.0p.u. for TS A and
pP = 0.1p.u. for TS B. Assuming that, = 0.1p.u., the branch losses equak r,(p; +pP)? =
0.121p.u., withr(p)? = 0.1p.u.,r,(pP)? = 0.00IMW and 2r;,(p;!) (p?) = 0.02MW. It may

be argued that simply diving the bilinear term by two givessprbportional responsibility to
TS B for the losses.

Different ways for allocating the bilinear terms are thuspgwsed in [A. 00]. In the present
work, we followed the idea of allocating the bilinear termpiroportion to the square of each
TS participation in the branch flow. The motivation for thisocce is the quadratic relation-
ship between power flows and losses and the will to be consigtigh the chosen policy for
congestion management (see Section 4.4). Hence, evangdnilierm is assigned as follows:

(tbnm>2
(tomy,)? + (tpmy)?
(tyny)?

(

(tbl’lm) tbl’lk)

to themth TS:

7p(tony,) (tony,)

to thekth TS:

7p(tpmn ) (tyny)

Thus, coming back to the loss allocation mechanism perfdriméhe Transmission allocation
loop, the coordinator, after computing the branch flowscaltes the branch losses to the vari-
ous TS and, together with the congestion management contsiiicommunicates to the TSs
the corresponding bus withdraws to cover in their new maelesirings. For example, if the
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ith bus is connected with branchieandw, then the following injection will be communicated
to themth TS for this bus:

;b <(tb )” + Z (tyn (;bnm()tbnk)Q<tbnm)(tbnk)>

Ty 2 ( vnm)
2 <(t“nm> > (ton,)? + (tvnk)Q(t”nm)(tvnk>>

5.6.3 lllustrative example

Again, we resort to the 15-bus three-area system to illtestiee operation of the enhanced
procedure. Each branch series resistance has been taksnaet(dO of the branch reactance.
Table 5.18 shows the final generation schedules that relduttien the execution of the Energy

and Transmission allocation procedure incorporafing 1 constraints (columns 3-6), as well

as ignoring theV — 1 constraints (columns 8-11). Columns 7 and 12 present, withnathout

N — 1 constraints respectively, the generation schedulesésattrfrom a single system-wide

market clearing. Iterations of market clearings, as dbsdrin Section 5.6.1, have been per-
formed in order to account for losses.

For comparison, Table 5.19 shows the generation scheddebave resulted from executing
the proposed procedure and a single system-wide clearitiftgput accounting for losses, both
with (columns 3-7) and without (columns 8-1X)— 1 constraints. Expectedly, some additional
generation had to be dispatched to cover losses. In the ¢asarsmission allocation con-
sidering only pre-outage branch flow limits, one can notiz the final schedules are similar
in the two cases (with and without losses), with only somatamdhl productions from some
generators in the case where losses are accounted for. siimigdrity” holds in fact during the
whole sequence of iterations; whether losses are accotorted not, modifies the demanded
and allocated TS generations by only a few MW for all genesaand TSs.

On the contrary, the reader can notice that, when post-eutmnch flow limits are considered
in the Transmission allocation, accounting for lossesltedun a “qualitative” difference in
some TS generation schedules. Namely, “thanks to” the ld@sation mechanism, TS C has
been able to allocate some production from generators gBlraaostly, gB2, which allowed
it to resort by a less amount to the, more expensive compargB1 and gB2, generator gB5
(see numbers in bold in Tables 5.18 and 5.19). This affectd\Twho, in the case with
losses, did not allocated as much of gB2 as in the losslesgagain, see bold numbers in the
aforementioned tables).

The above result reveals, in fact, a general property of tbpgsed procedure, worth receiving
a comment. There exist two types of discrete “decision¥grnaby the coordinator in respec-
tively the Energy and the Transmission allocation loop agiieome of which may significantly
change the remaining iterations.

1. When market participants are allocated to TSs in the Braigcation loop, in case of
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Table 5.18: Final generation allocation (in MW); accougtfar losses
Gen | Bid incorporatingV. — 1 constraints without N — 1 constraints
TSA|TSB| TSC| Total || Single || TSA | TSB| TSC| Total | Single
gAl]| 5 105 | 25 25 | 155 | 155 || 135 | 111 | 4 250 || 250
gA2 | 4 110 | 50 | 50 | 210 || 210 97 50 | 103 | 250 || 250
gAd | 15 0 0 0 0 0 0 0 0 0 0
gA5| 8 || 229 | 116 | 83 | 428 || 428 || 326 | 65 0 391 || 305

gBl| 11 48 100 7 155 155 8 100 49 157 250
gB2 | 10 65 100 45 210 210 40 100 | 160 | 300 250

gB4 | 20 0 0 0 0 0 0 0 0 0 0
gB5 | 18 46 214 12 272 273 0 178 89 267 306
gC1| 30 0 0 210 | 210 210 0 0 0 0 0
gC2| 30 0 0 155 | 155 155 0 0 0 0 204
gC4 | 40 0 0 0 0 0 0 0 0 0 0
gC5| 35 0 0 17 17 17 0 0 207 | 207 0

Table 5.19: Final generation allocation (in MW); no accolantosses
Gen | Bid incorporatingV — 1 constraints without N — 1 constraints
TSA| TSB| TSC| Total | Single| TSA| TSB | TSC| Total || Single
gAl| 5 105 | 25 25 155 155 136 | 113 0 249 250
gA2 | 4 110 | 50 50 | 210 210 98 56 96 | 250 250
gA4 | 15 0 0 0 0 0 0 0 0 0 0
gA5 | 8 232 | 115 | 74 | 421 420 324 | 58 0 382 300
gB1| 11 43 100 0 143 155 9 100 | 48 157 250
gB2| 10 | 110 | 100 0 210 210 33 100 | 167 | 300 250
gB4 | 20 0 0 0 0 0 0 0 0 0 0

gB5 | 18 0 210 71 281 270 0 173 89 262 300
gCl| 30 0 0 210 | 210 210 0 0 0 0 0
gC2| 30 0 0 155 | 155 155 0 0 0 0 200
gC4 | 40 0 0 0 0 0 0 0 0 0 0
gC5| 35 0 0 15 15 15 0 0 200 | 200 0

conflict between two (or more) TSs, whether a TS will get orthetright to dispatch a
participant depends on its offered pricen a switch-like manner. There is a threshold
value, defined by the other TSs offered prices for the mar&ketgipant under question,
above/belowwhich the TS will get all the quantity it asked for, and belabdve which

it will get nothing’.

2. In the Transmission allocation loop, the switch-typesrstems from the treatment of
counterflowing TSs. For any congested branch, a flow paatiicip of just below/above
zero MW makes the difference between the TS under questa@ivieg no constraint
for that branch or receiving a constraint that does not atloevTS to increase/decrease
its branch flow contribution.

“Depending on whether the participant is a generator or a load
5A third case is whem equals the threshold value, which results in the TS gettipgraof what it asked for.
5Depending on the direction of the main flow.
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Table 5.20: Final generation costs i)
| N—1]losses|| TSA| TSB| TSC | Total || Single]
no || 4395[ 7127 13675[ 25197 25115
yes || 4817 | 7210 | 13271 25298]| 25300
no | 4093 | 6467 | 11184 21743]| 21300
yes | 4155 | 6572 11416 22142]| 21568

yes

no

Coming back to our results, the counterflow-related swiygle behavior is the reason why
incorporatingN — 1 constraints ended up with the above mentioned differentedsn the
cases with and without losses accounted for, respectiddgr the first iteration of the Trans-
mission allocation loop, in both cases (losses accountettr branches B1B3 and B2B3
get overloaded and the alleviation effort is shared amoadtttee TSs (in both cases a power
flow decrease of 25 MW is assigned to TS C for each of the twodhes). After the second
Transmission allocation iteration, both branch flows atewéheir limits and according to the
congestion management policy the remaining capacity iesh&mong the TSs proportionally
to their participations in the flows. In the lossless casbkafipens that TS C is creating zero
flow in branches B1B3 and B2B3 (due to the various constraimexeived, it had to deallo-
cate all the generation it had dispatched from gB1 and gB@)lams, according to the rule, it
receives zero from the remaining MW capacities of thosediras. This results in TS C not
being able to schedule generation from gB1 and gB2 at theitegation (and, more generally,
in the remaining of the procedure). On the contrary, in theeoaith losses, again TS C is
obliged to deallocate all generation it had from gB1 and d&2,now, due to the loss alloca-
tion mechanism, power withdraws at buses B1 and B2 have lssggned to it, stemming from
its participation in the previous iteration’s losses inrmiaes B1B3, B1B2 and B2B3. Thus,
it happens that, after the second Transmission allocatvation, TS C’s participation in the
B1B3 and B2B3 branch flows is a -0.242 MW flow for each branchother words, TS C is
now counterflowing in those branches and, according to tlee mo constraint related to them
is assigned to it for the next iteration. This results in TSc8esluling, and keeping until the
end of the procedure, some generation from gB1 and gB2.

A possible way for dealing with this switch-type issue is mi@med in the section that follows.

Finally, Table 5.20 collects the resulting generation so&ir all four cases presented in Ta-
bles 5.18 and 5.19. One can see that accounting for traniemissses leads to a small aug-
mentation of generation costs. Where post-contingencgtcaints are incorporated into the
congestion management problem, the final total generatistig practically the same as what
would have resulted from a single system-wide optimizaftbe fact that it turns out to be 2
€/h less than the single optimization cost is just due to samneding effects). Where only
pre-contingency flow limits are considered in the congestianagement problem, the cost
from the system-wide optimization is 2.6% lower than thet aigtained with the proposed
approach.
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5.7 A comment on the energy and the transmission alloca-
tion rule

In the previous section, it was shown with an example that allsthange in a TS schedule
could result in a significant change in the final outcome, dube¢ two switch-type behaviors
of the Energy and Transmission allocation procedure.

To what regards energy allocation, this behavior could Is#yeavercome by having the co-
ordinator allocate capaciti@s proportionto the TSs’ price offers. Like this, an infinitesimal
difference in a TS’s price offer would always result in annitésimal difference in the quan-
tity it will be allocated. However, such a policy would go aust the generators’ profits and,
more generally, against economic efficiency. Furthermibrgould be difficult to have it ac-
cepted (why should a generator be obliged to sell part ofapacity to somebody who values
it less than a competitor?). In fact, this switch-type bétasalready exists and is accepted
in the various pool-based electricity markets, where,dgiby, a generator whose bid is even
infinitesimally higher than the bid of the marginal genera®not dispatched for energy pro-
duction.

On the contrary, to what regards transmission allocatiba, differentiation made between
counterflowing and non counterflowing TSs might not be careid acceptable. It would
seem more reasonable that a TS with a small positive cotitiibto an overload is not treated
significantly different than a TS with a small negative cdndtion (i.e. a counterflow) to the
same overload. In this respect, Fig. 5.8 outlines how lovirdautions to an overloaded branch
flow could be treated. In both diagrams, the horizontal axes the participation of a TS in
the branch flow, while the vertical axis shows the part of ttenbh’s capacity that is allocated
to this TS as a result of the congestion management policg. |gft diagram corresponds to
the policy that has been used in this work and the right dragmaa “smoother” policy. For
simplicity it has been assumed that a counterflowing TS carupdo the whole capacity of a
branch.

The left diagram shows, as already explained in Chapter at, ahTS counterflowing in a
congested branch (i.e. a branch that at some point duringettagions has been overloaded)
will be unlimited regarding the flow it creates in this brarahthe next iteration, while a
TS which is not counterflowing will be allowed to use, at masich part of the branch’s
capacity as it is presently using. One can easily undergtatc TS with a small contribution
to an overloaded branch, will practically be obliged to keéleis small contribution for the
remaining of the iterations (except if another TS, with hightribution, decreases significantly
its participation in the flow).

The principle of the solution that is qualitatively showrthe right diagram of Fig. 5.8, consists
in allowing: (a) TSs with low flow contributions to somewhatrease their utilization of the
branch, and (b) counterflowing TSs to remain unconstrammegdressivelysuch that a TS with
an infinitesimal low counterflow is treated in almost the savag as a TS with an infinitesimal
low positive contribution.
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% of branch capacity (allocated to the TS) % of branch capacity (allocated to the TS)
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Figure 5.8: Making the transmission allocation rule “snineot

The rationale behind the “smoother” approach is twofoldtfia TS should not be treated sig-
nificantly different from another if their flow contributigrare relatively close to each other,
and second, a TS should not be left trapped into having tlint taguse only a very small per-
centage of a branch’s capacity. Note that for larger pasiivcounter- flows, the “smoother”
approach goes asymptotically to the rule that has been nddiwork. However, it may not
be obvious to choose the appropriate smooth function, vdoileergence difficulties may be
experienced (since the decomposed constraints assigried 6Gs contributing to the coun-
terflow do not altogether alleviate the overload). Futur@leamentation and testing of this
approach could be of interest.

5.8 WIill TSs try to act strategically ?

5.8.1 Motivation

It is natural that the players in a game try to act stratelyicdlo this purpose, a player may
anticipate what the others’ actions will be and include thfigrmation into its decision-making
problem. For instance, in the proposed method for EnergyTaadsmission allocation, the
various TSs, when clearing their markets during the sucee$erations of the algorithm,
could aim at dispatching their participants in a way thategithe other TSs’ market clearings
and the coordinator’s decisions, they obtain an as smalbssilple cost at the equilibrium of
the procedure.

The problem of an electricity producer’s optimal biddingagtgy in a pool electricity mar-
ket provides an example of strategic behavior from the pasystem literature [BZTBO07,
BCG"06, HMP00O, WO02, RC09]. In this problem, the producer chedke bid it should
submit to the market operator such that the market cleariogtcome (i.e. the scheduled
guantity to be actually produced and the correspondingepdde received by the producer)
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maximizes the producer’s profit. The producer knows thantleket clearing depends on all
the producers’ submitted bids. For this reason, in the apatbécations, the producer’s bid se-
lection is formulated as a bi-level optimization problentwthe variable being the producer’s
bid. In the “lower” (internal) level, the producer solve®tbperator's market clearing prob-
lem, using an estimate of the other producers’ bids. Thisropation problem is a constraint
in turn, embedded into the “upper” (external) level optiatian problem, whose objective is
to maximize the producer’s profit (given the market cleanegulting from the lower level)
subject to additional technical constraints.

Since the lower-level problem is assumed to be continuodscanvex, it can be replaced
by its Karush-Kuhn-Tucker first-order optimality condit®[Kar39, KT51], which yields a
Mathematical Problem with Equilibrium Constrain8IPEC) [RC09]. MPECs are inherently
non-convex, nonlinear optimization problems. The methgisd to solve them cannot, thus,
guarantee that the global optimal solution has been fouZd E7]. A short description of
what a bi-level optimization problem is, as well as its castimn with MPECSs, is given in
Appendix D.

Clearly, solving the lower-level market clearing problesquires one to guess the behavior and
data of both “rival” producers and consumers. Hence, thiebeill a producer anticipate the
other producers’ submitted bids, the most profitable cheitiet make regarding its own bid.

In this respect, in [RC09] the authors incorporate the uag®y associated with demand and
generating offers into the producer’s model by considemigtiple lower-level market clearing
problems, each of them representing a possible realizafitre uncertain parameters.

Alternatively, the producer can exploit the fact that theneamarket clearing is performed
on daily basis and resort to an automatic learning algorithorder to model its competitors’
behavior. In [BO01] the authors present a learning algorifbr generators that shares the same
essence with reactive learning, while in [YLT07, KB@6] generation companies are modeled
as Q-learning agents. The analysis of electricity marketsiclering strategic bidding market
players with learning capabilities is called agent-basedigtion [YLP10]. For example, in
[TBO7] the authors employ agent-based simulation to stuygy market performance and,
in particular, capacity withholding and the emergence oitteollusion among the market
participants. In this respect, generators are modeled &gstigd agents capable of learning
through the interaction with their environment, followiageinforcement learning algorithm
(the SA-Q- learning algorithm).

Acting strategically is, in general, a difficult task to aee. In the particular problem dealt
with in the last two chapters, what makes it even more coragdiare, first, the iterative nature
of the method, and, second, the existence of two steps oflc@tion. On the other hand, the
same (or, at least, a similar) game between the TSs is expiechke played on a regular basis
(say, every day) which could unveil some statistically egpd patterns that could be exploited
by the TSs when strategically clearing their markets.

At this point, let us see what the fact that a TS clears its ptarka strategic way would mean,
i.e. what could a TS make else than just solving problem §4.4Be outcome of the latter
consists of a set of (demanded or allocated) generationtitjgarand a set of corresponding
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offered prices. Clearly, the TS strategically formulatitegmarket clearing would announce
generations that do not, at this moment, minimize its codtarprices that do not stem from
its official pricing mechanism.

Clearly, before putting any market clearing procedure prtactice, it should be carefully ex-

amined that it is not vulnerable to gaming by players who @ategically, in a way that the pro-

cedure’s outcome no longer meets the objectives of operamesfairness that were originally
envisaged by the designers of the procedure. In this seateyy preliminary considerations

are given, mainly focusing on how a TS could formulate itatefgic behavior. The issue of
gaming remains an interesting research direction towdaigydhe here-presented work could
be continued.

Before going on with the more involved case of the combinedrgynand Transmission allo-
cation procedure, it is helpful to first consider how a TS dontlude into its clearing problem
information regarding a single iteration of one of the twope.

5.8.2 Strategic behavior of a TS inside the Energy allocatimloop

At a step of the Energy allocation loop, a TS announces todbedinator demanded quantities
and corresponding prices and receives some generatiaa@dn. This allocation, determined
by the coordinator’'s computations, depends on the marketidgs of all the involved TSs.

If the TS under question cleared its market considering wiaitld be the outcome of the

remaining TSs’ market clearings as well as the outcome ottimedinator’s computations, it

could announce demanded quantities and prices yielding profitable allocation.

Let us assume that theth TS has been able to derive analytical models approximatira
satisfactory manner the other TSs’ market clearings asasdthe coordinator’s energy alloca-
tion. This would mean that theth TS could express thieth TS’s market clearing outcome,
i.e. the demanded generatigpand the corresponding offered prices as functions of other
variables involved in the procedure. For instance as:

whereg,, Ap, andAp, stem from previous computations of the coordinator. Theteeen
defined in Chapters 4 and 5 as, respectively, the new geneicpacities available to theh
TS (resulting from the last energy allocation computatem) the branch flow decremental and
incremental changes that should be provoked byith&d' S’s new injection schedule (resulting
from the last transmission allocation computation).

Note that the functions in (5.17) can, in general, be coottdito depend on more than
the three shown variables (those communicated toktheTS by the coordinator). For in-
stance, if thenth TS wants to consider that théh TS may be also modeling the others,
it could express théth TS’s market clearing approximation as a functiomudre variables
appearing in the procedure. For example an approximatiafddee a function of the type
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g. = g (gl, o B AP, APy, APT - AP T T .), with the vectors in
the parenthesis being already defined. The same can be saiq &5 well. Note also that,
in general, the expression modeling ttte TS’s market clearing implicitly incorporates some
estimation to what regards private information of othakg the various market participants’
bids to thekth TS.

Similarly, we assume that theth TS expresses the coordinator’s energy allocation comput
tions with the following function:

whereg includes the generation quantities allocated to TSs. Asi@efin previous sections,
vectorsg and 7 include all the TSs’ announced offers at this step of the g@neatlocation
loop, while vectorg contains the generation productions that where allocatezhth TS in
the previous iteration of the Energy allocation loop. The mgneration capacities available
to each TS are trivially computed from (5.18). For instartbe, vector of generation limits
communicated to thewth TS isg,, =g — Zk?ém g

Thus, thenth TS can make use of thd — 1 models of type (5.17) and the model (5.18) so that,
by properly modifying its original problem (i.e. the one givin (4.40)), it clears its market
in a way that yields some desirable generation allocatiam.iftstance, if thenth TS wishes

to clear its market so that after the coordinator’s allaabf generators it gets, at minimum
cost, generation quantities that cover the demand it seitvesuld: first, compute, and

YV k # m, using (5.17), and then, perform the following modified neariearing:

min nle. 5.19a
gm7§7n77.r7n { mg } ( )
S.t. Tm 2 Cm (5.19b)
17g,, =17d,, (5.19¢)

17g,, = 1"d,, (5.19d)

0<g.,<8g, (5.19¢)

ty(8m —dp —0p) < —(Apy )y b=1,... (5.19f)
ty(8n —dy, —0,) > (Ap)l)y  b=1,... (5.199)

At this point, it may be helpful to recall what is the markegaing problem, used in this work,
for a TS that does not act strategically:

min {cﬁ’gvm} (5.20a)
gm
s.t. 17g,, = 17d,, (5.20b)
0<gn<8, (5.20c)
ty(8n — dp — 1) < — (AP, )y b=1,... (5.20d)

ty(8m — dp —0y) > (ApF)y b=1,... (5.20€)
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In the above two optimization problems,, is themth TS’s injection schedule based on which
the requested branch flow correctiop;, and Ap,” were computed at the last transmission
allocation iteration. As already explaingglis the vector containing the generation productions
that were allocated to each TS in the previous energy altwtéeration. If problem (5.19) is
solved at the first energy allocation iteration, i.e. the befre which transmission allocation
was performed, theg,, (i.e. the generator powers allocated to thth TS) is involved imn,,
(let us recall than,, =T g,, — A d,,). However, if the problem is solved at a next iteration
of the Energy allocation loop (this could happen if, for arste, thenth TS, due to inaccurate
anticipation, did not get, after the first energy allocati@mation, all what it was aiming at),
theng, which in (5.19h) refers to the last energy allocation itiera corresponds to different
schedules than,,,. Finally, let us recall that,, is the vector containing all generators’ bids
placed in thenth TS’s market at the beginning of the procedure.

The outcome of both (5.19) and (5.20) is a vector of deman@eermtion quantitieg,,, and

a vector of offered prices,, to be announced to the coordinator in order to proceed with
the Energy allocation. It should be noted, however, thatlenh (5.20) 7, is computed as

a side-effect of the optimization problem (according to phieing rule used by thenth TS,

for instance a marginal clearing price rule), in (5.19) is explicitly treated as a problem’s
variable.

Let us, indeed, have a deeper look in problem (5.19). In tleblpm, apart frong,, andsr,,,
the generation quantities, that the coordinator is expected to allocate tostfte TS are also
modeled as variables. To compute them, the part of modeB)giving g,, is incorporated
into the optimization problem as equality constraints, agnis.19h). These constraints relate
g,, with the other variables of the optimizatiog, andw,,. The estimate of the other TSs’
demanded quantities and offered prices are fixed parametgssl9), which have been com-
puted before performing the optimization. The objectivéhid strategic market clearing is to
minimize the actual cost of the TS, i.e. the amouttg,, that it will have to pay to satisfy
its demand. Constraint (5.19c¢) ensures that the TS will gattey the amount of generation
is needs. The offered prices,, do not stem from a pre-defined pricing rule but are part of
the TS’s strategic behavior: they result from the optimaassuch that, on one hand, they
minimize the cost to be paid (see the objective function)laeylon the other hand, they allow
to the TS to get the generators of its choice (see constrért8h)). The role of constraint
(5.19Db) is to make sure that those prices are not lower thabitts submitted by the genera-
tors. Constraints (5.19e) to (5.19g), which are the same #einon-strategic market clearing
(5.20), stem from the rules of the procedure. Finally, inigresting to note that, in principle,
constraint (5.19d) could have been omitted since (5.19¢pyan ensures that the TS will get
what it needs. However, the announcement of a balancedsen@e.1”g,, = 17d,,) is nec-
essary in order for the change in branch flows in constraini®f) and (5.199) to be correctly
computed.

One can see that problem (5.19) has no longer the form of ealymiarket clearing. Generators
are not necessarily dispatched in ascending order of praither are the offered prices com-
puted according to a pre-defined, clear to the participaunts, (such as a common marginal
clearing price or locational marginal prices). This may hetacceptable if the TS is a PX
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or a TSO, since such entities have the obligation to dispiieemarket participants applying
a publicly announced algorithm. On the other hand, in thepgsed framework the TS is a
general entity settling multilateral transactions, it siloet necessarily coincide with a PX, and
as a result it could use undisclosed algorithms to clear &kat. The role of a generic TS is
to settle transactions that are economically profitabletferinvolved participants and, as long
as it offers prices larger or equal to the generators’ bidissanaller or equal to the loads’ bids,
then this role is fulfilled. In this respect, it would be appriate to view the Energy allocation
loop as a common marketplace where any market participarpleae its bid(s) knowing that
the coordinator will take care that the participant is dispad to its highest profit.

Problem (5.19) tackles one single iteration of the Enerfpcation loop. However, what really
counts for a TS is which generators will be allocated to it ahavhat price, at the end of
the loop. Clearing its market as in (5.19), at every step efhergy allocation loop, could
already be enough for a TS to end up with a satisfactory géaerallocatiorf. The reason is
that, along the iterations, the most interesting genesatdl tend to be allocated first; hence it
makes sense for a TS to have as a strategy to be allocatedhattep of the loop, the cheapest
generators. The anticipation will be more complete, thouigthe TS models in its market
clearing problem several of (in theory, even all) the renmgjnterations up to the point when
the method proceeds with the Transmission allocation.

It may be profitable for a TS to “refrain from rushing” to get #le generation capacity it
needs in one energy allocation step, because some otherd &gxected to release interesting
generators, previously allocated to them (and thus noeptBsavailable to the TS under ques-
tion), due to constraints of type (5.19f) and (5.199) raldtealleviation of branch overloads.
Tables 5.3 and 5.4 provide such an example, where at therieggg allocation iteration TS A
cannot ask for more than 150 MW from gA5 (see Table 5.3), huheasame time, TS B and
TS C are obliged to release some or all the capacity of gAS tlaeybeen allocated and, thus,
at the next iteration of the same Energy allocation loop TSa#é &ccess to an increased avail-
able capacity of gA5. The pricing rule introduced in Sectto8.3 suggests that a TS may be
motivated to wait for some cheap generation to be releasspaizhing expensive generation
and then releasing it for some cheaper one may end up in thayliBgomore for what it could
have dispatched at lower price.

For example, if thenth TS wishes to anticipate two Energy allocation iteratjongh the
objective of being after those iterations allocated, atimirm cost, a total generation equal
to the total load it serves, it could clear its market by swvan optimization problem that is
presented step-by-step as follows.

Let us callg( andg the generator powers that theh TS expects to be allocated after the
first and the second energy allocation iteration, respelgtiv hus, the total expected allocated

power isg,, = g(l) + g,(n). Let us also denote ngm ,wé’) and (gm ,7'rm ) the pairs of

demanded quantities and corresponding offered prices coneoated by thenth TS to the co-
ordinator at the first and second energy allocation itematiespectively. More precisely, since

71t should be kept in mind that the models used by the anticigafS are estimations only; in reality the TS
may not get all what it had predicted.
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the market clearing is supposed to take place at the firstygaéocation iteration(’gv,(ﬁ), 7r§33>

are the values that will be actually communicated to the dioator, while ’g“,(ﬁ), 72 are

what themth TS anticipates to communicate to the coordinator at thet er@ergy allocation
iteration, provided that its predictions for the first eneadjocation turns out to be correct.

The wish of thenth TS to allocate the whole generation it needs to satisfgémeand it serves
at minimum cost, suggests using the following objectivesmarket clearing:

min {7 VTl 4 7ATg@) (5.21)
with the constraints:

) > e, (5.22a)

2 > ¢, (5.22D)

17gM) 4 17gl? = 17q,, (5.22¢)

For the reasons already explained, the TS demanded gemetptantities are at each step
such that they cover the (inelastic in our example) demamdi aage bounded by the capacities
available to thenth TS. This yields the constraints:

17gly) =174, (5.23a)
17g® = 174,, (5.23b)
0<gy <E, (5.23c)
0<gn <gl (5.23d)

whereg,, stems from the previous energy allocation and is a fixed pat@nmn the optimiza-
tion problem. On the contrary, vectgf) is a variable in the problem. It contains the generation
availability limits that are expected to be communicateth®mth TS at the end of the first
energy allocation iteration. The waf!) is computed within the optimization is explained in
the sequel.

Clearly, the schedule of theth TS should satisfy the branch flow constraints stemmingnfro
the last transmission allocation iteration:

ty (8 —dn —10,,) < —(Ap,), b=1,... (5.24a)
ty (Y —dn—0,) > (Ap)), b=1, (5.24b)
ty (82 —dn —0,) < —(Ap,), b=1, (5.24c)
ty (82 —d, —0,) > (Ap)), b=1,... (5.24d)

Note that all branch flow constraints refer to the sched)eonsidered by the coordinator in
the last transmission allocation.

In order to anticipate the outcome of the coordinator’s cotapons, at both the first and second
energy allocation iteration, theth TS resorts to the coordinator behavior model it usesta.e.
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Eq. (5.18). This gives the following constraints to be inpmrated in the optimization problem:

gV = g(&", =" g) (5.25a)

g? = g, (g?,7® g) - gV (5.25b)

g =g-> gV vk (5.25¢)
n#k

where (g, (V) and (g®, «®) group all TSs’ demanded quantities and corresponding of-
fered prices submitted to the coordinator at the first and#oend energy allocation iteration,
respectively. Vectog(!) contains the generation powers allocatedltadhe TSs by the coor-
dinator at the end of the first energy allocation iteratiomwhat regards the second iteration,
only the generation powers allocated to thth TS itself are modele(g@) in (5.25b), similar

to (5.19h)), since the others are not used inithita TS’s market clearing. Finally, (5.25c)
gives the expected generation limits needed in (5.23d).uketcall thag includes the gen-
erator limits whileg includes the allocated generations stemming from the posvenergy
allocation.

It is noteworthy that, for any T§ # m, g andn-k are fixed parameters in the optimization
problem. They are estimated by theth TS, before clearing its market, using its models (5.17).
On the contrary, ag\”’ and='” arevariablesin themth TS's market clearing problem. They
cannot be estimated in advance because they depend on atiadxes of the optimization. So,
to compute them, theith TS, resorting to its models (5.17) of the other TSs’ mackesirings,
adds the following constraints to the optimization:

50— (& App.8pf) VE £ (5252
=, (g,j ,Ap; Ap;;) Vk#£m (5.26b)

Note thafg'" is computed in (5.25c) for alt (i.e. includingm).

All'in all, at the first energy allocation iteration, in ord&r come up Witr’g( and~'y to be
announced to the coordinator, theh TS clears its market by solving the optimization problem
consisting of (5.21), (5.22), (5. 23) (5.24), (5.25) an@6. The variables of this problem are:
’gvgrll)’ 71-1(71) g(l) g(l) g(2) 2 andg )

5.8.3 Strategic behavior of a TS inside the Transmission atation loop

In a similar way, a TS could anticipate what the outcome ofTitesmission allocation loop
will be and properly dispatch its market participants toanthe most profitable use of the
transmission network.

We now consider the only Transmission allocation procedwithout iterations for energy
allocation (this corresponds to the algorithm presentechapter 4). We assume that theh
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TS has constructed analytical models of the other TSs’ mal&arings, expressed as functions
of the coordinator’s requests for branch flow decreasesareases and of the modeled TS’s
previous injection schedule:

8t = 8k (APE, Ap;, ﬁk) Vk#m (5.27)
whereg, denotes théth TS’s new generation schedule (load is again assumedstiwla

Let us assume that, at a given step of the Transmission atloclmop, themth TS, solely

by using theAp;: and Ap,. corrections received from the coordinator, as well asithe- 1
models (5.27), is able to predict the s€ts andO’_ of overloaded branches for which it will
be requested to modify its flow (downwards and upwards, ms@dy). Let us finally assume
that themth TS is able to identify for each branéh € O’ andbt € O, the setsC(b™)
and, respectivelyiC(b™) of TSs that will also be requested to modify their flows (i.boge
that are not counterflowing). Note th&X and(’, may also contain branches that have been
overloaded in previous iterations. Let us cdll and. A, the sets of branches for which the
mth TS has already received decremental and, respectimelgmental flow constraints from
the coordinator. Clearly, itisl_ € O” and A, C O/,.

Themth TS can then modify its market clearing, having as an olyetd minimize its gen-
eration cost at the next transmission allocation iteraiien after having adjusted its schedule
in order to meet the coordinator’s constraints. To this paep themth TS has to solve the
following optimization problem:

min {clel} (5.28a)
gmvg;nvAp;leApr/
s.t. 17g,, =1"d, (5.28D)
0<g, <8, (5.28c)
ty (&, — &m) < — (Ap,, ), be O (5.28d)
ty (g, — 8m) > (Ap,)), be O, (5.28¢)
17g,, =1"d, (5.28f)
0<gn,<g, (5.280)
ty (gn — dp — 1) < — (Apy,), be A_ (5.28h)
ty (8m — dm — 10p,) > (Ap})), be A, (5.280)
-~/ tb(gm - dm) _ , .
Ap,, ) = ty(gr —d) — D be O (5.28)
< >b ZkelC(b) ty(gr — di) ke;(b) ’

_ tb<gm - dm) _ /
Ap,, ) = - to(gr —di) — P be O, (5.28Kk)



Chapter 5 161

In the above formulation, variables that refer to the sedaed anticipated) market clearing
are denoted by ‘asymbol. Thusg,, is the actual outcome of the strategic market clearing (i.e.
the one resulting in the schedulg, =T g,, — A d,,, to be communicated to the coordinator),
while g/ is the generation schedule that théh TS expects to set up at the next transmission
allocation iteration.

Constraints (5.28b) and (5.28c) stand for the fact that #ed generation schedule should
cover the demand and be within the generators’ capacities siiilar constraints (5.28f) and
(5.289) relate to the present generation schedule, whi28( and (5.28i) are the branch flow
limits stemming from the previous transmission allocattenation.

The coordinator’'s computations are anticipated with (§.28d (5.28k), giving the next branch
flow corrections Ap;, and Ap;) expected to be requested from thgh TS. Those new
limits depend on all the TSs schedules. Theh TS generation schedule is a variable in the
optimization, while all the others’ have been computed etiog to the models (5.27) prior
to solving (5.28). Finally, the constraints in (5.28d) abd28e) are the estimated new branch
flow-related inequality constraints that theth TS will have to incorporate into its market
clearing at the next transmission allocation iteration.

As for the energy allocation iterations, a TS acting striatdly could anticipate more than one
transmission allocation iterations by incorporating tbeesponding models and variables into
its market clearing problem.

5.8.4 Strategic behavior in both Energy and Transmission &cation loops

One can envisage, at least in theory, that a TS combines tHeetdearing formulations that
were presented in the previous two subsections for, segparahergy and transmission alloca-
tion, and makes up an optimization problem where futureggnand transmission iterations
are anticipated. This would offer similarities with ModeieBictive Control approaches (e.g.
[Mac02, OMGCO07b, OMGCO07a]), in so far as a TS would optimigesequence of actions over
multiple future steps, and each time implement only thos$e@e that correspond to the first
step. The remaining computed actions (referring to futteps would not be used, since at the
next iteration of the procedure the TS under question wont®@gain solve its optimization
problem.

All in all, some strategic formulations of a TS’s market ¢lag have been sketched in this
section. To keep the presentation as simple as possiblee foomulations have been based
on the assumption that the anticipating TS has been ablen&ircet analytical models of the
other TSs’ market clearings and of the coordinator’s comfarts. In practice, however, this
would be a very difficult task to achieve, if at all possibleheTvarious TS market clearings
take on, in fact, the form of optimization problems (likeZ8)). The same holds true for
energy allocation, where the coordinator’s objective isnaximize each generator’s profit.
In addition, in both energy and transmission allocatior tlordinator takes some if-then
decisions which would have to be modeled as complementemitgtraints. Namely, those
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decisions stem from: (a) in energy allocation, the rule ¢h&% should keep whatever has been
allocated to it in previous iteration and it continues to,askwell as the rule that, in case of
equal offered prices, allocation should be made propaatipto demanded quantities; and (b)
in transmission allocation, the rule that no alleviationstpaints should be assigned to the TSs
that are counterflowing in an overloaded branch.

Thus, the modeling of other TSs and the coordinator by a Tie@gstrategically, would yield
multilevel optimization problems, i.e. optimization pteims which involve as constraints
other optimization problems and/or equilibrium constraijsee Appendix D for a formulation
of such a problem). For instance, the models (5.17) woulthety be optimization problems
of the type (5.20). Reference [CMSO07] provides a good ihfi@nt to the literature of al-
gorithms for solving bi-level (i.e. a particular case of milalel) optimization problems. It
should be noted, however, that these problems are intaigiconlinear and non convex and,
thus, difficult to solve (even the simplest bi-level problem. with all involved constraints and
objective functions being linear, has been shown tdffe-hard in [Jer85]). In the beginning
of this section, some approaches, taken from the powermy#trature, that involve solving
bi-level problems have been cited. Solving the bi- (or hikevel optimization problems that
stem from strategic behaviors by the TSs, in the approagbhogexd in this work, seems to be
an interesting and exciting topic for future research.

Alternatively, the strategic behavior of a TS could invotesorting to automatic learning al-
gorithms, such as reinforcement learning [EGCWO09, YLTOBK 06], in order a TS to avoid
explicitly modeling the other TSs but, instead, use its elgpee from previous executions of
the procedure in order to, gradually, formulate an appeterstrategy for its market clearings.
This is another exciting topic worth of further investiguti

5.9 Conclusion

Starting from the Transmission allocation procedure dgyadl in Chapter 4, this chapter built
upon covering a variety of issues, overall resulting in ahagiced Energy and Transmission
allocation scheme that contributes another step towarstiog a common electric energy
marketplace in an interconnection, where congestion isiaitlg managed in an efficient way,
from both a social welfare and an engineering viewpoint.

As regards the common marketplace, the proposed Energsaiba procedure allows dif-
ferent electricity markets to be coupled, thus offering enoptions to participants and more
liquidity to TSs. As for congestion management, the progdgansmission allocation proce-
dure, complemented witN — 1 security constraints, offers a mechanism that is fair asg t&a
implement, while leading to efficient and secure use of thesmission network. Security can
be enhanced in an efficient way by allowing for joint energy aeserve scheduling. Finally,
the issue of transmission losses, which could be signifitanase of long-distance transac-
tions, has been dealt with. In fact, embedding in the proaethe issues oiV — 1 security
constraints, reserves and losses, helps avoiding thereooér of a situation where the TSOs
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of the involved areas would have, ex-post (i.e. after theaue of the iterations), to make
important corrective adjustments.

The approach has been thoroughly illustrated on smaleseemples. Although they refer,
for clarity, to a simplified situation (inelastic load, al5% using the same pricing mechanism,
etc.), the approach can encompass more involved situatiddmittedly, more testings are
needed before considering the proposed method for praapgéication. Future work should
deal with several issues such as: (a) incorporating contptestructures; (b) vulnerability to
participants or TSs trying to “game” the procedure; (c) ltokexisting transmission pricing
mechanisms and (d) possibility of reducing the number ohitens, if prohibitive.

Regarding (c), it was assumed in this work that one or seweratmission pricing schemes
are in effect throughout the system. The latter are expeotbd reflected in the prices offered
by the TSs or/and the market participants.

Regarding (d), it is recognized that with the current sthth® art the proposed iterative clear-
ing methodology would pose an important burden in the bigldiettling process and would
increase the transaction costs. However, as electricitketa mature, the bidding process
is expected to become routine for generators and the mativerbfit will drive them to bid
across multiple markets, given the relevant framework.dditgon, advances in online nego-
tiation and electronic trade using intelligent agents [O& INPTO01] are likely to wipe out the
increased time requirements and transactions costs oftipeged iterative scheme.
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Conclusion

6.1 Brief summary of the work

Operating large power systems in a decentralized mannametimes a challenging task,
which requires proper coordination of the different invedvactors’ control decisions. With
reference to two specific, self-standing, power systemlprob, some algorithms and/or oper-
ational procedures have been developed in this work se¢&irgconcile the multiple actors’
simultaneous decisions, while a unifying mathematicahaork, borrowed from the fields
of Game Theory (basically) and of Multi-Objective Optimtipa (as a complement), has been
used as the main conceptual tool to formulate the proposeasid

Precisely, the situation where various TSOs, whose relspaxintrol areas are within the same
interconnection, simultaneously modify the angle se#tinfjtheir respective PSTs, has been
our first field of application of a coordinated decentraliZeamework. The second applica-
tion has stemmed from the development of a decentraliz&usaction-based, market structure
where TSs settle multilateral power transactions througha interconnection. An improved
extension of the coordination framework that was used ferRET control problem has been
considered in order to properly manage the congestiontiegditom those overlapping mar-
kets.

The choice of allowing the simultaneous optimization of tiplé actor objectives has been
preferred against resorting to the optimization of a simgigective that would be a combina-
tion of the individual objectives. This choice stemmed adim practical reasons dealing with
the acceptability of a single-objective approach (for eglanthe various TSOs may not agree
conceding the control of their investments to a “super-TSDit from a viewpoint of promot-
ing openness and innovation by seeking coordination raftiaer centralization (in this respect,
market participants should, in principle, be let free tdlseinergy transactions between them-
selves). The confidentiality and operational autonomy efattors’ procedures has been also
respected.

165
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In fact, both multi-actor problems that have been dealt wéh be classified as generalized
Nash games. The proposed algorithms have been shown todddash equilibria of those
games. Furthermore, the corresponding multi-objectiablem of such a game has been
defined as an optimization problem that seeks to optimizeafeetoff of) all actors’ individual
objectives. Like this, the aforementioned Nash equilibase been assessed in terms of how
close they are to Pareto efficiency.

Besides the main theme of this work, it has been consideneppate to enlarge the scope
of investigation in each of the two problems. To what regdh#gsPST control problem, an
algorithm has been developed for a single TSO to control éveral PSTs of its area in a
way that, by minimally reducing the transit flow passing tigb its system through preventive
PST actions, makes its system correctively secure vis-a-selected set of contingencie$o
what regards the proposed overlapping market structueejelieloped Energy and Transmis-
sion allocation procedure has been enhanced with, nanmelgrporation ofN — 1 security
constraints, account for transmission losses and somédevasons regarding the scheduling
of reserves, in an effort to make it, overall, a practicathplementable proposal for a decen-
tralized power market.

It is worth noting that the extended Energy and Transmisallmtation procedures presented
in Chapter 5 remain a multi-actor game. However, in that tdré&ppresentation it has been
preferred to focus on the development of a practically dpmral overlapping market structure
viewpoint, rather than repeating multi-actor issues tlaaehalready been covered in Chapters
3and 4.

6.2 Main contributions of the work
The following can be stated as the main contributions ofwask:

1. The framework which has been applied in the PST control pratdllowing the opti-
mization of multiple objectives while coordinating the @i®n of a system by multiple
interacting TSOs.

The algorithm requires that, before its execution, thelwe® TSOs exchange informa-
tion in order to construct and share a common model of the ar&tehat links phase

angle modifications to resulting branch flow changes. Intamdieach TSO communi-

cates to the others a set of linear feasibility constraiepsesenting branch flow limits.
The essence of the algorithm is an iterative approach wher&$0s successively com-
pute control actions taking into account the last actionstbér TSOs and obeying the
whole set of constraints.

2. The extension of the above approach to deal with the corgestanagement issue that

1Since it is not needed for the understanding of the remaipinthis work, the single-TSO PST control
algorithm has been presented separately in Appendix A.
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arises from multiple overlapping markets simultaneoukdgi@d in a common intercon-
nection, yielding the so-named “Transmission allocatioog”.

Again, a common model of the interconnection is constrycéeudl linear constraints
are expressed via this model. However, contrary to the pusvapproach, those con-
straints are not incorporated into the various TS markedreigs, but they are treated
by a coordinator. The essence of the iterative algorithrhas the coordinator checks
for constraint violations and, by applying a predefined @stign management policy,
shares the alleviation effort among the TSs.

3. The extension of the Transmission allocation proceduré it “Energy allocation
loop” that couples the previously separate markets, altaywinarket participants to bid
their whole capacities to more than one TS market simultasigo

This feature increases the economic efficiency of the firsgdaich because it permits to
internalize (i.e. make implicit in the algorithm) the, pidg difficult, choice of how a
market participant should place its bid between the varis

4. The enhancement of the Transmission allocation proceditietihe additional features
of: incorporating/ N — 1 security constraints, allowing joint scheduling of resesyand
accounting for transmission losses.

At every transmission allocation iteration, the coordimathecks also for constraint vi-
olations that would result from a branch or a generator cutagl shares the alleviation
effort to TSs according to the same rule of proportional ipgudtion. Regarding re-
serves, the TSs have been assumed as been assigned thsilelydo schedule some
reserves together with their energy transactions. Fipa#iyfor transmission losses, at
every transmission allocation iteration the coordinatamputes an estimate of transmis-
sion losses and allocates them as additional bus withd@ietvarious TSs according
to their schedules.

5. The assessment of the two proposed coordination schengegses 1 and 2 above) in
terms of resulting in Nash equilibria of the game and of tiiRareto optimality.

In all cases, the converged final control settings of theousractors are Nash equilibria
of the generalized game; no actor can further improve iteaihje by its sole actions

without violating the coupled constraints. In the PST colnproblem, those equilibria

are also Pareto optimal solutions, while in the case of Trasson allocation they have
be found to be very close to Pareto optimality.

6. The algorithm, to be used by a TSO to control its PSTs, forrggaestoration via
minimal reduction of unscheduled flows.

The algorithm is presented in detail in Appendix A.

The operation of all presented algorithms have been thdigubustrated with properly set,
small-scale comprehensive examples. The test cases apesonot by the size but by the
conflict between actors they involve.
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6.3 Directions for future work

This work can be improved, complemented and extended tasanekeral directions. We quote
some that seem as most natural:

e The switch-type behavior of the energy and transmissiatation rules could be made
smoother, as discussed in Section 5.6.3.

e The effects of possible strategic behavior of the various @6d market participants
should be thoroughly investigated before putting such amsehinto practice.

Some preliminary reflections about the issue have beenmissba Section 5.8. A com-

plete investigation of the topic should, among others, Iwvero(a) consideration of the

problem from an individual TS’s or market participant’s geective. Strategies that max-
imize the TS’s or, respectively, the market participantsfp at the end of an execution
of the Energy and Transmission allocation procedure shoeildeveloped; (b) consider-
ation of the problem from a market designer perspective. rélelt of the various TSs

and/or market participants strategic behavior should lzduated. Techniques (in the
form of additional rules and modifications of the procedueceitigate gaming should

be envisaged.

e The Energy allocation procedure could be extended to irratp complex bidding
structures (including start-up generation costs and spgrver several periods of time),
placed in the TS markets by the various generators and loads.

Clearly, this would make energy allocation a more sophastid task. On the other hand,
if one manages to coordinate the procedure, it seems thatuldwe another step to-
wards economic efficiency. For instance, the so-extendedygrallocation procedure,
if properly designed, could, under the responsibility af toordinator, allow a genera-
tor to be dispatched in one time-period by a TS and in the ng@nother, sharing the
generator’s start-up cost among the two involved TSs.

e Although the use of a DC network model seems justified by theraeaf the problems
treated in this work, extensions towards using a full AC niedeld be envisaged.

e The problem of jointly scheduling reserves with energy $thdne investigated in more
detail.

The difficulty in embedding energy and reserve co-optinmzeinto the proposed Energy
allocation procedure, stems from the fact that reserve#ed energy offers should be
somehow revealed to and treated by the same entity. In 80 it has been proposed
to overpass this difficulty by having the TSs responsiblesfdreduling reserves. How-
ever, this may not be the best option, and it deviates fromsgoriepractice. In addition, in

order for the latter idea to be put into practice, more reseahould be devoted into how
each TSO could “divide” among TSs the amount of reservesats¢o be provisioned

in its area.
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e The method should be applied to and tested with large-sgaterss.

If made possible, it would be very interesting to collect ita from an existing inter-
connection, like the continental European one, in ordeesowhat the proposed Energy
and Transmission allocation procedure would give. A cofsparwith an existing cen-
tralized scheme would also be of interest.

e The convergence speed of all the iterative schemes prelsem®ins an issue requiring
further investigation.

e Coupling the problem of optimizing the settings of PSTs (andre generally, of FACTS
devices) by the TSOs with that of clearing overlapping m&arkg various TSs could be
of interest.

The PST angles could be dynamically set during the iteratmfithe procedure such
that they alleviate congestion and increase the networ&isster capacity towards the
most interesting directions. A remuneration mechanisnukhbe developed for the
PST owners.

¢ Finally, a very interesting, but somewhat vague, reseairelctibn could consist in envis-
aging more sophisticated coordination schemes, that vysiggmatically lead to Pareto
efficient solutions.
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Appendix A

Minimal reduction of unscheduled flows
for security restoration: Application to
phase shifter control

More and more TSOs, noticeably in Europe, equip their syst®ith PSTs to counteract tran-
sit flows that take place in a large meshed interconnectionCHapter 3, a framework for
coordinating the interactions of the various TSO contrtibas has been developed. The work
presented here, as an appendix to the main body of the thégigred from the investigation
of the multi-TSO PST control problem, consists in proposingalgorithm for the coordinated
control, by one TSO, of several PSTs located in its systen, the objective of reducing the
unscheduled flow through its system. Minimum reduction cfalreduled flow and minimum
deviation with respect to present operating point are sbugbrder to minimize the trouble
caused to other TSOs, while ensuring secure operationntiteis paid to combining pre-
and post-contingency controls. The resulting algorithmpse and compatible with real-time
applications, is illustrated on a realistic test system.

A.1 Introduction

A.1.1 Transit flows: causes and consequences

Loop flows, parallel path flows, inadvertent flows, and ciatug flows are synonymous terms
that basically refer to the fact that power can flow throughesa paths in a meshed network
[HMB *91]. The term transit flow is used by ETSO (European Transons3ystem Operators)
[DS05] and is adopted throughout the appendix.

This share of flow between parallel paths has been observiedge interconnections since
the early '60s. In USA, parallel flows have been reported enRIM interconnection as well
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Figure A.1: Transit flow due to external transaction

as in the WECC system [HMBR1]. Transit flows are also common in Europe, where the
borders of some countries are crossed, at least partigllgptver exchanges involving other
countries [GMZ 06, BSA"04]. This situation is symbolically depicted in Fig. A.1 whea
fraction of the power due to external transaction passesigr the network\" not involved

in the transaction. In recent times, transit flows have plage important role in the 2003
North American blackout [LivO5] and in cross-border traglin European markets [Bow02]
thus necessitating proper management.

In large interconnections, consisting of several areasabp@ by different Transmission Sys-
tem Operators (TSO), the common practice is to plan intea-&ransactions in advance, in
forward, day-ahead or even intra-day markets. For the sh&eavdination, Available Trans-
fer Capacities (ATC) are computed between the differerdsareaking into account security
criteria. The final transactions settlements should reégphese ATCs.

In real-time operation, however, actual power flows mayediffignificantly from what has
been scheduled in ahead. This may originate from:

e unknown or uncoordinated transactions involving othetrgas in the interconnection,
for instance if transactions are scheduled according tacdméract path logic without
making use of a flow-based model of the whole interconnertion

e changes in external generation pattern, e.g. due to winerggan variability;

e outage of external equipments.

The Unscheduled Flow (UF), i.e. the discrepancy betwearahanhd expected flows, becomes
a concern when it adds to the loading of inner and intercarore¢ransmission lines and
endangers security, moving the system to insecure staten(wbme credible contingencies
could not be stood) or even emergency state (when thermis lare overstepped even in the
current operating conditions) [BSA4, UCT].
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A.1.2 Accommodating vs. controlling unscheduled flows

Several procedures are in place to deal with UFs [SFHC048SHOF06, WEC]. As long as
it does not endanger security, a certain level of UF can beragtwdated and priced. On the
other hand, curtailment of transactions, such as in thestngssion loading relief procedure
used in the USA, or re-dispatch of generation may be requmrsdvere situations.

Additionally, power flows can be controlled by Phase Shgftifransformers (PSTs) or pos-
sibly the faster, but more expensive FACTS devices [HMB, BSA*04, WEC, MZBHO01,
CBC'02]. PSTs are among the few controls, together with topotdgnges, that fully remain
in the hands of TSOs. With reference to Fig. A.1, the two PSrsle controlled in a coordi-
nated way to reduce the fraction of power flow passing throMgis a result of the transaction
from G to D. More PSTs are likely to be installed for increasedtrol of transit flows, as
testified by the situation in Belgium, where three PSTs aregyto be put in operation on the
Northern border of the country [VH®7, VHS'08].

In the European interconnection, exaposinter-TSO payment has been put into practice since
2002. Countries receive a compensation for the use madetésnekagents of their networks.
At the same time, they are charged for their use of the otheng®’ networks. The net
outcome of the compensation and charges for one countrymeusted to modify the annual
regulated transmission cost from which the transmissiaffgare computed. This results
in a system of entry/exit tariffs whereby an agent who pagsrtiodified local access tariff
gains access to the entire European grid. Losses are coatpenwhile for infrastructure the
compensation is based on the cost of hosting cross-bordes ldCO07, ITCO5]. However, no
real-time inter-TSO coordination procedure exists in pearget to mitigate UFs.

A.1.3 Objective of this work

This work deals with the real-time restoration of securityen the appearance of some UF
causes the system to operate in insecure or even emergemy (e the system would be
in normal and secure state without the UF). Ahead scheddtirmugh an ATC-type proce-
dure is assumed to be in operation, as well as a real-tinex postUF accommodation and
compensation scheme.

A real-time control tool is proposed enabling a TSO to quialdstore security in its system
through actions on its own controls. At the same time, thistrad is aimed at being as un-
intrusive as possible for the rest of the interconnectioW/(R]. The first motivation for not

acting more than needed (and not acting at all when not redjuis to facilitate overall system
operation and not to create congestions elsewhere. A seunotidation may come from the
above-mentionedx posfinancial scheme which compensates the TSO for accommagdagn

UF.

In this context, the possibility is considered to let theteys operate without satisfying the
strict N-1 security criterion, but take advantage of pdstudbance corrective actions. Since
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equipment outages are relatively rare events, it is cdsti#fe to operate the system at the eco-
nomic (or market) optimum that corresponds to its presemaci) configuration, and wait for
the disturbance occurrence to take corrective action. Wew@ost-contingency adjustments
may be limited, given the time left by thermal overloads,dese the operator is unavailable or
not trained to react or because of constraints related tiutieioning of the available controls
(generator ramps, change of PST settings etc). This sugythestta compromise should be
found between preventive and corrective control actions.

This fits the general problem of operating the system in thienab, correctively secure manner
[MPG87, SAM87, CWO08]. The general approach to this problsrthe Corrective Security
Constrained Optimal Power Flow (CSCOPF).

However, as UFs are to be handled in real time, resorting taredard CSCOPF may prove
inappropriate, owing to the complexity of this approachstéad, through the introduction
of an inequality constraint on the UF and the use of a speodfaoohposition procedure, the
proposed algorithm avoids the above complexity and yieli®eedure more compatible with
real-time application.

The remaining of this appendix is organized as follows. lati®a 1, the above simplification
of the CSCOPF problem is exposed. The mathematical expressithe UF used to this
purpose is presented in Section Ill. After this general @mégtion, the approach is applied
specifically to the coordinated PST control in Section I\hgidering a simplified optimization.
An illustrative example is detailed in Section V, while vars additional aspects are discussed
in Section VI. The Conclusion in Section VIl summarizes themfeatures of the approach.

A.2 Outline of the proposed procedure

A.2.1 Security constrained optimal power flow

Security constrained optimal power flow is the framework ties been advocated for a long
time to support security control activities in power sysseffhis problem itself has been for-

mulated under two modes: preventive (PSCOPF) and coree@8COPF). In the former, the

adjustment of control variables in post-contingency staédenot allowed, except if stemming

from automatic response to contingencies. The underlyssgraption of CSCOPF is that op-
erational limits violation can be generally tolerated fome time without equipment damages,
thereby allowing post-contingency corrective actionsdarbplemented.
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The CSCOPF approach of interest in this work can be comp#wtiyulated as follows:

- }Eniunm . f(x,u) (A1)

S.t. g(x,u) = (A.2)
h(x,u) <0 (A.3)

g (Xp,up) =0 k=1,...,c (A.4)

hy (xx,u;) <0 k=1,...,c (A.5)

lup, — u| < Aup™® k=1,...,c (A.6)

The objectivef may be either economical (e.g. maximize social welfare)echmical (e.qg.
minimize deviations with respect to a reference stemmiogfmarket) x (respectivelyu) de-
notes the vector of state (resp. control) variables in teegontingency configuration, (A.2) are
the pre-contingency power flow equations and (A.3) the spwading operating constraints,

is the number of contingencies, andu, are the state and control variables in théh post-
contingency configuration, with the corresponding powew fimuations (A.4) and operating
constraints (A.5). FinallyAu;*** is the vector of bounds on the variation of control variables
between the base case and thth post-contingency state.

For some problems, the above general formulation may nohéertost appropriate. The
obvious issue is the high dimensionality of the problemultesy in prohibitive computing
times and complexity of computations. To mitigate thesevbeecks, the usual approach is
to consider a subset of potentially active contingencesntified by means of (steady-state)
security analysis and contingency filtering techniquesN®B8A&]. Benders decomposition has
been also proposed [MPG87, SR96], as will be discussed imoBes.6.3 . Even with these
mitigating approaches, designing a CSCOPF compatible nwéhtime requirements remains
a challenge for large systems and/or when many contingeaogeconsidered. For the specific
situation of UFs threatening security, the simplificatiaplained hereafter makes the problem
much more compatible with real-time requirements.

A.2.2 Simplifying the optimization problem

We consider the impact of contingencies such as branch @rgtm outages. We assume that
the system has entered an insecure (or even emergencyvitatespect to some contingen-
cies owing to an excessive transit flowExploiting this correlation between excessive transit
flow and severity of contingencies, the idea is to force thedit flow to decrease up to the
point where the system is correctively secure.

LIn fact, the unscheduled part of the transit flow is expeatdattresponsible for insecurity. For the scheduled
part, the system should have been already checked and nade.se
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Figure A.2: Variation of objective function with***

To this purpose, consider the simpler OPF problem inclugnegcontingency constraints only:

S.t.

riuunf (x,u) (A7)
g(x,u) =0 (A.8)
h(x,u) <0 (A.9)
t(x,u) < ¢mer (A.10)

wheret represents the transit flow afd** a bound on the latter. The.) function is defined
more precisely in the next section. LEt be the value of the objective at the optimum.

A variation of f* with t™* is sketched in Fig. A.2. Consider a progressive decreagé®of
starting from a large value for which the constraint (A.19nbt binding. At point A, this
constraint becomes active and starts impacting the v&lu&rom there on, the smallér®®,
the largerf*. At the same time, smaller and smaller values of the tramsitflare forced and,
hence, the impact of contingencies becomes less severe=fotee we assume that there exists
a point O, where the system becomes correctively secureandims so for even smaller

values oft™e*,
further decreased.

The curve stops at point B, where (A.7-A.10) becomes inlidasf t™** is

Point O is the sought operating point in the proposed me@yetating at this point is inter-
esting because security is restored but the transit flowdeedsed to the least extent, thereby
disturbing the external system as little as possible.

Point O can be determined by searching iteratively:fdr, the largest value of*** such that
the system is correctively secure. This single-dimengisearch is simple. For a givefi**,
the corresponding OPF (A.7-A.10) is solved to obtain theqmetingency operating state
and controlar*. The next step is to determine if this operating state issabirely secure.

For thek-th contingencyk = 1,...,c), we check whether there exists (at least) apeavith
lu, — u*| < Aup***, such that the post-contingency state given by (A.4) sesisfie operating
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constraints (A.5). This could be done by solving the follogvbptimization problem:

min 17ey, (A.11)
Xk U €k
s.t. g (X, ;) =0 (A.12)
hy, (xz, ) <0 (A.13)
|u, — u*| < Au™ + e (A.14)
e, >0 (A.15)

wherel denotes a column vector with all components equal to 1. I§thetion of this problem
is such that, = 0, then the post-contingency operating point is correcfigelcure.

An alternative way to check for the existencaf chosen in this work, consists in solving the
following post-contingency OPF problem:

min F(xy, uy) (A.16)

X, Uk
st gr(Xk,u,) =0 (A.17)
lup, — ut| < Aup*® (A.19)

If this turns out to be infeasible, it can be concluded thafgbst-contingency operating point is
not correctively secure. The advantage of this approadiatsit the optimization is feasible, its
solution provides the operator with a set of post-contimgerontrol actions that can be stored
and implemented directly if the contingency ever actuallgws. Typically, the objective
F' deals with control adjustments; alternatively, the olwecy of the pre-contingency OPF
problem could be re-used.

The operating point is not correctively secure if there igast one contingency making (A.16-
A.19) infeasible.

A.2.3 Proposed decomposed CSCOPF approach

Figure A.3 shows the various steps of the proposed apprdécst, contingencies are simu-
lated. If none of them creates a limit violation, the proaedstops; otherwise, the possibility
to correct the violations in post-contingency conditiomshecked by solving the OPF prob-
lem (A.16-A.19) for each contingency (block 1). If all prebhs are feasible, the system is
correctively secure and the procedure terminates. OtBenwsecurity being attributed to an
excessive transit flowt™** (initialized to the observed transit flow) is set to a loweluea
(block 2), and the corresponding pre-contingency stateand controlsu* are obtained by
solving the OPF problem (A.7 - A.10) (block 3). Based on th&ela corrective security is
checked again by block 1. If some contingencies still catneotorrected, the value of**

is further decreased by block 2, while if all contingencias te corrected, a higher value of
t™* is tried. The procedure continues refining the valug™éf until £°?* is known up to some
tolerance.
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Figure A.3: Proposed decomposed CSCOPF approach

The above description clearly shows that by introducind. (Aand iterating on™*, the orig-
inal large problem (A.1-A.6) has been decomposed into 1 much simpler sub-problems:
the problem (A.7-A.10) relative to pre-contingency cormis and the: problems (A.16-A.19)
relative to post-contingency.

Of course, adding the constraint (A.10) yields a sub-ogtsoéution, but this may be quite
acceptable in a real-time environment. Further discusefaihis aspect is provided in the
results.

A.3 Formulation of the transit flow

There is no unique definition of a transit flow, and there is s@®gree of arbitrariness in its
definition. We introduce hereafter the notion used througtiais work, with the objective of
using it in the inequality constraint (A.10).

Consider a system exchanging power with the remaining oinfeeconnection throughtie-
lines, in which the active power flows are counted positively when exiting the system. Intu-
itively, there is a transit flow if some lines are bringing pvwn and some others are taking it
out. This means that not al}’'s have the same sign. We thus define the transit flow as:

l l
t:% <§ Ipi —\;m) (A.20)

In this expression) . p; is the net power interchange (typically controlled by AGQGHe
system coincides with a control area), a positive valuecatiiig a net power export. Clearly,
if all p;'s have the same sign, thén'_, |p:| = | >2'_, p;| andt = 0. If not all flows have the
same signt > 0 whatever the net power interchadge

2Compared to the definition given in [DS05], the above forngiles the same transit flow values but allows
an analytical treatment.
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Figure A.4: Transit flow as a function of external transactio

The effect of an external transaction is easily shown in thwing example. Consider
Fig. A.1, with the base case power flows shown next to therries| The transit flow com-
puted from Eq. (A.20) is 50 MW. Assume now that a transacfioiakes place from G to D,
with 40 % of the additional power passing throulgh Assume furthermore the following flow
distribution (the variation of losses being neglected4 0in line L1, 0.3["in L2, 0.17"in L3
and nothing in L4. Thus, the power flow is 100-0'4n line L1, 100 + 0.37"in L2, 100+0.1T

in L3, and -50 in L4. The variation dgfwith 7" is shown with solid line in Fig. A.4. The transit
flow does not change as long‘Asemains below 250 MW. Indeed, no line flow changes sign;
instead, a mere redistribution of flows is taking place. Fdarger than 250 MW, the flow in
L1 reverses and the transit flow starts increasing as exgheétesimilar observation is made
for a reverse transactiong' (< 0). The dotted line in Fig. A.4 refers to a base case with an
initial flow of -50 MW in L3. In this case, the transaction cresa counterflow in both L1 and
L3 and makes the transit flow decrease ufitéxceeds 250 MW.

Note that (A.20) includes both scheduled and unschedules gigthe transit flow. As indicated
earlier, it is likely that system security has been checkedte scheduled part and insecurity
stems from the unscheduled part.

A.4 Application to phase shifter control

A.4.1 Modeling simplifications

In the remaining of this appendix, the decomposition meghredented in the previous section
is applied to security restoration through PST control.c8ithe emphasis is on coordinated
control of PSTs instead of OPF algorithms, the followinglifiging assumptions are made:

1. a linear model is considered, for simplicity and compatel efficiency. Although it
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might be obtained right away from the well-known DC approaiimon, a linearization
of the AC power flow equations has been considered in this wdhis assumption is
justified by the almost linear variation of active power flowigh PST angles;

2. control variables are assumed to be the PST angles onlyseék here for dedicated
algorithms that can quickly help operators in the specifé& taf adjusting PSTs, or in
some future even adjust the PSTs automatically;

3. the objective functiory is of technical (instead of economical) nature. A minimum
change of PST angles is considered. The motivation may bérnionme the increase in
power losses that generally accompanies such changesgdevitte as few as possible
from the operating point set by the market, especially whgm<Pare used to increase
transactions [MCO04].

Under assumption 1, the branch active power flpngary with PST angleg according to:
p—p’'=S(¢—¢°) (A.21)

wherep? and ¢ are the base case values of the power flows and phase angjesctieely,
andS is ab x n sensitivity matrix, where is the number of branches amndthe number of
PSTs.

The PSTs have no influence on the net power interchange, timel@pproximation that the
power losses remain unchanged. Thus the expression:

D pil=d (A.22)

does not vary with the PST angles. Using (A.20) and (A.22) ttansit flow constraint can be

rewritten as: l l
Z pil — ‘ZM !
i=1 =1 < fmaT oy Z |pz| < d + 2t (A23)

i=1

2

A.4.2 Controllability of transit flow by PSTs

We assume that the available PSTs are able to control theittfeow ¢ up to a certain point.
To this purpose, there must be an adequate number of PSyantist be properly located so
that the terms of th& matrix relating tie-line power flows to phase angles aredagough,
and the range of PST angles should be wide enough. Thesetanpaspects, to be decided at
the planning stage, are out of scope of this work [GNOEB, PVBY99].

In practice, the number, location and range of PSTs may néentapossible to decrease
the transit flow below some value. The smallest transit fidlvat can be enforced with the
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available PSTs can be computed as:

l
1 d
t= min ¢ |pi|—7
subjectto p—p° — S (¢ — ¢") =0
_pmaz S p S pmaz

¢min S ¢ S d)max

t is also the smallest value ¢f** such that the optimization problem (A.24-A.28) is feasible
It corresponds to point B in Fig. A.2.

A.4.3 The pre-contingency OPF

With a minimum deviation objective, the linear model (A.2k)d the transit flow constraint
(A.23), the pre-contingency OPF (A.7-A.10) may take on threnf.

min (¢ — &)’ (A.24)
X i=1
subjectto p—p° — S (¢ —¢") =0 (A.25)
—pm <p < pm* (A.26)
P < < P (A.27)
l
S lpil < d o+ 20me (A.28)

i=1

where (A.26) accounts for the thermal limits of the branchesl (A.27) for the available range
of PST angles. For a low enougft®®, the constraint (A.28) will be active at the optimum,
unless an active constraint (A.26) forces a lower transi.flo

An L;-norm objectived """ | |¢; — ¢?| can be also considered but has been found to cause
undesirable distortion of power flows, as it tends to makeé daé of controls with higher
sensitivities. Thd., norm (A.24) distributes the control effort more evenly otlex PSTs.

Since the PSTs are discrete devices, eahbhs to be rounded to the value corresponding to the
nearest tap position.

To deal with the absolute value in (A.28) it is convenient &firte two new variables, respec-
tively p;- andp;, such thatp; = p; — p; with p;f,p; > 0. The constraint (A.28) is then

rewritten as:
l

> pf +pr) <d+2mr, with pfp; >0
i=1
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A.4.4 The post-contingency OPF

Let ¢* be the solution of the pre-contingency OPF (A.24-A.28).

The post-contingency OPF problem (A.16-A.19), aimed atkimg if the system is correc-
tively secure with respect to thieth contingencyk = 1,. .., ¢) takes on the form:

min Y " [¢; — ¢} (A.29)
P, i=1
subjectto  p = p® + S® (¢ — ¢*) (A.30)
_pmaz S p S pmaz (A31)
qzl)min S d) S ¢maa} (A32)
_Ad)max < ¢_¢* < A¢max (A33)

whereS™®) is the post-contingency sensitivity matrix aptf) the vector of post-contingency
branch flows, provided by a preliminary contingency analy$he constraint (A.33) expresses
that in post-contingency conditions, PST angles cannohbeged from the pre-contingency
valuesg™ by more tham\¢™**, which is supposed to reflect the limited rate of change ofPST
and/or the initial response delay of operators. The chdi¢keobjective has been discussed
in Section A.2.2.

The following items are noteworthy:

1. The above optimization has to be performed for each cgetioy endangering the sys-
tem. Obviously, the correctio®h — ¢~ is expected to vary with the contingency;

2. in the above procedure, it is implicitly assumed that tedlable PSTs have controlla-
bility over the overload problem. Thus, the contingenciesamcern here are those that
can be corrected by the PSTs. To check this, the above optimizcan be performed
with the constraints (A.33) removed. If the problem remanfisasible, the PSTs cannot
help, and the corresponding contingencies should be trégtether means;

3. A¢™** may change with the contingency severity: a higher overtoadt be corrected
in a smaller time and hence a smalle$p™** should be imposed.

A.5 lllustrative example

A5.1 Testsystem

The results have been obtained on a test system,looselyadspf a small portion of the
UCTE system. lIts overall structure is shown in Fig. A.5. Imade up of four sub-systems,
corresponding to different countries and different TSOke Tigure provides the number of
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Figure A.5: Test system structure and base case operating po

buses in each sub-system. The subsystem of Country 2 ispeglipith two PSTs, identified
by PH1 and PH2.

The active power flows that exist in the base case situatith,beth PST angles equal to zero
are shown in Fig. A.5. The transit flow through Country 2 is 3315268 — 1315 MW,

A deeper look at the diagram reveals the presence of a “majat’a “minor” loop. The major
loop includes the tie-lines connecting the four systemsidm this loop, Countries 1 and 3
are exporting power while Countries 2 and 4 are importinge ™o PSTs of Country 2 are
placed cutting the loop, in parallel to each other. Movingitlangles in the same direction,
the TSO of Country 2 can redirect some power flow from path8Bt@wards path 3-1-4. The
minor loop includes two paths from north to south of Countrgi2e through the internal lines
N76-N32 and N76-N32 and the other through the tie-lines N87-N56 and N58-N7E o
PSTs are placed in series with each other inside this mirggr, land moving their angles in
opposite directions redistributes the power between tloeatvove-mentioned paths.

A.5.2 Security analysis

We consider security analysis in Country 2. Out of all N-1tamgencies, two of them end up
in line overloads: the loss of lines N76-N32 and N76-NBZigure A.6 shows the distribution
of power flows after the tripping of N76-N32: line N76-N32 is significantly loaded above its
capacity of 1215 MW (taken as 90 % of its MVA capacity to acddian reactive power and
leave a security margin).

As for the security analysis of any system nested inside t@ndonnection, a correct represen-
tation of the external system (Countries 1, 3 and 4 in thisc@ssessential to assess the effect
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Figure A.6: Power flows after tripping of line N76-N32

of both contingencies and PST adjustments. The tests havedezformed assuming that the
whole system model is available to the TSO of Country 2, buggurivalent, or a combination

of unreduced and equivalent models could be also used tauactw the system external to

Country 2.

A.5.3 Linearization

The model is obtained by linearizing the AC power flow equagias follows.

We start from a base case situation with PST angfeand power flows. The sparse power
flow Jacobian is computed at this operating point and LU-ggmmsed. Using a well-known
sensitivity formula [PPTT68], each column of tBematrix is obtained by solving one sparse
linear system involving the available factors of the travssw Jacobiang’, p® andS are
re-used each time the pre-contingency problem (A.24-Ai28dlved (block 3 in Fig. A.3) to
obtain an updateg™.

Before solving the post-contingency problem (A.29-A.38p¢k 1 in Fig. A.3), and given the
PST anglesp*, a full AC power flow is solved to obtain the flows* that result from both
the k-th contingency and the pre-contingency PST adjustmertts. cbrresponding Jacobian
is LU-decomposed and used to determineS§He matrix, using the above mentioned formula.

The power flow model used to compute ®i@ndS*) matrices involves the external system,
unreduced and/or equivalenced, according to what is dlaik® the TSO of concern. The
former option has been considered in this work.

Thanks to the very close to linear relationship betweendirgmower flows and PST angles, as
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Figure A.7: Power flows after tripping of line N76-N32and corrective control by PSTs

well as the sensitivity matrix updates, the linearized nade found to be extremely accurate.
A comparison of power flows obtained from respectively thedirized and the full AC power
flow models, revealed discrepancies no larger than 0.2 MWemtanch flows.

A.5.4 Corrective control of line overloads by PSTs

Before the application of the algorithm, we demonstratedffiectiveness of the PSTs in al-
leviating the overload caused by the tripping of line N762N3 which is the contingency
requiring the largest control effort.

We first consider the PST angles that correctively clear tlegload without any limit of the
type (A.33). We thus solve the optimization problem (A.282) with ¢* equal to the base
case valueg’ = (0°,0°). The angles and the resulting power flows are shown in Fig. A.7
The line flow is reduced below its limit thanks to: (i) a comnuecrease of PST angles that
redistributes the flows in the major loop, decreasing thesitdlow though Country 2 from
1280to 1175 MW; (ii) a more pronounced action of PH2 thatseitutes the flows inside the
minor loop.

If the post-contingency change of from 0° to —17° (see Fig. A.7) is deemed too large and
limited to a lower valueg; cannot compensate and the optimization problem (A.29-A.32
becomes infeasible, indicating that the system is not cowvedy secure.
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Table A.1: Iterations to restore corrective security

iter. tmar block 3 block 1
No || (inMW) | &7 o5 outcome
0 1315 0° 0° not correctively secure
1 658 infeasible
2 986 -1 | 200 correctively secure
3 1151 | -10° | -11° correctively secure
4 1233 -5° | -6° || not correctively secure
5 1192 -7° | -8° correctively secure
6 1213 -6° | -7° correctively secure

A.5.5 Preventive restoration of corrective security

We now illustrate the method presented in Section A.2 (seefiQ. A.3) to make the system
secure with respect to both contingencies previously roeat.

We assume a maximum post-contingency angle change’* of 10 degrees. Hence, for the
initial operating point shown in Fig. A.5, the system is notrectively secure (as shown in
Section A.5.4 for the loss of line N76-N3P) and the PST angles have to be adjusted in the
pre-contingency configuration.

A binary search (also known as dichotomic search, or bigectiethod) is used in block 2 of
Fig. A.3 to determine the highest valuet&f* such that the system is correctively secure. This
consists in building a smaller and smaller interiak,,| such that for™* = ¢, the system is
correctively secure while faf™** = ¢, it is not. At each step the valu&* = @ is tested
and taken as the nety (resp. t,) if the system is found correctively secure (resp. insecure
The procedure is repeated unti] — ¢;| becomes smaller than a toleranceThe best initial
value fort; is t (discussed in Section A.4.2) but a 0 MW value has been takéheirtests,
saving the computation dgfat the expense of an additional iteration of the binary $eatg
has been initialized at the base transit flow (1315 MW).

The main results are listed in Table A.1. At the first iterativith ™ set to 25+0 —
658 MW, the optimization of block 3 is infeasible, meaning tha PSTs cannot force such a
low transit flow. Obviously, block 1 cannot be executed. Thaifter setting; to 658 MW, we
proceed with the second iteration, correspondingtg = 1215955 — 986 MW.

The third and fourth column of Table A.1 give the pre-conéingy settings determined by
block 3, while the last column indicates whether this newrafieg point is found correctively
secure by block 1. The toleranedeing set to 25 MW, the procedure stops after six iterations.

The settings to be finally actually implemented, in a preventode, arep; = —6° and
¢5 = —7°, which decrease the transit flow to 1213 MW.

Table A.2 presents the results obtained by repeating treedroe for various values df¢*** =
Agy* = A¢™**. The second and third columns give the pre-contingency PgIEs, leading
to the transit flow value shown in the fourth column. The |lagi tolumns provide the final
values that should be given to PST angles, in the post-ageriicy configuration, to clear the
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Table A.2: Preventive and corrective PST settings for werivg™**

Agmer T g1 | 93 [ t(nMW) [T ¢i™" [ 65"
5° -14° | -16° 1065 -100 | -21°
1 -6 | -7° 1213 -5¢ -17°
1% -2 | -2¢ 1280 -4° -17°
200 0° 0° 1315 -4° -17°

line overload caused by the tripping of N76-N32 As expected, the more one resorts to cor-
rective control actions (i.e. the larg&™**), the less the pre-contingency operating point is
changed (and, hence, the less intrusive the change inttfamg).

The variations observed in the table can be explained asafsll First, the post-contingency
angles are the closest to the pre-contingency opigstfiat alleviate the post-contingency over-
loads. Second, for some pre-contingency PST angle setig5** may be not large enough
to allow for post-contingency correction. In this case, phe-contingency angles are modified
in the direction that reduces the transit flow, resulting iméw values of*. As a result, when
seeking for post-contingency corrections, starting framnewg™, different post-contingency
settings will be found (still closest to this nepr). This is why the post-contingency settings
vary so much withA¢™ .

A.6 Discussions

A.6.1 Requirements of the method

The following conditions have to be fulfilled for the propdggocedure to be successful. First,
the available PSTs must have controllability over the titailey. Second, the contingency
should be secured by decreasing the transit flow. A typi¢abgon is when a corridor is
loaded by the transit flow and the outage of a line in this dorrcauses overload of parallel
lines. If the transit flow reduction cannot help, the conéingy will remain harmful at the
minimum transit flowt. This point is further illustrated hereafter.

If these conditions are not met, another objective and/ditiathal (probably more expensive)
controls should be considered to address the securitygarobl

A.6.2 Optimality of the method

Figure A.8 shows a characterization of the pre-contingep®rating points corresponding to
various values of¢1, ¢2). This diagram was obtained by repeatedly solving the ogttion
problem (A.29-A.33) with(¢7, ¢3) set to each pair of integer values in the shown range. The
maximum post-contingency correctidxy™** was set to 19 as in Table A.1. At the points
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Figure A.8: Characterization of pre-contingency opegapnints

shown with crosses the optimization problem was infeash@ace, the system is not correc-
tively secure. At the points shown with circles, the problead a solution, indicating that the
system is correctively secure. Finally, at the points shaxth disks, the contingencies were
harmless and the system secure; there was thus no need fadpRtments.

Assume that the system is operating initially @t = 0°, 3 = 0°). The arrow that starts from
this point in Fig. A.8 is the path of (pre-contingency) PSTDlas obtained by solving (A.24-
A.28) for decreasing values o6f“* in (A.28), i.e. smaller and smaller transit flow. The points
generated by block 3 of the proposed procedure (see Fig.li&.®n this path. The binary
search converges to the poiiat; = —6°, 9o = —7°), where the arrow enters the correctively
secure region.

The variations of the post-contingency angle settings shiowiable A.2 can be further ex-
plained in the light of Fig. A.8. For smallek¢™**, the correctively secure region shrinks
closer to the secure area. Hence, when moving along the amrbywg. A.8 (which decreases
the transit flow), the operating point enters the corregtigecure region for different angle
settings. In particular, witth¢™** = 5°, this happens fop* = (—14°, —16°), from which the
closest secure angle settings &rd 0°, —21°).

In fact there are many ways to enter the correctively seagm®n. For instance, minimizing
the Euclidian distance to the initial poitw; = 0,5 = 0) would lead to the solutiofy, =

0°, ¢ = —7°). This operating point is closer to the initial point but asthoint the operation
of system 2 is more disturbed due to a significant redistiobudf power flows inside the minor
loop. The proposed algorithm does not yield this solutiorelse the pre-contingency changes
are constrained to obey (A.28). In fact, having attributexidecurity problem to a certain cause
(an excessive transit flow), the algorithm tries to find tresebt correctively secure operating
point towards the direction that mitigates this cause.

Assume now that the initial operating point(is] = —14°, ¢$ = 0°). The search direction is
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parallel to the previously discussed path, uatilhits its minimum of—30°, causing the path
to change direction. In this case, the binary search wilveage to(¢; = —30°, ¢, = —19°).

The fact that the search is limited towards the directionhiigatest may lead to not finding

a solution. This happens whexy™** is small, shrinking the correctively secure region and
causing the path to pass around it. In addition, if the regqments listed in section A.6.1 are
not met, then the correctively secure region will not be Ineacby applying the method, since
either the search direction will not be towards this regarthe PSTs will not be able to affect
the transit flow and hence move the operating point towarelsdlight direction.

A.6.3 Analogy with Benders decomposition

The proposed problem decomposition offers some sim#anitiith the Benders decomposition
method [MPG87, CW08, SR96, LM09, SV07] from which it diffeisowever, as discussed
hereafter.

In the context of PSCOPF and CSCOPF, the most appealingcapph of Benders decompo-
sition consists of splitting the original problem into:

e one master problem, in which a solution is found to the pratinogency sub-problem
(A.1-A.3),and

e several smaller slave problems, each dealing with onermgericy and checking if there
exists a controly, satisfying (A.4 - A.6).

Each infeasible slave sub-problem generates the so-dalsibility cut constraint to be added
at the next iteration to the master problem. Iterations betwthe master and the slave sub-
problems continue, with the cuts updated at each iteratiatil,the original problem (A.1-A.6)

is solved to some tolerance.

In the proposed approach the problem is also split into aengsbblem dealing with the
pre-contingency situation (block 3 in Fig. A.3) and slavelpgems, each relative to a post-
contingency situation (block 1 in the same figure). The imfation passed from slave to master
problems is used to adjust the pre-contingency operating.po

However, the main differences with respect to Benders neeliean both the nature and the
handling of the information returned to the master probldime latter consists of a synthetic
two-valued variable per contingency. The values stemnrimg the various contingencies are
easily combined into a single infeasible/feasible infatiora Instead of adding mathematical
constraints to the master optimization, the engineerirmedge of the problem (insecurity
attributed to transit flow) drives the pre-contingency athuents. While being less general
(the situation of Fig. A.2 must apply) and sub-optimal (te #xtent discussed in the previous
section), the proposed scheme guarantees fast convergetieesolution, as a binary search
is used to find point O in Fig. A.2. This may not be the case wigimders decomposition,
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as quoted in some papers reporting on the non-monotonieaserf the objective function
[CWO08] or the slow final convergence (known as “tailing-offeet”) [SVO07]. Finally, with
Benders decomposition, the size and the structure of theenfa®blem vary from one iteration
to the other, depending on the cut constraints added. Thstishe case in the proposed
method.

A.6.4 Computational efficiency

Several features contribute to making the overall proceduitable for real-time applications.

First, the decomposition presented in Section Il (and apple to nonlinear CSCOPF) suc-
ceeds replacing the highly-dimensional problem (A.1-Auth smaller sub-problems. The

binary search leads to a low, predictable number of itematiovhich could even be decreased
by extrapolating/interpolating the next value of the trafiew from past iterations.

As regards the particular application to PST control cogr@d in Section 1V:

¢ the linearized formulation allows resorting to proven,aéint optimization solvers;

e by focusing on the PSTs, the optimization involves a redunaudber of control vari-
ables;

e the computation of a sensitivity matr& involves factorizing the sparse power flow
Jacobian and substituting one sparse vector per columneomthrix, i.e. per PST.
Efficient sparsity programming solvers are available tg fhirpose. Furthermore, the
optimal ordering step can be performed once for all in theqorgingency topology.

A.7 Conclusion

The coordinated control of multiple PSTs to decrease urtkdad flow experienced by a TSO
inside an interconnection has been considered.

First, a definition of the transit flow has been proposeddihto tie-line power flows in oppo-
site directions.

Next, a simplification to the general corrective securitpstrained optimal power flow prob-

lem has been proposed, which allows decomposing this kogke problem into simpler sub-

problems. Based on the assumption that the security protdenbe attributed to an excessive
transit flow, the algorithm investigates a sequence of pretesgency operating points towards
the direction that decreases this flow. It converges to theectively secure operating point

with the transit flow reduced to the lowest extent possibies8doing, the control is aimed at

being as few intrusive as possible for other TSOs in the cot@nection.
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Finally, this approach has been applied to the reductiom @xaessive transit flow by PSTs in
order to deal with insecure situations. The algorithm deiees the best possible combination
of pre- and post-contingency PST adjustments, with linpesc#fied on the post-contingency
angle changes.

The features and limitations of this procedure have beestithted on a test system.

The embedded optimization problems are simple and suitabteal-time operation. The
method could assist the operator in quickly checking if srafftow control by PSTs can re-
store security or if more expensive actions are needed. [Goethm could be at the heart of a
controller coordinating the PSTs, and allowing faster fmasttingency adjustments.
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Appendix B

Branch data of the three-area 15-bus test
system used in this work

The branch reactances, series resistances, as well as umfV limits of the three-area
15-bus test system that has been used throughout this @@opgresented in Table B.1. A
100-MVA base has been used.

Table B.1: Three-area 15-bus system
| Branch || Reactance (in p.u.) Resistance (in p.u.) Limit p (in MW) |

AlA2 0.020851 0.0020851 100
Al1A3 0.024241 0.0024241 150
A2A3 0.024241 0.0024241 150
A3A4 0.069502 0.0069502 400
A4AS 0.069502 0.0069502 400
B1B2 0.020851 0.0020851 100
B1B3 0.024241 0.0024241 150
B2B3 0.024241 0.0024241 150
B3B4 0.069502 0.0069502 400
B4B5 0.069502 0.0069502 400
cicz 0.020851 0.0020851 100
C1Cs3 0.024241 0.0024241 150
C2C3 0.024241 0.0024241 150
C3C4 0.069502 0.0069502 400
C4C5 0.069502 0.0069502 400
A3B3 0.069502 0.0069502 200
AAC4 0.069502 0.0069502 200
B4C3 0.069502 0.0069502 200
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Appendix C

Generator data of the IEEE RTS-96 test
system used in this work

The generator maximum capacitgand marginal cost bidsthat have been used in this work
are presented in Table C.1 . All other data of the IEEE RTSy36esn are as in Ref [RTS99].
Each three-column block corresponds to a TS area (we réedleach TS serves the inelastic
load of an area, dispatching generators from all areas).fifdtecolumn of each such block,
gives the name of the bus where the generator is connected.
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Table C.1: Generator data of the three-area IEEE RTS-96yst#m

Area l Area 2 Area 3

Bus| g (inMW) | c (in€/h) || Bus| g (in MW) | c (in€/h) || Bus | g (in MW) | c (in €/h)
101 20 3.121 201 20 6.242 301 20 9.363
101 20 3.121 201 20 6.242 301 20 9.363
101 76 2.693 201 76 5.386 301 76 8.079
101 76 2.693 201 76 5.386 301 76 8.079
102 20 3.121 202 20 6.242 302 20 9.363
102 20 3.121 202 20 6.242 302 20 9.363
102 76 2.693 202 76 5.386 302 76 8.079
102 76 2.693 202 76 5.386 302 76 8.079
107 100 2.268 207 100 4.536 307 100 6.804
107 100 2.268 207 100 4.536 307 100 6.804
107 100 2.268 207 100 4.536 307 100 6.804
113 197 2.263 213 197 4.526 313 197 6.789
113 197 2.263 213 197 4.526 313 197 6.789
113 197 2.263 213 197 4.526 313 197 6.789
115 12 2.762 215 12 5.524 315 12 8.286
115 12 2.762 215 12 5.524 315 12 8.286
115 12 2.762 215 12 5.524 315 12 8.286
115 12 2.762 215 12 5.524 315 12 8.286
115 12 2.762 215 12 5.524 315 12 8.286
115 155 2.195 215 155 4.390 315 155 6.585
116 155 2.195 216 155 4.390 316 155 6.585
118 400 2.288 218 400 4.576 318 400 6.864
121 400 2.288 221 400 4.576 321 400 6.864
122 50 0.0 222 50 0.0 322 50 0.0
122 50 0.0 222 50 0.0 322 50 0.0
122 50 0.0 222 50 0.0 322 50 0.0
122 50 0.0 222 50 0.0 322 50 0.0
122 50 0.0 222 50 0.0 322 50 0.0
122 50 0.0 222 50 0.0 322 50 0.0
123 155 2.195 223 155 4.390 323 155 6.585
123 155 2.195 223 155 4.390 323 155 6.585
123 350 2.276 223 350 4,552 323 350 6.828




Appendix D

Multilevel optimization

Multilevel optimization represents a hierarchy of optiatinn problems, where the outer opti-
mization problem is subject to the outcome of a set of endlagimization problems. Partly
motivated by the practical complexity of the multilevel mpization, most work in the recent
past has addressed the special case of bi-level optimizago with one enclosed optimization
problem only. The material in this appendix is largely bared from Ref. [CMS07], which is
a recent review on bi-level optimization.

The general formulation of a bi-level programming problem i

xrél)i({ly F(x,y) (D.1a)
st. Gx,y) <0 (D.1b)
min f (x,y) (D.10)

s.t. g(x,y) <0 (D.1d)

wherex € R" andy € R™. The variables of problem (D.1) are divided into two classes
namely theupper-level variables and thelower-level variablesy. Similarly, the functions
F:R" xR"™ — Randf : R™ x R" — R are theupper-levelandlower-level objective
functions respectively, while the vector-valued functio@s : R™ x R™? — R™ andg :
R"™ x R™ — R™2 are called theipper-levelndlower-level constraintgespectively. In view
of the hierarchical relationship, Egs. (D.1a) and (D.1bkenap theupper-level problemwhile
Egs. (D.1c) and (D.1d) thiewer-level problem

Two decision-makers are involved in (D.1), the upper- arelltwer-level one. The upper-
level decision-maker sets the upper-level varialesd, similarly, the lower-level decision-
maker setg/. In some applications, the upper-level decision-makerlked theleaderand
is supposed to issue directives to the lower-level decisiaker, called théollower. In this
respect, the leader, anticipating the follower’s reagtgmives problem (D.1) in order to choose
its best (optimal) strategy accordingly. Like this, it cang with its sought actior € X C
R™. Upper-level constraints involve variables from both Isg contrast to the constraints
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specified by the seX) and play a very specific role. Indeed, they must be enfoncdiddctly,
as they do not bind the lower-level decision-maker.

It is not unusual to have more than one followers, in whictedag bi-level problem expands
to a multilevel optimization problem, where every followsmrepresented by an optimization
problem like the lower-level problem in (D.1). This gives fvery follower: a reaction set
Y,(x) corresponding to each action € X of the leader. The latter wishes to optimize its
objective function subject to all the followers’ anticipdtreactions.

As indicated in [CMSO07], solving bi-level problems is a diffit task due to intrinsic nonlin-
earity and non convexity. Clearly, solving multilevel pleims is even more difficult.

Finally, it is worth pointing out a connection between brdeoptimization problems andath-
ematical Problems with Equilibrium ConstraifIPECS), i.e. optimization problems with
mixed complementarity problems (see Section 2.3.6). I fathe bi-level involves a lower-
level problem that is convex and differentiable, then itsTKikecessary optimality conditions
can be derived and introduced as constraints to the upperfeoblem. Thus, the resulting
MPEC would consist of minimizing (D.1a) subject to (D.1b)aio the KKT conditions of
(D.1c)-(D.1d).
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