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Abstract

The main objective of this thesis was to develop appropsgséem protection schemes against
two important causes of failure in power systems, namelygdeerm voltage instability and
cascade tripping of overloaded transmission lines, malng/to overloading.

To this purpose a distributed undervoltage load sheddihgree against voltage instability,
and a centralized protection meant to alleviate line oaetlare proposed.

The former, through the chosen system protection schenractkastics, has the ability to
adjust its actions to the disturbance location and sevefitys behavior is achieved without
resorting to a dedicated communication network. The dhisted controllers do not exchange
information, but are rather informed of their respectivears through voltage measurements.
Neither do the controllers require a model of the systems &hd the absence of communica-
tion makes the protection scheme simple and reliable.

The other protection scheme, inspired of model predictvetrol, is aimed at bringing the
currents in the overloaded lines below their limits in thediinterval left by protections, while
accounting for constraints on control changes. Its cldeeg-nature allows to compensate for
model uncertainties and measurement noise.

In order to tune the proposed system protection schememptges and validate their per-
formance it was preferred to detect plausible cascadingtesaenarios. To this purpose, an
algorithm meant to identify such complex sequences has deeioped. It encompasses hid-
den failures and the resulting system response.

The tests performed on small systems as well as on a realfldeconfirm not only that pro-
posed protection schemes appropriately deal with the enadfor which they were designed,
but also that they cooperate satisfactorily for combindthge and thermal problems that are
beyond their individual capabilities.
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Chapter 1

Introduction

1.1 Trends in power system operation

Modern interconnected power systems have grown in size@nglexity in order to satisfy the
increasing load demand. Initially the interconnectionsanaeans for supporting neighboring
power systems in case of emergencies and sharing the rdsiignfor the frequency regu-
lation in normal operation, thus reducing the burden anaegps of each participant. As the
generation in one power system tended to be less expenaétlanother system, or the load
centers were closer to the neighboring power system geoeraiterchange transactions were
established, providing for these long-term contracts. Assallt, the tie-lines have become
internal lines to the entire interconnected grid and arendispensable part of the entire load
supply process [HLPO1]. Altogether, interconnections enekonomical use of the generated
power and generally improve the overall reliability of tiégrconnected systems.

Each power system, part of an interconnection, is desigoedthstand pre-defined distur-
bances. To this purpose, all power system components aigpegiwith dedicated protection
schemes, some system protection schemes designed toimatatality are implemented, and
system operators are trained to take measures in orderttogdbe system to normal con-
ditions following a disturbance. However, the impact of atdibance is accompanied with
sources of vulnerability such as human errors, proteatantfol system failures, changing
power flows due to electricity market, missing or uncertaifioimation in decision making or
lack of communication between neighboring systems.

In these conditions, if the designed protection/contrstems fail to maintain stability in one

of the interconnected power systems, the whole intercdiomebecomes vulnerable. In such
a case, the disturbance could spread in cascade over |atgaabs and affect other power
systems than the one where the initial disturbance tooleplac

Major wide-spread events are rare, but their impact is igmbr Very often these outages
result in a condition where some areas of a system sepaoatetfie rest of the system causing
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2 Chapter 1

power imbalances in the so created islands. If an imbalanoetiquickly contained this can
lead to further loss of generation and transmission regsyiend in the end to total blackout.

In order to illustrate the impact of such events, in termsfigfcded areas/customers and costs,
some of the recent large-scale incidents and blackouts Month America and Europe are
presented below. Furthermore, we point out the main evemntsibuting to the initiation and/or
development of the cascading outage by writing them witicga

1.1.1 United States and Canada August 14, 2003 blackout [UBZ]

On August 14, 2003, large portions of the Midwest and Noghémited States (U.S.) and
Ontario, Canada, experienced an electric power blackohe dutage affected an area with
an estimated 50 million people and over 60,000 MW of eledtraal in eight states from U.S.

and the Canadian province of Ontario. The blackout begaw arfmutes after 16:00 Eastern
Daylight Time (EDT), and power was not restored for 4 daysame parts of U.S.. Parts
of Ontario suffered rolling blackouts for more than a weekobe full power was restored.

Estimates of total costs in the U.S. range between $4 bidioth $10 billion (U.S. dollars).

In Canada, gross domestic product was down 0.7% in Auguste tvas a net loss of 18.9
million work hours, and manufacturing shipments in Ontav@ye down $2.3 billion (Canadian
dollars).

More than 800 events occurred during the blackout cascaude eVents included the opening
and closing of transmission lines and transformers, thgpitmg and starting of generators.
Most of these events occurred in the few minutes after theackesinitiation between 16:06
and 16:12 EDT.

Blackout causes and contributory factors were identified as

¢ Inadequate vegetation managemeséveral lines were tripped down because they were
contacting overgrown trees within the lines right-of-wagas.

¢ Inadequate coordination of relays and other protectiveicevor systemsone line was
tripped by its protective relays detecting low apparentedance (as a result of abnormal
system operation, i.e., depressed voltage and high limer)y the relay reacted as if the
high flow was due to a short circuit. The trip of this line was thrning point at which
system problems, experienced up to that moment, triggaeedricontrollable cascading
blackout.

e Failure to ensure operation within secure limiteperational monitoring equipment was
not adequate to alert system operators regarding impaitamdtions in operating con-
ditions and the need for corrective actions. Moreovergstatimation and contingency
analysis tools were not used to assess system conditions.

e Failure to identify emergency conditions and communidadé $tatus to neighboring sys-
tems- non-real-data were used into the state estimator, priengtite system operator
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from detecting the security criteria violation and detarimg the necessary preventive
actions. Furthermore, neighboring system operators thjkat procedures and guide-
lines on when and how to relieve a security limit violationemht appears in an area and
the best remedy is in another area.

e Inadequate operator trainingsystem operators were not adequately trained to maintain
reliable operation under emergency conditions.

¢ Inadequate regional-scale visibility over the power sgstesystem operators lacked ad-
ditional or back-up monitoring tools to understand or vimgathe status of their trans-
mission system after the failure of their primary monitgfaarming systems.

1.1.2 United Kingdom, London, August 28, 2003 blackout [UKG]

A combination of events led to an electricity power suppljuf@ in South London that oc-
curred on August 28, 2003. About 700 MW of supplies were stounting to around 20% of
total London supplies at that time and affecting around@d@gcustomers, with supplies being
lost to parts of London Underground and NetworkRail. Systestoration began immediately
after the incident and power supplies were fully restorealiout 30 minutes.

The fault which started the blackout, occurred due taasformer incorrect protection relay
installed when an old equipment was replaced (smallerghtiThis incorrect installation
was not discovered despite the appropriate training, atton, experience and skills of
engineers involved in the quality control of the automatiatection equipment.

The sole transformer loss did not directly contribute tod¢hase of the incident. The conse-
guential increase in flows due to maintenance activitiesegrloy substations and the discon-
nection of another transformer in the same substation daeBochholz alarm, initiated the
operation of the protection relaffower flows in the area being within operational limits, sys-
tem operators did not expect that their actions to removestiigpment will cause the loss of

supply.

1.1.3 Sweden, September 23, 2003 blackout [SWEO03]

On September 23, 2003, the southern part of Sweden and ttegrepart of Denmark were
blacked-out. The loss of supply was approximately 3000 MV&weden and 1850 MW in
Denmark. The cause was a close coincidence of severe faatt;n to an abnormal system
situation far beyond the contingencies regarded in norgsiésn design and operating security
standards. In about 7 hours all supplies in Sweden and Dénweare reported to be re-
energized.

Two main events caused the blackout. The first event wasulthehut-down of a nuclear
power planton which manual control was performed in order to reduce #reation due to
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internal valve problems in the feedwater circuits. The sdcevent occurred only 5 minutes
after, another two nuclear units being lost due tioable busbar faultThe reason for the fault
was a damage to one isolator device located between the statsito which the nuclear units
were connected. The loading current of the isolator hackaszd from around 1000 A to some
1500 A following the first event. This, however, was far belidsvrating for maximum load
which is 3100 A. The isolator was inspected in March 2003 wapect to thermal overloads
but nothing irregular was detected.

After the loss of the last two nuclear units the grid becanaviheoverloaded, and the demand
in the area was recovering gradually, through the actiormefriumerous feeder transformer
tap-changers, from the initial voltage drop caused by tls generation loss. These actions
further lowered voltages on the 400 kV grid, down to critieskels, and the situation developed
into a voltage collapse. Within seconds following the vgéaollapse, circuit breakers in the
entire southern grid were tripped by distance protectiomszzro-voltage automatic controls.

The fact that the faults occurred few minutes apart and tltelgst vital parts, led to classify
the entire disturbance as an “N-3”, which is far beyond theesty degree that the Nordic
Power System was designed and operated to cope with.

1.1.4 ltaly, September 28, 2003 blackout [ITAO4]

The Italian incident was a nation wide blackout resultingnira sequence of technical prob-
lems and critical management conditions which led to thasgn of the Italian grid from the
European network UCTE (Union for Co-ordination of Transsios of Electricity). Further-
more, the UCTE system was strongly affected and the dynaesfmonse of different physical
guantities caused an unusual and endangered system oartiiting the transient phase which
followed the disconnection of the Italian grid. Indeed, tafsthe grid operation centers had
to deal with overfrequency and overvoltage problems, deviaof power exchange from the
scheduled value, tripping of grid elements, generationpamdp units.

The sequence of events was triggered by a trip of the Swiskrtiamier” line caused byree
flashover Several attempts to automatically and manually re-clbedihe were unsuccessful,
due to an automatic device, aimed at preventing re-closutiee presence of a large angular
deviation between terminal voltages. According to its gesettings, the protection blocked
the action to put the line back into service.

Despite the efforts of the Italian transmission system afoerto relieve the overloads in the
interconnection lines, another line, the “San Bernardiimég, tripped after aree flashover
This flashover was probably caused by the sag in the line aloesrheating of the conductors.
In about 12 seconds after the loss of the latter, the renimiterconnections of Italy with
UCTE weredisconnected by automatic protections due to overloading

The result was an unsatisfactory low voltage level in narti&aly and consequently, the trip
of several generation plants. After separation the fagueeacy drop was temporarily stopped
at approximately 49 Hz, by frequency primary control, auatimshedding of pumped stor-
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age power plants and load shedding. Subsequently, adalii@merating units (among which
many cogeneration plants) were tripped for various reasminisine tripping, underfrequency
and undervoltage relay operation, loss of synchronism asd bf excitation, etdespite ad-
ditional load shedding, the frequency continued to deereasl when it reached the threshold
of 47.5 Hz, the system collapsed (at around 03:28) by trigppirthe remaining units.

Nearly all of the northern part of Italy was energized befdo800, the central part around
12:00 and the remaining parts of mainland Italy at 17:00il\Bicas fully energized at 21:40.

1.1.5 Greece, July 12, 2004 [GRE04]

This incident happened just before some transmission gsoganned to reinforce the trans-
mission system, in order to improve voltage stability anct@ase transfer capacity, were in-
tegrated. In addition, several transmission elements andrgting units were unavailable on
this day due to various failures, repairs and maintenance.

The sequence of events leading to the blackout started hétlo$s of a generation unisit-
uated in a weak area of the systeing to auxiliaries failure Due to further problems during
the startup the unit was synchronized only after approxeitge hours. During this time the
load was increasing and the voltages were constantly dngppihe voltage stopped declining
as soon as the generator was synchronized and started tyamera

However, in the process of achieving the technical minimbengenerator was lost again due
to high drum level. At this time the system was in emergenayesand a load shedding of
100 MW was requested by the system operator. The load shgetlmbk place but it was not
enough in order to stop the voltage decline, so another lbadding action of 200 MW was
requested.

The second load shedding action had no time to be executedi¥®dwo more generators
were lost in the weak arealhe event which initiated the tripping of the first generat@s
“unclear”; as for the second one, it was manually tripped irder to protect the unit At
this moment the voltages collapsed and the Greek systemrsplio parts. After splitting the
remaining generator in the weak area were disconnecteddsrunitage protection leading to
blackout.

The split of the system saved the Northern and Western pattseoGreek system, which

remained interconnected with the rest of UCTE, even thotgtsturplus of generated power
created a severe disturbance. The restoration processdstaw minutes after and in about
five hours all the consumers were fully supplied.
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1.1.6 UCTE, November 4, 2006 [UCTO06]

In the evening of November 4, 2006, in the UCTE interconreegied there were significant
East-West power flows as a result of international poweretraad the obligatory exchange
of wind feed-in inside Germany. At around 22:10, a seriowsdient resulting in tripping of
several high-voltage lines, which started in Northern Garym split the UCTE grid into three
separate areas (West, North-East and South-East) witifisagnt power imbalances in each
area. The power imbalance in the Western area induced eedesguency drop that caused an
interruption of supply for more than 15 million European seholds.

The main two causes of the incident were identified as:

¢ Non fulfilment of the N-1 criteriom the E.ON Netz grid and on some of its tie-lines
to the neighboring TSOs after manual disconnection of thH®eK8 double-circuit line
Conneforde - Diele;

¢ Insufficient inter-TSO coordinatiorcven if the initial planning of the double-circuit line
switching-off was duly prepared by the directly involvedO$S(E.ON Netz, RWE TSO
and TenneT), the actual time for this switching maneuver @z@smunicated by E.ON
Netz at a very late moment; it was also not sufficiently predaand checked in order to
ensure secure operation of the system in this area.

Furthermore, no specific attention was given by E.ON Nethéofact that the protective de-
vices had different settings on both sides of the LandeslbergNVehrendorf line linking the
E.ON Netz network to the RWE one, although this informaticasweritical due to the very
high flow on this line after the initial line switching-offniresponse to the RWE TSO request
to reduce the power flow E.ON Netz made an empirical assesssheorrective switching
measures without any load flow calculations for checking\kEcriterion. The chosen action
of coupling the busbars in the E.ON Netz Landesbergen sidistaas expected to result in
power flow reduction. The simulations made in the course\afstigations after the incident
showed thathis action led to a result which was contrary to what dispetcs expectedhe
power flow increased arttie line was automatically tripped due to overloading bydistance
relays in the Wehrendorf substatioifhis tripping led to cascading line trippings throughout
the UCTE area. All lines tripped due to overloading thatgeged distance protection.

The very rapid split of the interconnected system could eatbpped once the cascade tripping
of the lines had started. Due to the good performance of eoongasures activated at UCTE
level in the individual control areas, a Europe-wide black-was avoided.

1.1.7 Salient features of the incidents

As can be seen from the presented major incidents and bles;kool two scenarios are the
same. The initiating events vary, including human actiongmactions, system topology, and
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load/generation imbalances, etc. Other factors inclueéistance between generating stations
and major load centers, voltage profiles across the gridirentypes and settings of protective
relays in use.

Nevertheless, all scenarios present a common pattern cddigtipn causes, namely cascading
loss of transmission lines, mainly due to thermal overl@adl generation resources, some of
them due to system low voltages and/or frequency.

Thermal overload is related to the maximal current allowabhrough an equipment, for a
specific period of time, without damaging it or its isolatiorversibly, nor causing dangerous
conductor sag, which may lead to flashover with surroundystesn equipments or vegetation.
Some important transmission lines (e.g. interconnectiediries) or transformers, may be
equipped with overcurrent protections. Their trippinguscaatic or controlled by the system
operator. In both cases the resulting extra power flow wilbfo different transmission paths,
which may result in overloading some other lines. This caid l® cascade line tripping and
eventually to power system isolation and blackout (see tise &hd Italian incidents).

Transmission lines might be tripped not only by overcurgotections, but also by distance
protections which are detecting high currents and low gatathat appear as faults (see the
U.S. incident). Moreover, while overcurrent protectioaave some time before tripping the
transmission line, thereby allowing control actions to dleeh to alleviate the overload, in the
directional protection case, the trip is instantaneouscameot be foreseen.

Other unwanted protection system operations/misoperat® due to hidden failures [HPT88,
THP96, PT96, KNO2]. A hidden failure of a protection systenaipermanent defect that will
cause a relay or a relay system to incorrectly and inappatglyi remove circuit elements as
a direct consequence of another switching event. This diefingquoted from [PT96] can be
extended to the case where a protection does not act whileutd. The defect must be capable
of being monitored with an appropriate supervision systéhme most severe particularity of
hidden failures is that their effects appear when the sy&eaineady in stressed conditions. In
the blackout scenarios previously presented, some of thietewhich are further aggravating
the system conditions could be considered as hidden failditee damaged isolator producing
the double bus bar fault in the Swedish blackout case, thagwelay setting in the London
case and the “unclear” generator loss in the Greek incideatsuch examples.

Finally, under the above mentioned stressed conditiongptieer system might be subject
to another threat for power system security: voltage inktgbThe latter is caused by load
restoration mechanisms trying to restore power consumgiteyond the capabilities of the
weakened transmission and generation combined systemthdiincidents previously pre-
sented have resulted in either severely depressed voltatjerdrequency profiles or voltage
collapse.



8 Chapter 1

1.2 Motivation and objectives of this work

The main objective of this thesis was to develop appropsgséem protection schemes against
two of the important causes of power system incidents,tiied by the examples presented
above. Namely, long-term voltage instability and cascade {ripping of overhead lines,
mainly due to overloading. To this purpose a distributedaumoltage load shedding protection
scheme against voltage instability, and a centralizeceptimin scheme meant to alleviate line
overload were designed. Both schemes were to be testedisticeeases.

Of course, there are other causes of power system insyaBilich as transient (angle) insta-
bility, small-signal angle instability, short-term vaifa instability, and frequency instability.
These are not considered in this work. They would call foc8meprotection schemes.

Some of the existing system protection schemes are aimeaeting to specific disturbances
as the tripping of well identified transmission lines or gaers. However, as illustrated in the
previous sections, many incidents resulted from unforgksturbances. In this respect, it is
a challenge to design system protection schemes able t@aflarge set of possible degraded
situations.

To deal with the combinatorial explosion of the number ofnrsc®s, and avoid considering
unrealistic combinations of single events, there is a ne@tkntify plausiblecascading events.
The latter should be used to tune the parameters of the systégacttion schemes and validate
their performance.

The algorithm meant to identify such complex sequences @ftsvshould encompass hidden
failures and the resulting system response. Developingsoale practical algorithm was also
one objective of this work.

1.3 Structure of the report

The remaining of this report is organized in six chapters.

In Chapter 2are presented two major causes leading to power systemdddigna namely
the thermal overload and voltage instability. In the firsttpbasic notions regarding voltage
stability are introduced, and the main mechanisms leadingpltage instability and correc-
tive/emergency control actions to counteract these phenamare illustrated on a small test
system. In the second part some features of the thermaloaekedroblem and the resulting
cascading loss of transmission equipments are recallgdther with the relevant preventive
and corrective control actions.

The scope ofChapter 3is to develop an algorithm capable to identify plausibleesevcas-
cading events. To this purpose we define the criteria usedttymine which are the possible
next disturbances following an initial perturbation, thaywo compute the cascading event
probability and the stopping criteria. Furthermore, wepmse a filtering method in order to
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cut down in computing times. Finally, we present the resalftgined on a real-life system and
some of the so determined events are analyzed in detalil.

Chapter 4deals with the undervoltage load shedding against voltastalbility and the issues
raised by its design, in terms of location, delay and amotildaml shedding. After reviewing

different available load shedding schemes, we propose adesign and show its potential
advantage. Preliminary results of this scheme obtainecherNtORDIC32 test system are
presented.

Chapter 5focuses of transmission line thermal overload alleviatismg a centralized pro-
tection scheme. The latter is inspired of model predictiostm| algorithms. After briefly
reviewing the model predictive control principle, we shoawhthis multi-step optimization
could be applied to emergency alleviation of thermal otk We illustrate the proposed
algorithm on a simple academic system, discuss its limitd,cutline some remedies.

Chapter 6deals with detailed testing of both the distributed undktage load shedding and the
thermal overload alleviation protection schemes on a moftiile real-life system considered
in Chapter 3. We analyze the system behavior and the funetjaf the proposed protection
schemes when dealing with some of the cascading eventopsdyidentified by the method
of Chapter 3.

General conclusions as well as directions for future deprakents are presented in Chapter 7

1.4 Publications

Most of the work presented in this report has been publishéiged following articles:

e B. Otomega, and T. Van Cutsem. Fast Contingency FilteringeBan Linear Voltage
Drop Estimates. IProc. of the IEEE Power Tech ConRaper 324, St. Petersburg (Rus-
sia), 2005.

e B. Otomega, M. Glavic, and T. Van Cutsem. A Purely Distrilbutenplementation
of Undervoltage Load Shedding. Froc. of the IEEE PES General MeetinBaper
07GM1037, Tampa, Florida (U.S.), 2007.

e B. Otomega, A. Marinakis, M. Glavic, and T. Van Cutsem. Eneey Alleviation of
Thermal Overloads Using Model Predictive Control.Rroc. of the IEEE Power Tech
Conf, Laussane (Switzerland), 2007.

e B. Otomega, A. Marinakis, M. Glavic, and T. Van Cutsem. Mopledictive control to
alleviate thermal overload$EEE Power Engineering Society Letter, published in IEEE
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Transactions on Power Systervslume 22, Issue 3, Aug. 2007, Page(s):1384 - 1385.

B. Otomega, M. Glavic, and T. Van Cutsem. Undervoltage Idaellding using dis-
tributed controllersIEEE Power Engineering Society Letter, published in IEEBNE-
actions on Power System#lume 22, Issue 4, Nov. 2007, Page(s):2283 - 2284.

B. Otomega, and T. Van Cutsem. Distributed undervoltagd kiedding. Paper ac-
cepted for publication iIHEEE Transactions on Power Systen¥olume 22, Issue 4,
Nov. 2007, Page(s):1898 - 1907.

B. Otomega, and T. Van Cutsem. ldentifying plausible cascpelvents in system stabil-
ity assessment. IRroc. of the 3rd International Conference on Energy and Emment
CIEM2007 Bucharest, 22-23 November 2007.

As of writing this document, the following has been subnditte

e F. Capitanescu, B. Otomega, H. Lefebvre, V. Sermanson, addnlCutsem. Prospects

of an improved system protection scheme against voltagelitisy in the RTE system.
Paper accepted to be presented &th Power Systems Computation Confereri@ias-
gow, Scotland, July 14-18, 2008

My research activity in the field of voltage instability &t with the studies performed for my
final project, carried out at University of Liege with an ERMUS scholarship, which were
reported in:

e B. Otomega, V. Sermanson, and T. Van Cutsem. Reverse-Lamitr&@ of Load Tap

Changers in Emergency Voltage Conditions.Froc. of the IEEE Power Tech Conf.
Paper BPT03-450, Bologna (Italy), 2003.



Chapter 2

Voltage instability and thermal overload:
an overview

This chapter proposes a short review of voltage instabélitgd thermal overload phenomena.
The first part contains voltage instability definitions andssifications, the mechanisms that
can create voltage problems and the preventive and coweatontrol actions that can be
taken in order to counteract this phenomenon. Through gmreghmples, two of the typical
long-term voltage instability mechanisms and some of thheective actions are presented
in detail. The second part deals with thermal overloadsceds line tripping, transmission
line thermal uprating and power system controls to preveneduce overload. Finally, this
chapter outlines the Quasi-Steady State (QSS) approxamatihich is the reference model of
the time simulation software used throughout this reseamtk.

2.1 \oltage stability

2.1.1 Definition and classification

Major blackouts caused by power system voltage instapditgh as the ones presented in the
introduction, have illustrated the importance of this ptr@enon. In many power systems,

voltage instability is considered as a major risk of bladkas important as thermal overloads

and the associated risk of cascade line tripping [VCVO07].

Since a power system experiences various physical pradasseappropriate to classify the
various forms of instability that could affect its normahfttioning according to the nature
of the involved phenomena. Convenient definitions, clasgibns and short descriptions of
various forms of power system instability established bgiagd IEEE and CIGRE Working

Group are presented in [CTF04]. The definitions given in gguel are taken, in great extent,
from this reference.

11
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Voltage stability concerns the ability of a power system @imtain acceptable voltages at all
buses in the system after being subject to a disturbancdag@instability results from the

inability of the combined generation-transmission systenprovide the power required by

loads [VCV98] and generally occurs in the form of a prognessioltage fall at some buses.
Nevertheless, overvoltage instability, manifesting as@gessive rise of voltages at some
buses, may be also encountered in highly compensated pgstenss [VCM97].

The termvoltage collapseés also often used to denote the process by which the sequénce
events accompanying the voltage instability leads to akiolatcor abnormally low voltages in
a significant part of the power system.

The load response to voltage changes is usually the driaree ffor voltage instability. That
is why voltage instability phenomenon is called alsad instability After an initial dis-
turbance the power consumed by the loads tends to be redigréte action of motor slip
adjustment, distribution voltage regulators, load taprding transformers and thermostats.
However, loads are not the only responsible for instability

For purpose of analysis, it is useful to classify voltag®#itg, with respect to the disturbance
the system is experiencing, into the following two subcatess:

e Small-disturbance voltage stabilitg concerned with the system’s ability to maintain
steady voltages following small perturbations such aseimental changes in system
load. This form of stability is influenced by the load chaeaistics and continuous / dis-
crete controls at a given instant of time. Steady-stateagmbres can be effectively used
to study small-disturbance voltage stability [GMK92]. Aterion for small-disturbance
voltage stability is that, at a given operating condition éwery bus in the system, the
bus voltage magnitude increases as the reactive powetioneat the same bus is in-
creased. Thus, a system is voltage unstable if, for at lessbas in the system, the bus
voltage magnitude decreases as the reactive power imeatithe same bus is increased
[Kun94].

e Large-disturbance voltage stability refers to the sysseability to maintain steady volt-
ages following large disturbances such as system faulss, & generation or circuit
contingencies. This ability is determined by the systemlaad characteristics, and the
interactions of both continuous and discrete controls anteptions. Large-disturbance
voltage stability can be studied using nonlinear time-diarsamulations.

Determination of voltage stability requires the examiomatof the nonlinear response of the
power system over a period of time long enough in order towapthe performance and
interactions of devices such as motors, load tap-changesformers, and generator field-
current limiters. Therefore, the time frame of interestJoltage stability problems may vary
from few seconds to tens of minutes. The analysis of voltéaalgy with respect to time span

can be divided into:

e Short-term voltage stabilityhich corresponds to a time-frame of several seconds and in-
volves dynamics of fast acting load components such as frmfumotors, electronically
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controlled loads and HVDC interconnections. This is alsotiine scale of synchronous
generators and their regulators and FACTS devices [Cap04].

e Long-term voltage stabilityvhich corresponds to a time-frame of several minutes and
involves slower acting equipments as load tap-changingstoamers, thermostatically
controlled loads and generator current limiters.

Considering the above voltage stability categories, tlikwleals with long-term large-disturbance
voltage instability problems.

2.1.2 The QSS approximation of long-term dynamics

Extensive details about the QSS approximation and vatidatiith respect to detailed time
simulation can be found in [VCM97, VCV98, VC00, VCGO06], framtere the material of this
section is borrowed.

The general model of power system dynamics relevant togek#ability analysis takes on the
form:

O = g(X7y7ZC7Zd) (21)

X = f(X7Y7Z07Zd) (22)

Ze = he(X,¥,%c, 2q) (2.3)

Z4 (tlj) = hqg (x, Y, Z¢, Zd (tl;)) (2.4)

The algebraic equations (2.1) relate to the network equsitwritten in terms of active and
reactive currents, and whegerepresents the vector of bus voltages magnitudes and phase
angles. Alternatively, rectangular coordinates can bd.use

Differential equations (2.2) and (2.3) relate to a wide efyriof phenomena and controls. On
one hand, the short-time dynamics captured in (2.2), inmglthe state vectax, refer to gen-
erators, turbines, governors, automatic voltage regidagtatic var compensators, induction
motors, HVDC links, etc. On the other hand, equations (2e3cdbe the components with
long-term continuous dynamics, such as secondary fregumardrol, secondary voltage con-
trol, load self-restoration, etc. The corresponding \@es are grouped inta..

Finally, the equations (2.4) represent the long-term digctime dynamics that stem from
controllers acting with various delays on shunt compensatjenerator setpoints, load tap
changers, equipment protection such as Over Excitationtei(OEL) and system protection
schemes against short and long-term instabilities, actirigads and/or generators. The corre-
sponding variables are grouped impwhich undergoes step changes freg(t;, ) to zq (t;)

at some instants of timg dictated by the system dynamics itself.

The QSS approximation of long time dynamics is based on thealdime decoupling between
the short and long-term dynamics, and consists in repldeistgr phenomena, represented in
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(2.2), by their equilibrium conditions instead of theirlfdi/namics:
0 = f(x,¥,%c,24) (2.5)

However, it is possible that large changezinandzy eventually induce an instability of the
short-term dynamics, in which case the QSS approximatiootyalid any longer [VCGO06].
In practice however this usually happens when the systermatipg conditions are already
very degraded (low voltage levels)

This method is at the heart of the ASTRE software, develop#uealniversity of Liege, that
has been used throughout this research work.

2.1.3 Long-term voltage instability mechanisms

The most typical instability mechanism is thass of equilibrium of the long-term dynamics
driven by load restoration [VCV98]. It is generally congiee that, after an initial large dis-
turbance, load restoration hastens the voltage collapsmgs as it tries to restore the load in
the distribution system to almost the pre-disturbancelleVée load restoration may result
from a load’s own trend, depending on load characteriséiags thermostatic loads, inductions
motors [Tay94, Kun94]), or as outcome of different contrgdtem actions. An example of
the latter are load tap-changers acting to restore disioibwoltages, and hence restore the
corresponding voltage dependent loads.

Another mode in which the long-term dynamics may becomealnestis through dack of
attraction towards the stable long-term equilibriund\ typical scenario would be a loss of
equilibrium of the long-term dynamics followed by a delaysairective control action which
restores a stable equilibrium but not fast enough for théegydo be attracted by the stable
post-control equilibrium [VCV98].

A third instability mechanism that can be thought of, but hasbeen observed in a real power
system, is througlgrowing voltage oscillations

Load modeling

The load composition makes the modeling of the aggregatkdatifficult problem, since each

load device has a different characteristic. Furthermarad Icharacteristics can vary signif-
icantly with time of day, day of week, season, and weatheF9H]. In large-scale stability

studies, the load aggregate is very often represented xganential moddICTF93]:

ren(l) e

Q=Q (K)ﬁ (2.7)
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where then and exponents can be defined as the normalized partial demgadif/the active
and reactive power with respect to voltage around the neéereperating pointt,, Qq, Vo).
Values for these parameters can be found in the literatursiigle or aggregated loads with
specified nature [ITF93, ITF95]. Note th&y and(), are the active and reactive power con-
sumed under the reference voltdge

Nevertheless, a unique pair af,(5) exponents may not be appropriate to model a cluster
of loads due to the possible wide variety of voltage charesties. An alternative is to use
the polynomial modél which consists in grouping loads having identical or almdsntincal
exponents, resulting in a linear combination of exponéntizdels:

n v (o7}
PZ%Z%(vO) )

i=1

Q=@ (VO) ,

Wherez a; = Z b; = 1 andn is the number of different load characteristics.
=1 =1

A particular case is when all exponents are integers, liaguit a load characteristic defined by
a polynomial inV. A well known case is the ZIP model, which is made of three conemts:
constant impedancer(= = 2), constant current(= 5 = 1) and constant powe(= 3 = 0),
combined into the following quadratic expressions:

Vv 2 1% 1
a9 <VO) + aq <VO) + ag
Vv 2 Vv 1
by | — by | — b
(%) +o () o

The exponential model has been largely used in this work.

P:P(]

Q= Qo

Load tap changers

From the point of view of efficiency and power transfer capgbithe transmission voltages
have to be high, but it is not feasible to generate and congawer at these voltages. Trans-
formers are the power system equipments which enableaitdiz of different voltage levels
across the system. In addition to voltage transformati@msformers are often used to com-
pensate for variations in system voltages. To this purpesestormers are equipped with taps
in one or more windings in order to adjust the ratio [Kun94joltypes of tap-changing facil-
ities are provided:

IMulti-exponential to be precise.
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¢ off-load tap-changing requires the de-energization otithiesformer in order to change
the tap. This is used when the ratio is changed to meet Istgipoperating conditions.

e Load Tap-Changing (LTC) is used when tap changes are fréqiiéiis is used to take
care of daily variations in system conditions.

The LTC is a slow acting, discrete device changing the taprigystep at a time, if the voltage
remains outside a deadband longer than a specified time déiayL.TC controls the distribu-
tion side voltage}; in the case of Fig. 2.1, by changing in closed loop the transéo ratio

r according to the logic shown in Fig. 2.2, in order to keep thlikage within the deadband
[V? —e, V°+¢]. The size of a tap step is usually in the range 0.5% - 1.5%. Eaelohnd
must be larger than the tap step size, typically twice thestap, in order to avoid voltage os-
cillations induced by tap changing. Another feature of teadband is to avoid the activation
of the LTC for small voltage changes around the setpointezalu

HV ' MV rN, | re |
r:1 | |
] . 2¢
}—@’D—‘* B
V ‘/l ‘/lo ‘/l
Figure 2.1: Transformer one-line diagram Figure 2.2: LTC control law

Furthermore, in order not to start adjusting the ratio irecafsa temporary voltage excursion,
an initial time delay is introduced between the moment tHtage exits the deadband and the
first tap change. Usually, the initial time delays are laiipg@n the subsequent ones and are
adjusted in order to coordinate the cascaded levels of LTE&C03]. Typically, the initial
time delay is increasing as the LTC is closer to the load. éf\thltage recovers in this time
interval, the timer is reset and the action is canceled.

One important constraint of LTCs is the limited regulati@nge of the variable tap ratio
rmin. < o < pmar Typical values of the lower limit are 0.85 - 0.9 pu and for thgper
limit 1.10 - 1.15 pu [VCV98].

Load restoration through LTC action is indirect. When theCL3ucceeds to restore the dis-
tribution side voltagéd/, close to its setpoint valug?, the load power, which depends on bus
voltage, is also restored. This property makes the loadpeapin the long term as a constant
power load.

A large-disturbance long-term stable scenario, invol\ifi@ load restoration, is sketched in
Fig. 2.3, where the solid curves represent the pre- andgisitrbance network characteristics,
the dotted lines are the short-term load characteristicdifferent values of- and the dashed
vertical line is the long-term load characteristic.

As suggested in the figure, the network characteristic kbras a consequence of the distur-
bance, the system operating point changes from the initigdt®© (which is the intersection



Chapter 2 17

between the pre-disturbance network characteristic aadoting-term load characteristic) to
point O’ corresponding to the intersection of the shortrénad characteristic with the post-
disturbance system characteristic. The fact that the lo#idge is low results from the voltage
reduction experienced by the transmission system and theetien in voltage dependent load
power when moving from O to O'. If the load voltage is outsile tleadband, the LTC starts
decreasing the transformer ratiavith the intention to restore the load voltage. This caules t
short-term characteristics to change as shown in the figilie.operating point moves along
the post-disturbance network characteristic until a nearajing point is reached, close to the
point where the long-term load characteristic intersdwsiew network characteristic.

vV

disturbance O |

P (Vo) P
Figure 2.3: Load restoration through LTC

In the sequel, the load restoration is further illustratsthg the simple test system shown in
Fig. 2.4, which consists of a load fed by two generators thhcacascade of transformers with
LTCs. The transformers are assumed ideal for simplicity.useassume that the disturbance is
the loss of one circuit of the transmission line, applied=atl0 s. The LTCs voltage setpoints
areVy =V =1 pu with a half-deadband = 0.01 pu. LTC operation starts after an initial
delay of 20 s forly, respectively 50 s fof5,, and continues at a rate of one tap change each 10
seconds.

Gy 1 3

T
1500 MW

Ty
@_ 750 Mvar
10s0mMw  Ga @

ro i1 5

450 MW 2
—— 600 Mvar

Figure 2.4: One line diagram of the simple test system

The diagram on the left in Fig. 2.5 presents the evolutiorhefdystem in theHs,V3) space,
while the one on the right shows the time evolution of thedmaission voltagé’;, and LTC
controlled voltage%, andV;. The dash-dotted lines show the LTC deadbands. The ogmiltat
around the long-term operating point are due to dynamigactens between the cascaded
LTC transformers, as explained hereafter.
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Right after the disturbance, both LTC-controlled voltatgdisbelow their respective deadband.
Therefore, the LTCs attempt to restore their secondanagek. The first to initiate the voltage
recovery action is the upstream LTC, which has a smallaairitme delay, 20 s. It can be seen
that, by reducing the upstream LT} is restoring both/, andV;. However, at = 60 s, after

an initial time delay of 50 s, the downstream LT¢ starts to act, as the controlled voltage

is still outside the deadband. The effect of combined astam; andr, is a faster recovery of
voltageVis. The opposite effect is seen &f, which under the same conditions is decreasing.
At t = 80 s,r, stops decreasing a5 is brought back in the deadband, but this voltage keeps
on increasing and eventually exits the deadband on the upg@er under the effect of the
still changingr;. Again, after the initial time delay the downstream LTC &0 increase; in
order to reducés;, with the effect of increasing botl, andV;. Finally, after another activation
of the upstream LTC, both controlled voltages settle dowthéndeadband.
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Figure 2.5: LTC load and voltage restoration

Note that the final restored power is different than theahdne and smaller than the long-term
load value, dashed vertical line in Fig. 2.5. This is due ®dlkeadband effect, i.e. the LTC
stops acting as soon as the controlled voltage enters tiibded. Therefore, the deadband
creates &table equilibrium arearound the stable long-term equilibrium point.

One important aspect of LTC functioning is that the actidalsen to control subtransmission or
distribution voltages, have the opposite effect on thestimaiasion voltages [Cal84]. As can be
seen in the example, the transmission voltége decreasing when the downstream voltages
are increasing and vice versa.

2.1.4 lllustration of long-term voltage instability

In this section, the simple test system, on which the loaihrason mechanism was described,
is used to illustrate the loss of equilibrium of the longatedynamics. To this purpose two
scenarios are considered.
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Loss of local generator

The first instability results from the loss of generat®y, at¢ = 10 s. The left diagram in
Fig. 2.6 presents the evolution of the system in thgl(;) space, where the dots represent
the intersection between the short-term load charadteasid the post-disturbance network
characteristic. The time evolutions of the transmissigrsubtransmissioly; and distribution

V5 voltages are shown on the right in the same figure.

As can be seen, under the effect of the disturbance, the rletliaracteristic shrinks and the
voltages experience a large decrease. Since the LTC clexdtralltages are well outside their
deadbands, the LTCs start decreasing the transformessratider to restore their downstream
voltages. First the distribution voltage increases, btdgrafome time starts decreasing as the
critical point of the post-disturbance system characteristic was crossadepicted in the left
plot of Fig. 2.6. After this point both voltage and load powestoration by the LTCs fail. Even-
tually the LTCs hit their limits, the transmission voltageties down to a low, unacceptable
value (that in practice will trigger some protections).

It should be mentioned that the final operating point shooldoe considered stable, as other
load recovery mechanisms may continue acting causingeugystem degradation. Further-
more, there is a point beyond which further decrease offwam®r ratio leads to loss of short-

term equilibrium, as illustrated in the next example.
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Figure 2.6: LTC driven voltage instability
The nature of instability is revealed by the fact that theraa intersection point between the

long-term load characteristic and the post disturbanosaor&tcharacteristic, as can be seen in
Fig. 2.6 (left plot).

Loss of line and OEL activation

This case involves the same disturbance used to illuswaterestoration by LTCs, as well as
the activation of the Over Excitation Limiter (OEL) of gea#sr Gs.
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As in the previous case, soon after the disturbance the Liafsacting, voltage restoration
being possible, since a long-term equilibrium point exjsee left diagram in Fig. 2.5). How-
ever, the slow decrease of transmission voltegecaused by successive ratio changes, forces
generator, to produce more reactive power. Eventually, the field curcérihe latter in-
creases above its limit, and after some temporization thie €@ines into play. Consequently,
the network characteristic seen from the load further &lriand does no longer intersect the
long-term load characteristic. Even more, the operatinigtde already below the critical
point, as can be guessed from both plots in Fig. 2.7.

At t = 90 s, following the successive tap changes, the short-¢qudibrium is lost, which is
revealed in detailed time simulation by a loss of synchmoms G, [VCV98].
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Figure 2.7: LTC and OEL driven instability

The main conclusions that can be drawn from the two shown plesris that emergency
controls should act before further degradation of opegatonditions (e.g. losing other system
equipments due to prevailing conditions), customer velsdgecome unacceptable and short-
term dynamics become unstable. Furthermore, the contiiohnscshould be strong enough in
order to restore a long-term equilibrium point and to enslueattraction towards this operating
point.

2.1.5 Controls to counteract voltage instability phenomea

In power system operation, a distinction is made betweewveptere and corrective counter-
measures against instability phenomena [CTF95].

Preventive countermeasures are actions which are detednmnthe power system planning
and operation stages, for a setcoddible disturbancesn order to ensure that no major conse-
guences would follow their occurrence. The control actiaresusually operator-initiated and
are based on power system security assessment off-line-loneosimulations. The means to
improve voltage stability involve mainly shunt compensatswitching, LTC modified con-
trol, generator voltage control and active power reschiegund possibly load curtailment
[VCOO].
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Although preventive countermeasures tend to be reliabderabust, corrective countermea-
sures are often more effective. The latter are needed todewere disturbances [CTF95].
Usually these araon-credible disturbancesvith a small occurrence probability, for which it
would be too expensive to take preventive measures.

According to the previous section conclusions the coweatbntrols can be divided into two
categories:

e control actions which stop the system degradation. Theselyrect on load restoration
mechanisms, such as LTC controllers. To this purpose, aesarergency LTC control
measures are in use or have been proposed in the literatG\éqY]:

— tap blocking- it consists simply of deactivating the control mechanibat is nor-
mally restoring the distribution side voltage of the powelivery transformer. In
this way load restoration is canceled, or, in the worst cdskayed;

— tap locking- is the action of assigning a specific tap position, whereLif@ will
move and then lock;

— tap reversing consists in changing the control logic, so that the LTC istoalling
the transmission side voltage instead of the distributide.s

e control actions which restore a long-term equilibrium. STéan be achieved through:

— fast increase of generator voltagesn increase in generator voltages may con-
tribute to system stabilization, provided that the maximdefiverable power be-
comes larger than the power that the loads attempt to réstore

— shunt compensation switchingqutomatic action in response to low voltages;

— reducing load consumptionthis is the ultimate countermeasure and it can be im-
plemented either directly as load-shedding or indired¢ttptigh a decrease in LTC
voltage setpoint.

In the sequel, some of the above mentioned long-term voltegjability countermeasures are
illustrated on the previously introduced simple test syst&€he original voltage unstable case
considered is the one presented in Fig. 2.6, where thelidisurbance is the loss of generator
Go.

LTC tap blocking

From the customer point of view, in an unstable situationlibset blocking position is the
one corresponding to the highest distribution voltages tiaumaximum restored power. This
operating point corresponds to tbetical point of the post-disturbance system configuration,

2Thereby restoring an intersection point between the nétwaracteristic and the long-term load character-
istic.
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i.e. the tip of the PV curve in Fig. 2.6. However, in real-ldgstems, the on-line determination
of this point remains a challenge, mainly due to the difficait running state estimation fast
and reliably enough [VMO1].

In the case illustrated in Fig. 2.8 both cascaded LTC transées are blocked when the trans-
mission voltagé/; falls below 0.8 pu. It must be emphasized that after thisoadtie system
degradation is only slowed down or stopped (in our case)o ither corrective control action
is taken, in order to give to the system a new long-term duojuilim operating point, and the
LTCs are unblocked the instability process would proceed.

1.1 — T 1.1
V, (pu) '
1 ! - Mol babltlbotos bafltbeltio but bt bedio bafletbutiodiay
1 V5(pu)
1
0.9r ' vV, (pu)
1
0.8 :
: AN V, (pu)
1 N
0.7/ ! 0.7/ :
. SRR
' : ' without LTC blocking
PS.(pu) t(s
0.5 — 0.5 : : :
11 115 12 125 13 135 14 145 15 155 0 100 200 300 400

Figure 2.8: Example of LTC blocking

Another drawback of this technique is that other load resimn processes may keep on de-
pressing transmission voltages. Such a case is illustiatedy. 2.9 where we consider that
only the downstream LTC is block&dhen the transmission voltadg falls below 0.8 pu, the
upstream one continuing to control its secondary side geltdn comparison with the case
presented in Fig. 2.8, the transmission voltage decreasdysslowed down, and stops when
the LTC hit his limits.
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Figure 2.9: Example with only downstream LTC blocked

3In real-life power systems the blocking scheme is appligabit levels of transformers in cascade.
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The other LTC related techniques, tap locking and voltageosat decrease, raise the same
problem with respect to other load restoration processash&more, a single tap position or
modified setpoint may not suffice to face all possible scesarin all the cases, the LTCs on
which to act, must be identified.

LTC tap reversing

The technique that we present in this subsection is not im@ieed to our knowledge. It is
an improved LTC control that we proposed in [OSCO03], wheeeittierested reader may find
more details and explanations as well as an applicationdayaiscale system.

As outlined before, the long-term instability mechanisroasised by the “blind” action of the
LTC below the critical point. This can be counteracted bynghiag the LTC control law so
that the transmission voltagéis prevented from falling below some setpoint valie

The modified logic is shown graphically in Fig. 2.10. As lorgythe transmission voltagé
remains abov&® + ¢’ the LTC operates according to the usual logic. On the contagrsoon
asV falls belowV° —¢’, the LTC increasesin order to decrease the load voltage (and power),
and hence increasé. This modified control is referred to asverse logian [OSC03]. The
deadbandV® — ¢’ | V° + £'] prevents from oscillating in between the two logics.
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Figure 2.10: LTC reverse control law

This modified control presents @dosed-loopbehavior, extensively illustrated in [OSCO03].
Once the reverse logic has been activated, and as long ag GésLnot limited,» will be
automatically adjusted so as to prevéhfrom falling belowV° — ¢’. This occurs when an-
other load restoration process or an increase in demankimgtplace. This behavior cannot
be obtained with the previously mentioned LTC related tegpines. Moreover, the closed-loop
nature of the control guarantees the robustness of thisgemey control scheme with respect
to the inevitable uncertainties on the load behavior.

Following a disturbance, the final operating point will bther:
- like R in Fig. 2.10, where the load voltage and power areorest (except for the deadband
effect), or
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- like N in the same figure, where load voltage has been deseasprevent” from falling
belowV
- in the non-grayed areas of Fig. 2.10, only if the LTC hitsnaitli

As with the usual control logic, there must be a coordinatietween the multiple LTCs in cas-
caded layers. In emergency conditions, the objective keiggickly stop the system degrada-
tion, the tapping delay of each transformer should be ad sisqossible (taking into account
mechanical constraints) as soon as it enters reverse loggpective of the layer and whether
it is the first step change or not. Thus, the initial time delag no longer be used for LTCs co-
ordination purposes. In this case the voltage setpoinegaduie used as coordination method.
The simulation results reported in [OSCO03] indicate that\bltage setpoint should increase
as the LTC is closer to the load. Therefore, the downstrea@slactions are favored.

Figure 2.11 shows the successful operation of the LTC reJergc, for the considered simple
test system and disturbance. Both LTCs are monitobingn reverse logic, the considered
setpoint values being? = 0.85 pu and’z, = 0.90 pu as detailed in Fig. 2.12.
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Figure 2.11: Example of LTC reverse logic

Figure 2.12 also illustrates the closed-loop behavior efgloposed scheme, as long as volt-
ageVs is outside the deadband, the downstream LTC is increasingorder to preserve the
transmission voltage.

In a real system, by restoring; voltage to its setpoint value, the reactive losses of sub-
transmission network would decrease and the capacitiyeostipf shunt compensation would
increase, which would decrease the reactive power dravmn tin@ transmission system. This,
in turn, would allow the load voltage to be eventually somatnhcreased, and more load to
be restored. A similar conclusion regarding the controhtéimediate voltages was drawn in
[CCM96], although in a slightly different context.
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Figure 2.12: LTC reverse logic in voltage space

Generator voltage increase

Proceeding with our example, Fig. 2.13 shows the benefitickgraising the voltage setpoint
of G; by 0.1 pu at =100 s. After the generator voltage increase, the new n&tey@racteristic
intersects the long-term load characteristic, indicatimgt a new long-term equilibrium has
been restored. After a period of oscillations, due to LT @riattions, both sub-transmissign
and load voltagé’; regain their pre-disturbance values.
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Figure 2.13: Example of generator voltage increase

Load shedding

It is well known that load shedding is a cost effective coumiasure against long-term volt-
age instability triggered by large disturbances [Tay94he@rgument for undervoltage load
shedding is that load will be lost anyway when exposed to ababvoltage; hence it is better
to have the load shedding action under the control of a syptetection scheme, with known
trip settings and time delays.
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Time, location and amount are three important and closéata@ aspects of load shedding
against voltage instability. An extensive discussion estaspects is presented in Chapter 4.

For the sake of completeness, an illustrative example septed in Fig. 2.14, where after the
initial disturbance applied @t= 10 s, a load shedding action takes place=al40 s. The latter
consists in reducing the load by 300 MW and 150 Mvar. As in tle¥ipus case, the instability
mechanism is stopped and a new long-term equilibrium peirgstored.
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Figure 2.14: Example of load shedding

2.2 Thermal overload problems

Thermal limitations are the most common constraints that the capability of a transmission
line, cable, or transformer to carry power. The actual tawrmpees occurring in the transmis-
sion line equipment, due tdoule effectdepend not only on the current but also on ambient
weather conditions, such as temperature, wind speed aectidin, which are influencing the
dissipation of heat into the air. Thermal ratings for trarssion lines are usually expressed in
terms of current densities, rather than actual tempemtioeease of measurement.

Historically, utilities have operated transmission sygsteconservatively in order to provide
high reliability through moderate transmission line loagland redundancy [HD88]. However,
environmental, regulatory, and economic pressures hagedautilities to increase line load-
ings such that some of them operate close to their statiegatr their maximum allowable
ratings.

Thermal limits are imposed because overheating leads tpossible problems:

e the transmission line loses strength because of overlgeadducing the expected ser-
vice life of the material. Operating underground cablesawer transformers at exces-
sive temperatures also shortens their service lives ceradity due to damage to their
insulation;
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e the transmission line expands and sags. Because overla@adission lines operate at
high voltages and have no electrical insulation, certagallground clearances must be
ensured for obvious safety reasons [BB83]. Furthermothgifemperature is repeatedly
too high, an overhead line may permanently stretch, whics&siits clearance from the
ground to be less than required.

Nevertheless, because this overheating is a gradual [grdugber currents can be allowed for
limited periods of time. A study of relevant data [VVR86] eals that the time for which a
line can be loaded to a particular level is inversely prapodl to the square of the loading
level and is of the form shown with solid line in Fig. 2.15. Iraptice, at least two ratings are
defined, illustrated with dashed line in the same figure:

e thermal “normal” rating: the current level which can be soiped indefinitely;

e thermal emergency ratings: are levels the line can suppospiecific periods of time, for
example, several minutes or hours (e.g. long-term emeygatiag - 4 hours, short-term
emergency rating - 20 minutes [DLO03]).
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Figure 2.15: Relationship of transmission line loading amakimum time

2.2.1 Cascade tripping

In an unstressed power system and with normal operatinggire¢ systems, one component
failure has little influence on other components, but in aesysthat is highly stressed the
failure of one component can increase the likelihood of osladsequent component failures.

For example, a line tripping or a generator outage will fquoever flows to follow some other
paths, and in already stressed conditions some other ca@ngmay approach limits or get
overloaded. When a transmission component gets overlpdadedy eventually trip and again
the carried power is redistributed over the remaining traasion equipments. This property
may lead, in case of subsequent component overload, tod=sgaping.
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The remaining components which are not overloaded becoogggssively more loaded as the
cascade tripping proceeds. The extent of the cascade deparitie initial individual system
component loadings.

2.2.2 Methods to increase transmission line thermal rating

The ampacityis the electric current which a device can carry within sfieditemperature
limitations and in a specified environment in terms of: amb@nditions (temperature, wind,
etc.), power loss and heat dissipation.

Transmission circuits include sections exposed to diffeaenbient conditions. Therefore, the
overall ampacity of a transmission circuit is given by thetss with most restrictive ampacity
limit. If any transmission circuit is loaded above the ampabtmit of the most restrictive
section, it is said that the entire circuit is loaded beydadmpacity [WFM82]. Thus, modest
increase in the overall thermal rating of the transmissiocud can sometimes result form
replacing an inexpensive element, such as a switch or tioceaker. The thermal limit may
be also raised by making similar the thermal limits of alelsections [DLO3].

When utilities calculate the static thermal rating, theystrassume worst-case ambient condi-
tions, i.e. usually the highest summertime temperaturdssatar intensity, low winds, and no
rain, which results in higher conductor temperatures aedtgr sag. This approach has seri-
ously limited the efficient use of the transmission fa@hti because the assumed conservative
conditions rarely occur [WFM82]. Most of the time the coresied thermal ratings are much
lower than the true capacity of transmission lines.

As a result, many transmission lines have significant “hiddmpacity that could be used if
dynamic thermal rating technology was employed. For thigadtime ampacity program is
necessary in order to predict the transient temperatuteeafdnductor during emergency con-
ditions when line currents may vary significantly over rigtally short periods of time [BB83].
This temperature variation results not only from the traissian line loading, but also due
to weather conditions, air temperatures and wind veloaity direction which are varying
in a seemingly random pattern. The knowledge of the reat-tbaoling conditions allows a
real-time line loading assessment. Furthermore, with tiewedge of the transmission line
temperature history, the static rating can be re-assesfiealivexcessive sag or loss of strength
[CBJO2].

Among the expensive methods to increase the line thermagrate can cite the line conduc-

tors replacement (e.g., bundling the original conductdahwainother one or replacing it by a
more conductive one) and the transmission circuit voltgggrade (e.g., from 225 to 400 kV)

[DLO3]. Both require substantial reinforcement of the towguctures in order to support the
increase in weight and transverse loading. Furthermoeectiange in voltage level require
greater clearances and string of insulators increase pnoention the expense in substation
equipment.

Nevertheless, line uprating does not mean in all the caséscagase in system security. A
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small illustrative example is given in Fig. 2.16, where stay from an initially N-1 secure
system (a.), the line rating is increased from 300 to 400 MW s the generation is cheaper
in GG1, economics will push the system towards its new, larger elsty limit [Kir07]

300 MW 200 MW 400 MW 100 MW
- 150 MW - - 200 MW ——
——— e —
O- © O O
G'1 cheap 150 MW G2 expensive  G; cheap 200 MW G2 expensive
500 MW 500 MW
a. b.

Figure 2.16: N-1 secure system with line limit of (a.) 300 MWddgb.) 400 MW

2.2.3 Controls to prevent or alleviate thermal overload

Line current is influenced by both active and reactive powaxdl The key parameters af-
fecting the active power flow in any transmission line are lthe terminal bus voltages, line
impedance, and relative phase angle between the sendingegiging ends, as recalled in
Fig. 2.17.
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Figure 2.17: Line transmission power characteristic

Since voltage magnitudes must be kept within narrow linthigjr variation for power flow
control is not significant. Thus, line reactance and volialgase angle difference are the only
practical alternatives for power flow control, even moresithere are less restrictions on these
parameters [OCGO03].

Variation in generated powers and loads can modify the paagkes. Traditionally, genera-
tion rescheduling is the most used control method, by powstem operators, to reduce or
eliminate line overload conditions. Such generation shafie generally in conflict with the
economic generation dispatch. Any deviation from this ptetmined schedule results in in-
creased production and transmission costs [Bro88]. M@ae®ome line overload situations
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cannot be alleviated by generation rescheduling alonenkrgency conditions a proper com-
bination of generation rescheduling and load shedding rieyiate such overloads [MBS79].

Another method is line and bus-bar switching. This does neditty change the transmission
penalty factors, thus the economic dispatch is less affecte practice, bus-bar switching
is preferred to line switching, even though it is more comgled, because it causes smaller
disturbances. Nevertheless, when dealing with line oaérfroblems, system operators must
be helped by real-time software to identify the approptate-bar or line switchings, and make
sure that these actions will indeed relieve the system alhtiavie no adverse effects elsewhere
[Bro88].

Series compensation with fixed capacitors has been useddongaime to decrease the line re-
actance, thereby decreasing the angular difference betseg®ling and receiving end voltages.
However, their cost must be justified by other aspects sudyamics.

The phase-shifting transformer is one of the principal mandevices used for a long time
in power systems to help direct electricity flows in localtpawf the transmission network
and to provide possible relief of overloaded facilities othbpreventive and corrective modes
[BK97, TSO74]. In order to control the active power flows inefficient way, operators must
be provided with some means of determining optimum phadeeslsiettings and limits for
specific system configurations.

With the development of power electronics, other devicds Wigh-speed response and un-
limited number of operations, known under the name of Flex&kC Transmission Systems
(FACTS) became available. These controllers can dynalyicahtrol line impedance, line
terminal voltages, active and reactive power flows. Fronpthiat of view of their main func-
tion FACTS devices could be divided into [Ere97]:

e dynamic voltage control devices: Static VAR compensat™M(Band the Static Com-
pensator (STATCOM);

e dynamic current flow control devices: Thyristor Controltgeries Capacitor (TCSC) and
Static Synchronous Series Compensator (SSSC);

e power flow control devices: Thyristor Controlled Phase AnGlontroller (TCPR) and
Unified Power Flow Controller (UPFC);

Using FACTS devices control for relieving overloads andagé violations caused by system
disturbances, offers economic advantages compared vétbatective control strategies pre-
sented above, since it has low operational costs and na@allitosts resulting from changes
in generation and/or load. Nevertheless, it is not likettRACTS devices will be installed

for the sole purpose of redirecting power flows, as theirgtweent cost is still high. Their use

is mainly motivated by power system dynamic improvement.
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ldentifying plausible cascading events

After recalling fundamentals of cascading events, pradecsystems and hidden failures, an
implementation of the event tree approach is proposed teroethe possible sequences of cas-
cading failures with severe impact on a given power systdra.algorithm takes into account
protection systems hidden failures and transmission syetpiipment overloads. At each level
of the event tree development, the sequence probabiligr asdcomputed, and a linear ap-
proximation method is used to identify possible harmfuuseges. These are furthermore
analyzed with a time domain simulation tool in order to asgégir impact on the power sys-
tem. The proposed algorithm was tested on a real-life moaelthe overall results as well as
the power system behavior for some of the so-discovere@dmgrscenarios are presented.
The emergency control of these scenarios will be furthesicaned in Chapter 6

3.1 Cascading events

Under heavy load conditions, combined with inappropriatggetion system action, losing a
critical system equipment can represent the initiatingqudisance of a cascading event. The
latter can be defined as an uncontrolled disconnection oepeywstem components caused by
power system parameters degradation [EIi03, PDO0O].

During a cascading event, the loss of power system compse&htbit a clustering behavior,
i.e. the loss of one component raises the probability ohpsinother component. The latter
can be more or less close to the initiating disturbance ahaa,to the impact on the power
system (e.g., transient oscillation, power flow increasthéremaining components, voltage
excursions) and component protection systems. Protesyistems participate to the develop-
ment of a cascade event through their connection structuge €omponents connected to the
same faulted bus), correlation between protection schéengsprotections that act together to
clear the same fault) and protection hidden failures.

Such sequences of cascading disturbances can propagatgtthnterconnections producing

31
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significant load loss, potential islanding of transmisgietworks and in extreme cases black-
outs, such as the ones presented in Chapter 1.

The occurrence probability of such events is very low, betithpact on customers and the
damage on power system are important. Knowing that prexentintrols against cascading
outages are too expensive, enhanced emergency controlsexded to face this kind of events.

The forecasting of such events is very difficult. Furthereydine analysis of these scenarios is
also difficult due to the large number of possible cascaduegs for different system topolo-
gies and stress conditions. Hence, a specific analysis guioeés required, to determine the
most likely disturbances, and a filtering tool is needed stalid the events with little impact
on the power system.

3.2 Protection systems and hidden failures

Recent studies of US power transmission grid major distwsbs have shown that over a long
time interval, more than 70 (75% reported in [PT96]) involved relaying systems, not nec-
essarily as the initiating event, but contributing to theczaling nature of the event [NERC,

CTDO3].

Protection systems are designed to initiate switchingoastito rapidly and reliably isolate
faults. Standard designs ensure the reliability of a fadlation at the expense of some small
likelihood of false trips. This approach minimizes compatr®y/stem damage and is appropri-
ate when the system is in a normal operating state.

The main drawback is that, in general, these relays takerectd protect a localized region
of the network without considering the impact on the wholavoek [TCMO1]. For example,
under stressed conditions, due to outages or excessiviadpadiditional switching to isolate
faults will cause additional stress that may contribute islespread system failures. Moreover,
if the switching is due to an incorrect relay operation, thet@ction system contributes to
power system weakening.

A protection system detects fault conditions by continlyposnitoring system variables such
as current, voltage, frequency and impedance. The follpwaguirements are the basis of
protective systems design criteria:

1. Reliability - provide both dependability and security, as recalled ictiSe 3.2.1;
2. Speed relays should respond to abnormal conditions in the |é&ast possible;
3. Selectivity the relay property to operate only for the type of faultsfidich is designed,;

4. Simplicity and economy
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3.2.1 Reliability concept

Reliability represents the degree of certainty that a peéeguipment will perform as intended.
In the protection system case reliability refers to theaactif the relays. There are two modes
in which the relays can be unreliable: fail to operate whay tuppose to, and operate when
is not expected to. Thus, the reliability encompasses twon®[LG01, HP95]:

e dependability certainty that a relay will respond correctly for all fafor which it is
designed and applied to operate;

e security certainty that a relay will not operate incorrectly for gawlt.

Security is defined in terms of protection zones for which\egirelay or protective system
is responsible. The relay will be considered secure if ipoesls only to faults within his
protection zone. The protection zone has two importantatharistics: all the equipments
must be part at least of one protection zone and protectineszmust overlap to ensure that all
system components are entirely protected. Moreover, @gaipments are covered by at least
two protection zones.

Most protection systems are designed for high dependghilit way that faults to be always
cleared at the expense of some false trippings, thus lowerite In these days when the
systems are operated closer to their security limits thi®gbphy may no longer be viable; a
compromise between dependability and security must bedfoun

An electric power system is divided into protection zonaseach power system equipment.
The division is such that zones are given adequate protewtide keeping service interruption
to a minimum. A one-line diagram of a part of a power systenm\tg zones of protection is

presented in Fig. 3.1 [HP95]. Note that zones overlap inr@avoid unprotected areas.

Generator relay zone gl :4_ Line relay zone

1
Generator - transformer ;'
relay zone !

I [
Bus - bar relay zone ___ !

Motor relay zone —

Figure 3.1: Typical power systems protection zones
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The main protection system for a given zone of protectionaied the primary protection
system, and it is set to operate in the fastest time possilllé@aremove the least amount of
equipment from service. On extra high voltage systems ibimsraon to use duplicate primary
protection systems in case a component in the primary grotechain fails to operate. These
are backup protections which are required to operate onlgnvithe primary protection has
failed to clear the fault. Furthermore, the backup functibauld not interfere with the primary
function. The tripping logic of the backup protection systis the same as for the primary one,
but the relays are set up to be slower and may remove morasgstenents than necessary in
order to clear the fault.

There are two different back-up protection systems:

e |ocal backup when the relays are installed in the same substation andsarg some of
the equipments of the primary protection. When needed, dlokup scheme trips only
the protected equipment. The drawback is that both primadyb@ckup protection may
fail together if the faulty component is common to both;

e remote backupwhen the relays are located in a separate place and are etetyph-
dependent of the main relays, transducers, batteries aogitdoreakers that they are
backing up. For complex systems the backup may not “see’hallfaults for which
it is supposed to act. Also, as mentioned above, remote patiay disconnect more
equipments.

3.2.2 Protection zone

In order to define the protection zone the notions of undelieg and overreaching protections
must be introduced [SDE76]:

e underreaching protectiarrelays at a given terminal do not operate for faults at remot
locations on the protected equipment. Thus the relays amoséo see faults beyond a
given distance;

e overreaching protectiarrelays at one terminal operate for faults beyond the nertite
nal of the protected equipment. They may be constrainedonopérate until a signal
from the remote terminal has been received indicating thatfault is inside the pro-
tected line section. The constraining signal is used inmi@eoordinate the protection
systems action.

Fig. 3.2 illustrates the protection zones for a distancayr@ocated at bus A) used to protect
transmission lines, which responds to the impedance betieerelay location and the fault
location. The dotted line represents the zone of the trassani line to be protected. All the
faults in this area must be cleared without delay.
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Figure 3.2: Protection zone for distance relay

This zone is mainly covered by the protection Zone 1, which uuncertainty in measuring
the apparent impedance, is set to 85 %96f the line length, in order not to overreach the
remote end of the transmission line.

As protection Zone 1 alone does not protect the entire lingtte for the remaining distance
the relay is equipped with another zone which overreachesaimote end. This is known as
the distance relay Zone 2, which has a delay in order not torataults that must be cleared
by the Zone 1 distance protection of the line beyond the rerand. This coordination delay
is usually of the order of 0.3 seconds.

The reach of Zone 2 is generally set to 120 - %Z56f the protected transmission line length.
Therefore protection Zone 2 covers the remote end and aasbaskup for the protection

Zone 1 of the neighboring lines beyond the remote end, eng.BC in Fig. 3.2. Nevertheless,
the Zone 2 of distance relay of one specific line must not @aain the Zone 2 of another line
distance relay, otherwise some faults in Zone 2 of both satagy lead to unnecessary tripping
of both lines.

In order the relay, in our case from bus A, to be used as a bdoktipe entire neighboring line,

it is customary to provide another zone of protection. Thiknown as Zone 3 of protection,
which extends to 120 - 180 of the next line length. This zone must be coordinated with
Zone 2 of the neighboring circuit, the coordination delagfithe order of 1 second.

The main difficulty with this protection is the impossibylito clear a fault situated close to
one end, instantaneously from both ends. This is due to thdtlat measurements are taken
separately at each remote end and delays are necessargbelifferent protection zones. A
solution to this problem is the differential comparisontpations which uses measurements
and controls the breakers from both remote ends. Becausgtotbsts (of measurements and
communication) and transmission errors this protectie fig used only for transformers and
short transmission lines.

Another way to solve this problem is to ugiot protections These require a communication
channel between the remote ends of the transmission line cdimmunication channels gen-
erally used are: power line carrier, microwave, fiber opéicd communication cable. In this
case, in order to act, the breaker must receive the propealdiggm the protection scheme at
the remote end. If the signal is received, the transmissinis tripped without delay from
both ends.
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Based on communication between different protectidnsctional groupscan be defined.
These represent groups of components that operate anddethier due to their connection
structure and protection scheme [CTDO03, Che04].

3.2.3 Failure mode classification

The failures of generating units, transmission lines, dfamers and other power system com-
ponents can be grouped into the following categories [GB74]

¢ independent outagesvhen the outage of each equipment is caused by an indegenden
fault and does not depend on what previously happened in divempsystem. Inde-
pendent outages of two or more elements are referred to astaimaous independent
outages. The probability of such an event is calculated egtbduct of individual
equipments failure probability. An example of independeutages is a plant failure
followed by a network fault.

e dependent outagewhen the outage is the result of the occurrence of one or ptbes
outages. Dependent outages are protection systems resgonshanges in system pa-
rameters caused by previous events in the power system. robalplity of such com-
bined outages can be approximated, due to their low prabalith the product of the
failure probabilities of each equipment as if they were petedent events. An example
of dependent outages is the unappropriate trip of the seciocuwit of a double-circuit
transmission line, due to a faulted relay detecting theciase in power flow caused by
the independent outage of the first circuit line.

e common-cause outagese outages having an external cause with multiple failthe e
fects, where the effects are not consequences of each dtieeeffect of common-cause
outages on reliability indices can be significant and comiplarwith the effect of N-2 or
higher-order outages. The probability of a common-causageus larger than the prob-
ability of independent outages resulting in a similar evelat example is the primary
protection failure followed by the back-up protection eleg, which disconnects more
equipments.

e station originated outagesan occur due to a ground fault on a breaker, a stuck breaker,
a bus and other faults or a combination of these outages.c@hiproduce the outage of
two or more transmission elements and/or generating wiitish are not necessarily on
the same right-of-way. As in the case of common-cause osiidige probability of these
outages is larger than the probability of independent amgagsulting in a similar event.
The bus-bar fault is one of the well-known station originkde@tages, all transmission or
generation components connected to that specific bus-bay tvgpped.
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3.2.4 Hidden failures

Among the incorrect relay operations, a common scenargt®xihe relay has an undetected
defect that remains dormant until abnormal operating dod are reached. This is often
referred ashidden failuref THP96].

In [PT96] the protection system hidden failure is defined psrananent defect that will cause
an individual relay or a relay system to incorrectly and praypriately remove system compo-
nents as a direct consequence of another switching eveotdén a relay failure to be consid-
ered as hidden failure, one must be able to monitor the defieich led to relay misoperation

with an appropriate supervision system. A failure that itsso an immediate trip without any

prior event is not considered a hidden failure. The consecgief such event is minor in so far
as the power system is designed to withstand the loss of anpaoent (N-1 criterion).

Hidden failures can be classified into [Pha01]:

e software failuresthe protection system settings are inappropriate or oedidar the pre-
vailing system conditions. Consequently, although tharé&linctions correctly, in effect
it has a hidden failure because of the inappropriate setfligs category may include
human errors or negligence [ERPO1, EIli03]. This kind ofuiegk could be overcome by
more frequent reviews of settings performed by relay eregsgie

e hardware failures actual equipment failure in relays. This kind of failuresto be
expected in any device and its occurrence can be reducedpgmpmaintenance.

From the point of view of protection systems, there are twaesyof failure events that can
occur in a terminal station and cause one or several linespergtor units to be outaged
simultaneously [BM81, AA82]:

e active failures: faults cleared by the relevant primarytgction, which can simultane-
ously disconnect more than one healthy line and/or genewait This kind of failures
depend upon the protection scheme, but it can also be assbewth hidden failures
such as wrong settings or relay failure. In terms of protecslystem reliability this type
of failure can be seen as lack of security;

e passive failures: primary protection failure which triggehe action of other protec-
tions in order to clear the fault. This may cause a greaterbaunof disconnected
lines/generator units. It can be triggered by hidden fasuiike stuck breaker condi-
tion or relay failure. In terms of protection system rell@pithis type of failure can be
seen as lack of dependability.

There are different modes in which hidden failures can beafetl and managed. For hidden
failures in software, one may be able to perform self-chegkind self-curing. For hardware
failures, sensors are needed to detect device status. &imdden failure is not a critical prob-

lem under light load or no contingency conditions, when bidéhilures are discovered under
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abnormal conditions, the protection system could be auicaily adjusted to an emergency
mode which guards against false tripping more strictly thgainst failure to trip [DKHOO].

Such a protection system which can adjust the operatingactaistics of the relays with
respect to power system conditions is caléethptive protectionin [HPT88] a more general
definition is given as “Adaptive protection is a protectidnlpsophy which permits and seeks
to make adjustments to various protection functions in otdenake them more attuned to
prevailing power system conditions”. Based on this definitihere are two operating modes
for such a wide-area adaptive protection system:

e one anticipates vulnerabilities and positions the systebetmore robust in the event of
a threat. This means that optimal and condition depend&ay settings must be found,
in order to satisfy different load conditions (adjust refyameters during heavy loading
to guard against the impact of hidden failures);

e another mode is to respond to the failure by modifying thegqution system to defend
against future events in case of a component failure (leam previous relay actions).

A more ambitious response mode might identify a developmgrgency and respond to di-
minish its impact, for example by creating islands with bakd generation and load. This
mode implies the need for high speed computation facilgrestransmission of new operating
parameters [DKHOO].

In the sequel, normal functioning and hidden failures mddesome protection schemes are
presented in detail. In great extent the material is bortbWwem references [HP95, EIi03,
NedO03].

Directional comparison blocking protection scheme

The directional comparison blocking scheme is one of thet paysular protection schemes for
protecting HV and EHV transmission lines. The one-line diagand schematic control logic
of such a scheme is presented in Fig. 3.3

The usual sequence of actions for a fault in the protecteal @@ is the following: the direc-
tional relaysD 4, and Dy are picking the fault and close their normally open contathe fault
detectorst'D 4 and F' D do not see the fault; thus they do not activate their respettans-
mitter 7'y andT’z, aimed at sending blocking signals. Hence, the receivayset, and Rp
remain closed. Consequently, the line is instantaneousdred from both ends by opening
the respective circuit breakeftsB, andC Bg.

For a fault situated outside the protected lig)( the fault detector picks up the fault and
gives the permission to transmittéy to send the blocking signal; the receivég opens his
normally closed contacts and avoids opening the circuahee’ Bg.

A hidden failure leading to an inadvertent action of thisesole may occur if [PT96]:
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Figure 3.3: One-line diagram and schematic logic of theatimeal comparison blocking

¢ the appropriate fault detector cannot be activated to starsmitting a blocking signal;

e the stop blocking signal has a permanent failure, which rades the blocking signal
transmission for an external fault;

e the transmitter cannot transmit, which allows a false toipdil external faults;

¢ the receiver relay cannot be activated, which allows a faipewhen the associated
directional relay operates;

e areceiver relay is continuously activated, which will lkdbe circuit breaker to act for
all faults in the protected zone.

If the transmission line protection system is subject to ahyhese hidden failures, and an
external fault occurs, this will result in unduly transmassline trip from one end. In the case
illustrated in Fig 3.3, the circuit breakéiBg trips whenF;, occurs.

The above mentioned hidden failures are the ones leadingigetransmission line trip. How-
ever, there are other hidden failures leading to normal bwimted system component trip. An
example is the failure to clear a fault inside the protected @ue to, for example, mechanical
failure of the circuit breaker. The fault will be cleared hetbackup protection which will
disconnect more system components (see station originatades in Section 3.2.3).

Directional comparison unblocking protection scheme

In the directional comparison unblocking scheme case,F#y.for a faultin the protected area,
the directional relay$, and Dy are closing their normally open contacts and start sending
unblocking signal. This permits tB8, and Rp to close their contacts and clear the fault from
both ends instantaneously.
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Figure 3.4: One-line diagram and schematic logic of theatimeal comparison unblocking
scheme

If the fault is outside the protected area, only one of thedional relays is picking up the fault,
but the circuit breaker action is blocked due to the fact tiratinblocking signal is received
from the other remote end (in the case of fdult D closes its contacts btz remains open).

A hidden failure leading to an inadvertent action of thisesole may occur if:

e adirectional relay is continuously activated, unblocksngnal is continuously transmit-
ted;

¢ the transmitter transmits continuously unblocking signal

e the receiver relay is continuously activated.

As in the case of the directional comparison blocking pricd@cscheme, if subject to one of
the above hidden failures, the transmission line will beulndripped from at least one end.
Indeed, if one directional relay is continuously activatetien the directional relay from the
remote end picks up a fault outside the protected area theditripped instantaneously from
both ends.

Underreaching transfer-trip protection scheme

In the case of the underreaching transfer-trip protectabresie, Fig. 3.5, the directional relay
is underreaching the remote bus, which is covered by theresehning fault detector relay.
Thus, the action of the circuit breaker can be triggeredctlydy the directional relay or by

the fault detector action correlated with the trip signakieed from the remote bus.

For a fault outside the protected area the fault detectdinmjcup the fault is closing its con-
tacts, but the circuit breaker is not acting because theigipal is not received from the remote
end.

A hidden failure leading to an inadvertent action of thisesole may occur if:
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Figure 3.5: One-line diagram and schematic logic of the jmsive underreaching transfer trip
scheme

¢ the directional relay is activated in the absence of a fawich will trigger the circuit
breaker action;

¢ the transmitter transmits continuously tripping signahiet allows a false trip for all
external faults;

¢ the receiver relay is continuously activated, which allafalse trip when the associated
fault detector relay operates.

3.2.5 Mulnerability region

For each hidden failure of a componentywnerability regioncan be established, associated
with the type of protection scheme. If an abnormal event @udt occurs in the vulnerability
region, and the protection component is subject to a hiddiguré, this could cause the relay
to incorrectly remove system components from service.

In Fig. 3.6 the shaded areas represent the vulnerabilitpmezprresponding to sid& fault
detector of the directional comparison blocking protetsecheme (see Fig. 3.3). For a fault
inside this region, if the fault detector i is subject to a hidden failure, the circuit breaker from
the remote sidel will open its contacts unduly. Such vulnerability regioasde determined
for all types of hidden failures.

The probability of an inadvertent tripping in case of a hidd&lure is increasing with the size
of the vulnerability region, and can be computed as the suall d¢dilure probabilities of the
equipments included in the vulnerability region. As reedlin Section 3.2.2, the maximum
distance that is covered by a protection system dependsobdecpion functionality and relay
settings. The latter have to be adjusted in order to asswtersyobservation and a good
coordination with the other protections in the area. FongXa, the vulnerability region for
a directional protection scheme may extend over one linendetind one line beyond the
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Figure 3.6: Vulnerability region for the fault detector in B

protected line. In the case of a back-up protection schemeumerability region depends on
the settings of the Zone 2 or Zone 3 relays (see Section 3.2.2)

3.3 Using event trees to model cascading outages

Event trees are structures which starting from an “undésiigiator” (loss of critical supply,
component failure, etc.) can describe a chronological secgl of events. Each new event
depends on what previously happened and for each new possibht considered, a new
branch and node are added to the tree, with an associatealjiityh Each path from the root
to end nodes represents a possible scenario, arising fremitfal event, with the associated
probability and consequences.

The functioning of protection systems as well as the develag of a cascading outage can
be described by a sequence of dependent events. In the fiesttmsequence is governed by
the time delays used to initiate/inhibit protection actioim the second case, the sequence of
power system equipment disconnections also depends omedéte operating states of the
system. In both cases the event tree is a suitable structumedel the sequence of events.

Such event tree structures were used in order to model thiegbian failure scenarios, in-
cluding stuck breaker events [CMO05] or hidden failures [KINBled03]. Also, the algorithm
presented in [DCNO3, DCNO04] can be seen as an event treef@rmystem equipment over-
loads.

3.3.1 Cascading outage event tree

An event tree structure describing cascading outage seqa@an be developed as presented
in Fig. 3.7. Where each each node represents a power systenast] each branch represents
the loss of at least one power system component. Indeed, rsomed before, if the primary
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protection fails to clear the initial fault the back-up motion may remove from service more
components than the initial faulted dneA probability of occurrence can be associated with
each branch.

HF; ; OE

Figure 3.7: Cascading outage event tree

As illustrated in the figure, starting from the initial fatifte first actions to be considered are
the primary protection ones. The protection system behaviceduced to two main events.
The first one includes the sequence of relay actions leadiiget Normal Clearing (NC) of
the initial fault. The second one contains all possible drdéailures resulting in protection
system Clearing Failure (CF) grouped under the same brarteh CF event includes besides
the failure of the primary protection, the action of the bagkprotection. Since to clear the
fault the protection systems from both ends of the faultee éire concerned, two branches are
needed to count for clearing failure cases (in our ¢asg andC'Fp).

The events taken into account when expanding the eventdfies,the action of the primary
protection, could be classified into:

1. Protection system Hidden Failures (HF), which includéhli@mrdware and software fail-
ures. For example we consider inadvertent trip, due to ir@pate settings, of:

e transmission lines with current approaching (but not edeeg the thermal rating;

e generator with rotor current approaching (but not excegdime limit enforced by
the overexcitation limiter.

We also consider the inadvertent action of relays whoseevability area includes the
initial fault location (e.g. Zone 2 and 3 relays). Dependdfithe hidden failure type, the
associated probability( H F'), can be determined using linear or exponential probability
functions or approximated with the standard componentaitehility [Ned03];

1See also station originated outages.
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2. Overloaded Equipments trip (OE): this category inclutihestripping of transmission
lines due to high current, and reactive power limited getoesedue to low voltage, as a
result of the initial and/or subsequent events. As theseteage part of the power system
response (probability(O E) = 1) their representation in the event tree could be skipped.
Nevertheless, their inclusion in the sequence is apprgphaorder to emphasize the

system degradation.

Figure 3.8 presents the evolution of the lowest transnmisgiitage for a sequenceof events

in the Nordic32 test system whose data are given in [CTF98]farther considered in Chap-
ter 4. S refers to the voltage evolution after the disconnectiomitfally faulted equipment.
Evolution S® corresponds to a scenario where after the normal clearingeoinitial fault
another transmission line is inadvertently tripped due kidaen failure. As can be seen the
voltage evolution is still acceptable. However, three gatoes are hitting their overexcitation
limits. The voltage evolutiors® corresponds to the scenario including the line trips and the
trip of one of the limited generators. As can be seen, af@n{pthe generator, the voltage is

reaching low unacceptable values.
0.95

0.9¢
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Figure 3.8: Evolution of lowest voltage for successive posystem states

3.3.2 Cascading outages probability

As stated in the introduction of this chapter, loss of eletm@npower systems exhibit a cluster-
ing phenomenon, i.e., the loss of one element raises thabpildp of losing another element
due to impact on power system parameters and protectiom&shgEEMO04]. The more severe
the first event, the more likely an additional event will &ll. The elementary events are no
longer independent, the succeeding events depend on whaoypsly occurred in the event
tree sequence. Thus, the more we advance in the developfrteatevent tree, the more diffi-
cultitis to determine the probability of each sequencehindame time the probability of one

sequence is decreasing as one progresses in the event tree.
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The probability to have a hidden failure is given by:
p(HF)=p(HF N F)+ p(HF N =F) . (3.1)

By definition, hidden failures happen only after a fault €,,ithey have no effect until a fault
has to be cleared by the protection, therefore:

p(HFN—=F)=0.

In other words the probability to have a fault aggravated Ihydalen failure is equal to the
product between the initiating fault probability and thelpability of having a hidden failure
revealed by this fault.

p(HF) = p(HF 0 F) = p(F) - p(HF/F) . (32)

The probability of a specific sequence of events, sequéhdeom Fig. 3.7 for instance, is
given by:

p(Sy) = p(FNNCNHFNOE)

= p(F)-p((NCNHFNOE)/F)

— p(F)-p(NC/F) - p((HF NOE) / (F 1 NC))

= p(F)-p(NC/F)-p(HF/(FNNC))-p(OE/(FNNCNHF)) (3.3)

As the probability of an overloaded equipment to be trippeesdnot depend of the sequence
that led to this overload we can write:

p(OE/ (FNNCNHF))~1 (3.4)
Considering (3.4) into (3.3) we obtain:

p(Sk) = p(F)-p(NC/F)-p(HF/(FNNC))
= p(F)-(1=p(CF/F))-p(HF/(FNNC))
= p(F)-p(HF/(FNANC))—p(F)-p(CF/F)-p(HF/(FNNC)) (3.5)

Rare event probability approximation

The main idea behind the rare event probability approxiomeits that, if the probabilities of
the events considered in a sequence have very small vahedsigh-order terms of a sequence
probability polynomial expression can be omitted. Thus).) from Eqg. (3.5) can be approxi-
mated by:

p(Sk) =p(F) -p(HF/(FNNC)) (3.6)

Furthermore, if we consider that all probabilities haveragpmately the same magnitude or-
der,p(F) =p(HF/(FNNC)) = p, aprobability ordercan be associated to each term of the
entire polynomial expression. The probability order, defgeon how many factors are in the
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significant product terms of the polynomial expressionraffglying the rare event probability
approximation. In our example, the probability of the caléicg event can be approximated by
p(Sk) = p?. Thus, the probability order of the sequence is 2.

The so determined probability order can be used, togettaramianalysis of system behavior,
as a stopping criterion of the event tree expansion, to dideas probable scenarios.

Overloaded component trip probability

References [DCNO3, DCNO04] considered that after an irgtaltingency, all the lines have the
same probability to trip if their loading has oversteppegecsied threshold. In [CTDO03], it
is considered that each line has a different load-depemitebgbility of incorrect trip that is
modeled as an increasing function of the line load flow seethéyine protection relay. The
probability is low when the line loading is below the line ltiand increases linearly to 1 when
the line loading reaches 1.4 times the line limit, see Fig. 3.

Probability

Po

I/Imaz

Figure 3.9: Trip probability of a line (taken from [DCNO04]

If at a given node of the event tree being developed there aléphe system components
overloads, it is assumed that the component experiencentathest overload is tripped first,
since it has the largest probability to be tripped. This ag#ion is in accordance with the fact
that the period of time for which the overload is allowed Ulugecreases with the magnitude
of the overload, see Fig. 2.15.

Furthermore, the component loading versus trip probatalagram of Fig. 3.9, can be updated
in order to take into account the hidden failures relatesh&ppropriate or outdated protection
settings leading to inadvertent tripping events.

Such a diagram is illustrated in Fig. 3.10, whérea loading level above which the probability
of inadvertent tripping due to hidden failures becomestgredVhen the current exceeds the
rated value the trip probability is increasing linearly asdeaching the value 1 when the
emergency rating is reached. This probability approxioratan be extended to all power
system components subject to limits.
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Probability

Po

I/Imacv

Figure 3.10: Power system component inadvertent tripprogaility

This is the probability characteristic that we used in theceding outage algorithm described
in the next section. Furthermore, in the development of trenetree we considered only
equipments approaching or reaching their limits as a re$thie sequence of events considered
up to that level. This assumption is made in order to avoidripeof equipments already close
to their limits, but not affected by the cascading event.

3.4 Cascading outage determination procedure

Considering the cascading outage event tree model, Fighe following algorithm to identify
plausible cascading events was developed and coupledhethSTRE software:

1. Apply the initiating disturbance to the initial state betpower system and draw up the
list of next possible disturbances due to hidden failurémyTare of two types:

¢ hidden failures directly related to the initiating distarize, i.e. involving protec-
tions whose vulnerability region includes the initial faldcation. These failures
can only be revealed by the initial fault. They are determinaly once for all
sequences that result from the considered initiating hsiuce;

¢ hidden failures causing unwanted trip of system comporegmpsoaching (but not
exceeding) their operating limits due to wrong/outdateatgution settings or hu-
man errors. Note that equipment loadings depends on thesegwf events and
hence they have to be checked while the event tree is beirandep. However, we
assume that the system is initially N-1 secure, so that ngooment is overloaded
after normal clearing of the initial fault.

2. Apply a disturbance from the list determined at the presistep. Priority is given to
equipments exceeding limits (overloaded lines, reactmédd generators reaching low
voltages), if any, as these are considered as determieigticts. More than one dis-
turbance will be applied at once only if they have a commorsede.g., the back-up
protection action or the station originated outages).
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As already mentioned, if the list with next possible disambes includes more than
one overloaded equipment, we consider that the one expergethe largest overload is
tripped first. This assumption is in concordance with thetlaat the larger the overload,
the shorter it can be tolerated. Nevertheless, the overtaast result from the sequence
of events assumed up to that level;

Due to their very low probability the number of hidden fadarconsidered in one se-
guence can be considered as stopping criterion.

. Classify the sequences into harmless or potentially fudrro this purpose we use a

procedure based on voltage drop and branch currents essim@nputed with linear ap-
proximation methods, detailed in Appendix A. The sequemcedlagged as potentially
harmful if the post-contingency voltage drops are larganth specified threshold value
oy or if at least one equipment is exceeding its limits.

. Using the linear approximation method, determine forltaemless sequences the line

currents approaching limits and generator field currengagehing limits or limited
due to the events considered in the sequence up to that Stetse system components
are added to the list with next possible disturbances dualtieh failures.

. Analyze the potentially harmful sequences more acdyratgh QSS time simulation

in order to assess the sequence severity. This simulatobumdes the actions of protec-
tions on overloaded transmission lines and limited genesatith low voltages, which
are tripped as part of the system response. The criteriocdepa a post-cascading-
outage evolution is that the system remain connéced all transmission voltages re-
main above a specified valu&™.

If the system behavior is unacceptable or if the system whitsisio islands the devel-
opment of that specific sequence is stopped.

If the system behavior is acceptable, overloaded lines aadtive limited generators
with low voltages, observed during time simulation, areextith the list of possible dis-
turbances (with probability of occurrence), as well as the transmission lines approach-
ing limits and generators approaching or reaching limitsh(ywrobability p( H F')). Af-
terwards, when a sequence involving such tripping is aealywith QSS simulation, the
equipment is tripped only after it gets overloaded or limjteith or without a tempo-
rization.

. For the sequences flagged as harmless (in step 3) and titbssceeptable system be-

havior (after step 5) compute the probability order of thgussces using the rare event
probability approximation. If the probability order is shes than a predefined threshold
Nmaz, then the algorithm proceeds with Step 2, else the sequevedoppment is stopped.

Figure 3.11 gives the flowchart of the inner loop of the aldoni (steps 2 to 5) which generates
one branch of the event tree. As can be seen there are thpg@ngiariteria of a cascading
sequence, as follows:

2In a more refined analysis, one could check the viability @f i$lands resulting from a network split, for

instance from frequency viewpoint.
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¢ the sequence contains the maximum number of hidden faibgesequence and there is
no overloaded component;
e the sequence probability order is equal to the chosen tbigsh

e the QSS time domain simulation of the cascading sequencmlating the specified

criteria.
Apply event to
current system state
Estimate new system
state by linear method
Voltage drops
acceptable 2
\
No Overloaded line Yes -
or limited generators with Simulate sequence of every
unacceptable low with QSS approximation
voltages? T
Voltage evolution Voltage
acceptable 2 instability
~_No System Yes o System
= separation ? o islanding
No Line current: Yes
approaching limits dué
to event 2
Y
Generator field ™~ Add tripping of these equipments
curregtrs“?ﬁgg%ﬂgqg limits to list of next possible failures
1 ] event ?
Stop

Figure 3.11: Event tree algorithm

Finally, the resulting cascading events can be divided veifipect to system response into two
categories:

e system behavior is acceptable: we can determine the seauaitgin left to the system
by the cascading sequence;

e system behavior is unacceptable: we can determine eitkecdirective actions (e.g.
amount of load shedding) or the impact of the cascading seguen the system (e.g.
amount of load power that is not supplied).

This additional analysis can be used to rank the contingeaequences, to determine the area
of influence of an initiating disturbance, to identify weakas and, last but not least, to tune
system system protection schemes, as considered in théhnegtchapters.
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3.5 Preliminary results and presentation of determined cas
cading outages

3.5.1 The simulated system

The proposed algorithm has been tested on a detailed pamodel of a the western region
of the French transmission system, operated by RTE [SMG8Bgre security is on some
occasions constrained by voltage stability as well as ckestapping of overhead lines by
overcurrent protections. A one-line diagram of the trassion (380 and 225-kV) grid is

shown in Fig. 3.12.
TE d %% —

— 380 kV
— 225kV ;
****** Boundary of sub—-transmission zone

{ Connection to lower voltage levels

Figure 3.12: One-line diagram of the studied region withirERsystem

The model includes 1244 buses, 1090 lines and 541 transfernmkhis involves the main



Chapter 3 51

transmission grid of France and, for its Western region, tailéel representation of the (90
and 63-kV) sub-transmission networks as well as 341 tramsfos feeding 20-kV distribution
buses. Part of the main 380 kV and 225 kV buses were modelddtieir actual bus-bar
configuration (detailed topology) in order to identify rigit cascading event sequences.

The sub-transmission system is subdivided into 16 non cdadeones, whose boundaries are
shown with dotted lines and labeléf], . .., 74 in Fig. 3.12. In the same figure, the arrows
indicate connections to lower voltage levels (mainly stam$mission except for a few loads

directly fed from transmission).

Loads are connected at the distribution buses and repessbgtthe well-known exponential
model, Eqgs. (2.6 - 2.7).

Following a disturbance, the long-term dynamics are drivgr841 load tap changers with
various delays, by overexcitation limiters of generatarg] by 11 secondary voltage regulators
controlling “pilot nodes” [PLT87]. Two levels of tap changecontrol sub-transmission and
distribution voltages (the 380/225 kV transformers havirgd ratios). Furthermore, the main
lines of the transmission system are equipped with ovesatiprotection systems with various
delays depending on the considered emergency rating. ltests we have considered a an
overcurrent protection allowing a 140 overload to last for at most 60 s.

The voltage drop used to classify the sequences into hasratgsotentially harmful (with the
linear method of Appendix A) was taker = 0.09 pu. In the tests presented in [OVCO05]
this value was found to be a good compromise in terms of hasrdeenarios flagged as po-
tential harmful. Furthermore, the system (long-term) etioh is considered unacceptable if
any transmission voltage reaches the valii& = 0.8 pu, which makes sense considering the
nuisance for customers and the lack of reliability of loaddels below this value. In addition,

it was checked that no field-current limited generator hadaltage below the value imposed
by plant auxiliaries.

Even if the procedures presented in [THP96, PT96] consitepossibility of more than one
hidden failure per sequence, due to their very low probgjlive limited ourself to a single
one, as in [KNO2]. Therefore, if a specific sequence alreadides a hidden failure and the
list of possible disturbances does not contain an overlbadaipment the sequence expansion
is stopped. Thus, the maximum probability order was sef,t9. = 2

Considering the above parameters, a set of 54 cascadintsereating instability problems
were identified. Some of the so determined cascading evemesalready known as potentially
dangerous and dedicated protection schemes are alreagehyvioes

Note that some scenarios include the same disturbancelkdiubtder in the sequence is dif-
ferent. In other words the initiating event is different b subsequent disturbances involved
in the sequence and hence the final outcome is the same. Teuabove figures could be
corrected in order to count equivalent sequences only dweeertheless, these are considered

3Breaker active failure rate = 0.0066 failures/year, Breglessive failure rate = 0.0005 failures/year, Fault
probability of one power system componentl% per year.
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as distinct scenarios as different phenomena may be indgallvas different types of protection
schemes are needed to prevent system instability.

In the sequel some of the so determined cascading eventeserped. Emphasis is put on
phenomena discussed in Chapter 2. These disturbancesewilidd in Chapter 6 to test the
behavior of the system protection schemes proposed in €h&ind 5.

3.5.2 Pure voltage instability scenario

A severe disturbance, denoted D1 in sequel, is applied=all0 s, including the loss of a
transmission line inside zon&; followed by the trip of a transmission line connectig

to Z;, see Fig. 3.12. The voltages are decreasing under the efféoad restoration, and
eventually they settle down at low levels, below the 0.8 peghold. The voltage drop stops
when load tap changers hit their limits. The small final iasein voltage is due to secondary
voltage control.

Voltage (pu)

0 100 200 300 400 500 600
Time (s)

Figure 3.13: Disturbance D1: evolution of lowest voltage

3.5.3 Pure thermal cascading scenario

The disturbance, denoted as D2, involves the loss of a trigsgm line inside zoné&’; fol-
lowed immediately by the trip of a transmission line conimegtZ;; to Z5. As illustrated in
Fig. 3.14.a, after the two line outages, another line ingfglepart of the transmission path
feeding Z;5, gets directly overloaded and is tripped by an overcurreottegtion after a 60 s
delay. The voltages in the affected area after the initisiulbance are acceptable, but they
drop to very low values just after the third line tripping,sdwn Fig. 3.14.b.



Chapter 3 53

6 T T T T 1.1
- —— ] jmax
Brermfrimimimimimiaiaia s ma s s 1
24 3
% % 0.9
33 g
0} o 0.8
>
52
1t 0.7
0 ‘ ‘ : : 0.6 ‘ . . ‘
0 20 40 60 80 100 0 20 40 60 80 100
Time (s) Time (s)
a. b.

Figure 3.14: Disturbance D2: line current and evolutionoofést voltage

3.5.4 \oltage instability aggravated by overloaded line tipping

The considered disturbance, D3, is the loss of two transomsisies connecting’; to Z3 with
automatic reclosure of a switch betweBnand Z,5. Figure 3.15 shows the evolution of the
lowest transmission voltage in the affected area. As carebe,safter the initial drop caused
by the disturbance, the voltage is falling under the effédbad restoration, driven by load
tap changers. The last voltage drops are caused by thenigbioverloaded lines, leading
the system to very low voltage. In fact, voltages have alygadched the 0.8 pu limit well
before this line tripping takes place. If there was no owarent protection in operation this
case would be like D1.
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Figure 3.15: Disturbance D3: evolution of lowest voltages

A similar case is depicted in Fig. 3.16, where the considdrsiirbance, D4, is the loss of two
transmission lines connecting load zofig to Zs.
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Figure 3.16: Disturbance D4: evolution of lowest voltages

3.5.5 Combined voltage and thermal problems

In some cases load restoration causes both line currentgo#tades to become unacceptable.
We present here a sample of three representative simuation

e Disturbance D5: includes the loss of two transmission lifiesding zoneZ;;. As can
be seen in Fig. 3.17, after the initial disturbance the sysiettles down, but with a
transmission line slightly overloaded. As the system hasomective control to alleviate
the overload, the line is tripped, which causes the voltagedss the 0.8 pu limit.
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Figure 3.17: Disturbance D5: line current and lowest vatagolution

e Disturbance D6: includes the loss of two transmission linesone Z;,. This case is
a severe one. Right after the disturbance, the affectedraneains connected through
a single transmission line, which under the effect of loagtaeation gets overloaded.
After the 60 s delay the line is tripped and the affected asddacked out. Note that the
final voltage shown in Fig. 3.18 is the one just before theptrig of this line, since a
singularity is met in the QSS simulation.
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Figure 3.18: Disturbance D6: line current and lowest vatagolution
e Disturbance D7: involves the loss of two transmission lio@snectingZ;s to Z,. As in

the previous cases, the load restoration is the drivingefteading to both transmission
line overload and low voltages, as shown in Fig. 3.19.
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Figure 3.19: Disturbance D7: line current and lowest vatagolution

3.6 Concluding remark

An algorithm based on the cascading outage event tree maidetd at identifying plausible
cascading events was developed and coupled to the ASTREaseft The events considered
in the development are hidden failures directly relatechiinitial fault or revealed by the
sequence of events and overloaded equipments trippingseshlting cascading scenarios can
be used in system stability assessment studies as well asisedystem protection schemes.
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Chapter 4

Distributed undervoltage load shedding

A new design of load shedding against long-term voltageimbty is proposed. It uses a set
of distributed controllers, each monitoring a transmissimltage and controlling a group of

loads. Each controller acts in closed-loop, shedding ant®timat vary in magnitude and time
according to the evolution of its monitored voltage. The Mtaystem operates without infor-
mation exchange between controllers, the latter beingioiiyl coordinated through network

voltages. The operation, design and robustness of the pezpscheme are illustrated through
a small but realistic example.

4.1 System protection schemes against voltage instability

Load shedding is the ultimate countermeasure to save ageoltastable system, when there
is no other alternative to stop an approaching collapsegZdayCV98]. This countermeasure
is cost effective in the sense that it can stop voltage inlgtatsiggered by large disturbances,
against which preventive actions would not be economigadiified (if at all possible) in view
of the low probability of occurrence [Tay92]. Load sheddis@lso needed when the system
undergoes an initial voltage drop that is too pronouncee@todorected by generators (due their
limited range of allowed voltages) or load tap changers {dulkeeir relatively slow movements
and also limited control range).

As load shedding action results in high costs to electrisitppliers and consumers, power
systems should be designed to require such action only wedgrare circumstances.

Load power may be shed eitheranuallyor automaticallydepending on the rate of voltage
drop. Manual load shedding can be thought of in responsetbittcreases (if equipments are
unavailable). This type of action, however, should havelamned guidelines and procedures
for the system operator to implement load shedding effilsient

System studies can provide sensitivity analysis from whinehcritical voltage can be deter-
mined to start load shedding. Another option to assist aysigerators is to preprogram blocks
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of loads on the dispatcher control console. Dispatchersebatt a particular block of load in
a specific area requiring load shedding to control the vel@@p. Nevertheless, this remains
a heavy decision for an operator and it is widely agreed ttsdtauld be performed by a (care-
fully tuned) system protection scheme [CTFO1].

More importantly, when voltage instability is caused by dden loss of critical transmission
or generation equipment, manual load shedding is not cealokei because it places a severe
burden on system operators to take appropriate actionsniglytimanner especially for few
seconds to few minutes order phenomena. Therefore, autload shedding must be used to
quickly arrest a fast voltage decay and trigger its recot@an acceptable level before collapse
can occur.

Thus, the automatic load shedding proposed in this workngsldo the family of System
Protection Schemes (also referred to as Special ProtecBoheme) (SPS) against long-term
voltage instability. An SPS is a protection designed to desdnormal system conditions
and take predetermined corrective actions (other tharsthlation of the faulted elements) to
preserve as far as possible system integrity and regaipttie performances [CTFO1].

The main design requirements of an SPS (similar to comparetection) are:

e dependability the protection must act when needed;

e security- the protection must not act when not needed,;

¢ reliability - the protection is both dependable and secure;

e selectivity- the size of the action must fit the severity of the disturleanc

e robustness the protection must be able to face the widest range of plesscenarios
which could be encountered.

Considering the input variables that initiate the load slegl action the SPS can be classi-
fied into response-basednd event-basedA response-based SPS relies on measurements of
electric quantities through which the consequences of antean be observed. Event-based
SPS are designed to operate upon recognition of a particatabination of events. They are
accordingly faster than response-based SPS, which haveaitdorthe system response to a
specific event before acting. Response-based SPS are, érpwmre robust, since they work

by observing the consequences of disturbances. Therefi@ecan face different events that
were not considered in the design phase.

Furthermore, the SPS against voltage instability can bghiyuclassified intoalgorithmic
decision-basedndrule-based

An algorithmic decision-based SPS could exploit the abit simulating system evolution
faster than real-time, when long-term voltage instabitgf concern and provided a fast sim-
ulation technique such as the quasi steady-state approgima used [VCV98]. Assuming
that the disturbance has been identified, the minimal pisstitbance load shedding could be
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efficiently determined using a method of the type descrilbbgdiC99]. This is, however, an
open-loop approach that cannot compensate for inevitabtketiing inaccuracies (due mainly
to uncertainties in load behavior) as well as possible uaeetgal component failures [Reh01].

A rule-based SPS relies on simple rules of the type “if vatdgpps below some threshdld”
for some duration, shed some powek P”. Being much simpler, it is less exposed to failures
originating from telecommunications, erroneous modéts, e

Rule-based load shedding usually relies on the detectitowafransmission voltages. Clearly,
the detection of a low voltage situation is meaningful belitsas an indication of customer
nuisance. Nevertheless, efforts have been paid to deviéopative criteria, having hopefully
more anticipation ability.

Other input signals than voltage magnitudes may be momwitofRReactive reserve (or field
current) on key generators has been considered [ILK96]inftance to deal with situations
where voltages drop abruptly after the activation of OELB.alternative consists in trying to
detect a condition that corresponds to loss of stabilitstead of observing its consequences,
the objective being to obtain an earlier emergency signhls & the purpose of the voltage
instability predictor initially proposed in [BVN99] and ipnoved in [BM03, ZLKO05]. The
latter relies on the identification of a Thévenin equivafeom local measurements.

No matter the input signal several issues need to be addresgarding the use of this pre-
dictor after a severe disturbance (instead of during a simloatl increase) and its anticipation
capability compared to low voltage detection.

Nevertheless, the simplicity of the above rules does notalhe SPS to adjust its action to the
severity and location of the disturbance. A step toward&gebeesign was made in [LMCO03]
where the parameters involved in the rules were optimizest avset of scenarios, and an
additional rule made the protection operate in closed loop.

As an alternative to the above rule-based scheme, somechseahave proposed a more in-
volved analysis of a real-time model of the system to comgfenlerator voltages, shunt compen-
sation and load shedding in emergency conditions. Amonug thet us quote the approaches
inspired of Model Predictive Control [LKO3, WWTO04, ZA03, HB]. Some strengths and
limitations of this approach are discussed in [GVCO06]. Mioreestigations are needed to as-
certain that these more complex and computationally interschemes meet the reliability
and robustness requirements of an SPS.

As already mentioned, an SPS can worlciosed loopor in open loop Closed-loop SPS are
allowed to operate many times if needed, automaticallysitjg their action to the severity of
the disturbance, as far as the size of successive contrelsden fixed to a reasonable value.
This behavior increases the SPS robustness against ngpdeliertainties at the design stage
[Weh99].

Finally one may distinguish betweelistributedandcentralizedioad shedding. A distributed
scheme has each protective relay closely coupled to a chisteads to be shed. If the voltage
conditions of a relay enter the region where collapse isipted, load assigned to that relay
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is shed. A centralized scheme has measurements taken atr aner® key busses within

one specific region, and trip signals transmitted to shed &iavarious locations within the

region. Since voltage instability may be recognized by lmitages across the region, the
basis of centralized measurement lies in the notion thdtefuoltage is low at certain key

locations, it is likely to be also low in the neighborhood bEse locations. This scheme
requires communications but may naturally embed other mmeagents than voltages. This
is a step forward towards wide area protection [RB02, ZLKD5F07].

In a distributed system, load shedding is concentrated acalited to the areas where the
effects of the instability are felt most strongly. The madvantage of the distributed load

shedding scheme is the increased reliability due to difieasion. Failure of one component

of the distributed system will not directly or detrimenyediffect the operation of other compo-

nents of the load shedding system. Failure of the centrhBystem results in complete failure
of the scheme, and could result in large blocks of load bemmgaessarily shed or failure of the
scheme to shed load when required. The reliability of therared system can be increased
by applying redundant, or voting measuring schemes.

Another advantage of the distributed model is that it dogéslapend so much on communica-
tion systems for its operation. If the local relays and begslare operable, load shedding will
occur even if one of the communication facilities fails. Tdentralized scheme is heavily de-
pendent upon communications, both for making the sheddegsin, and for implementing

it. This can make the scheme more expensive than a disttilseteeme. If communications
are required anyway for system restoration by supervisonyrol, then this advantage of the
distributed scheme is not as important.

Undervoltage load shedding SPS is not yet very common inldotre power industry. Among
the existing SPS, some are using centralized controlleesviag information like undervolt-
age, high reactive output, loss of power plants or lines fremote substations, and sending
load shedding orders to substations [LBC04, MEC04, WECS88iers are part of an Emer-
gency Management System [SPC, KHO4] and one is using dedieatt undervoltage relays
installed in substations [MDJ93].

Considering the above mentioned SPS characteristics,e$igrdchosen in this work has the

following features:

e response-basedoad shedding will rely on voltage measurements which ceflee ini-
tiating disturbance (without identifying it) and the actsotaken so far by the SPS and by
other controllers, of the same type or not, acting in the pesystem;

¢ rule-basedload shedding will rely on a combination of rules of the type
if V< V™ duringr seconds, shed\P MW (4.1)
whereV is a measured voltage afd” a corresponding threshold value;

e closed-loop automatic operatioran essential feature of the scheme considered here
is the ability to activate the rule (4.1) several times, ldase the measured result of
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the previous activations. This closed-loop feature alltesload shedding controllers
to adapt their actions to the severity of the disturbancerthEamore, it increases the
robustness with respect to operation failures as well agesydehavior uncertainties
[LMCO3]. This is particularly important in voltage instéiby, where load plays a central
role but its composition varies with time and its behaviodemnlarge voltage drops may
not be known accurately;

e adistributedscheme is proposed for its ability to adjust to the distudedocation, as
will be explained and illustrated in the following sections

4.2 Essential aspects of load shedding

It is well-known that thetiming, thelocationand theamountare three important and closely
related aspects of load shedding against voltage ingiafAlAH97].

When designing an undervoltage load shedding scheme, tistdevation given to the timing
of the load shedding action is very important. The motivafar delaying load shedding are:
(i) ascertain that the system is indeed going to be unstallé,(ii) let other “inexpensive”

controllers (such as shunt compensation and secondarggeottontrol) attempting system
recovery. On the other hand, the time available for sheddirignited by the necessity to
avoid [VCV98]:

¢ reaching the collapse point corresponding to generata ¢dsynchronism or motor
stalling;

o further system degradation due to undervoltage trippiniietd current limited genera-
tors, or line tripping by protections;

e the nuisance for customers of sustained low voltages. Thisnequire to act fast, even
in the case of long-term voltage instability, if the distanige has a strong initial impact
[LMCO03].

As far as long-term voltage instability is concerned, if aaf the above factors is limiting,
one can show that there is a maximum delay beyond which shgdaler requires shedding
more [VCV98, MC99]. On the other hand, it may be appropriatadtivate other emergency
controls first so that the amount of load shedding is reduced.

In [Mo002] it is shown that there would be an advantage inrlgtshunt reactors trip, so that
less load is shed, although it is not always possible to Wait.example, an undervoltage load
shedding scheme implemented in an area feeding a lot of fistuimotors has to rely on an
SPS that is able to react within seconds of the onset of therdance. As this case has to do
with short-term voltage instabilitythere is no advantage of delaying the load shedding action.

1The concern of this report is long-term voltage stability.
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In this case, locally positioned SVCs, synchronous conelsns generation excitation system
controls would react to attempt voltage recovery and exivayishese resources would then
trigger the load shedding action.

The shedding location matters a lot when dealing with v@tagtability: shedding at a less
appropriate place requires shedding more. In practicegtfien prone to voltage instability is
well known beforehand. However, within this region, thetbbesation for load shedding may
vary significantly with the disturbance and system topol®MC98].

Many methodologies have been proposed to ascertain therdrabload that is appropriate
to shed under given conditions. Tripping less load than sesrg will obviously not be ef-
fective in stopping voltage instability. Tripping too muldad may result in transitioning the
system from an under-voltage to an over-frequency condéa®the resulting system will have
more generation than load [LRO4]. Furthermore, load charestics play an important role in
determining the ability of the system to recover stabilitgaa disturbance. The incorrect pre-
sumption of load characteristics in load-flow and dynamicigts may reduce the selectivity
of the undervoltage load shedding scheme.

There are proven sensitivity techniques to identify whigangmeters have most influence on
load power margin [Dob92]; they can be straightforwardlplaand to load shedding. Further-
more, this analysis can be coupled to time simulation inii@énd the best corrective actions
in a post-disturbance unstable situation [GMK92, VCT95, 8dCFAMO00]. More recently
Ref. [CVCO05] proposed a simple sensitivity computation@npassing unstable as well as
low but stable voltage situations. Once a ranking of loadddgeen set up, the minimal amount
of power to shed can be easily computed [MC99].

While easily performed off-line, for predefined continges; the above computations can
hardly be embedded in an SPS facing an unknown disturbamsteald, the latter must be pro-
vided with a possibly sub-optimal but simple and robustddgichoose the shedding location.
The distributed scheme proposed here tends to act first whéieges drop the most. Even if
it may lead to shedding some more load, as it was found outiAfB], this criterion makes
sense in terms of reducing the nuisance caused to custosnkns boltages.

In an actual power system, the “granularity” with which lozah be shed is limited due to
practical considerations. In general, the smallest bldcload that can be shed is the load
served through one substation-class distribution bresikee this is employed in order to in-
terrupt the load. Furthermore, the distribution feedersestout of a particular substation in
most cases have different aggregate load characteristicdeanand profiles, which makes the
predetermination of the actual amount of load availablesf@dding challenging. This means
that the design of an undervoltage load shedding schemédsimaorporate the impact of er-

rors stemming from differences between the load that isymnebly shed and the load that is
actually shed.
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4.3 Proposed load shedding scheme

4.3.1 Overall principle

The proposed scheme relies on a set of controllers distaboner the region prone to voltage
instability. Each controller monitors the voltageat a transmission bus and acts on a set of
loads located at distribution level and having influencé’oA sub-transmission network may
exist in between the monitored and the controlled buseketsted in Fig. 4.1. Note that not
all transmission buses need to be monitored, and not alslnedd to be controlled.

region prone to voltage instability

transmission

Figure 4.1: Overall structure of the proposed scheme

Each controller operates as follows:

e it acts when its monitored voltagé falls below some threshold'";

e it can act repeatedly, untlV' recovers abové*". This yields the already mentioned
closed-loop behavior;

e it waits in between two sheddings, in order to assess theteaiffeéhe actions taken both
by itself and by the other controllers;

e the delay between successive sheddings varies with thatyesfethe situation;

e the same holds true for the amount shed.

4.3.2 Individual controller design

The operation of an individual controller is described ig.H.2 in the form of an automaton.

As long asV remains above the specified threshold, the controller & idhile it is started
as soon as a (severe) disturbance calisés drop belowV*. Let t, be the time where this
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change takes place. The controller remains started utitéeihe voltage recovers, or a time
is elapsed sincg. In the latter case, the controller sheds a powét*” and returns to either
idle (if V' recovers abov&*") or started state (if’ remains smaller thal*"). In the second
case, the current time is taken as the new valug ahd the controller is ready to act again,
provided of course that there remains load to shed. If théadota load to shed is exhausted,
AP =0, the controller returns to idle state.

max

V < V™" andAPh >0
V < V%" andAPT > 0 [settq to currentt]

[setto to currentt]
RQED
V >yt

V< VHL
andt —tg > 71

V>VthorAPy, =0

Figure 4.2: Logic of an individual load shedding contro(\eithin brackets: action taken when
the transition takes place)

The delayr depends on the time evolution bf as follows. A block of load is shed at a time
to + 7 such that:

to+7
/ (V" —Vv(t)dt=C, (4.2)
to

whereC'is a constant to be adjusted. Figure 4.3 is a graphical reptaison of the integral used
to determine the time delay. As soon as the area between tiag@ahreshold and monitored
bus voltage evolution equals, the load shedding action takes place.

This control law yields an inverse-time characteristice tteeper the voltage drops, the less
time it takes to reach the valde and, hence, the faster the shedding. The lafgethe more
time it takes for the integral to reach this value and herreestower the action.

Furthermore, the delayis lower bounded:

<rT, (4.3)

Tmin
in order to take into account the communication time andk&emechanical constraints, re-
spectively to prevent the controller from reacting on a bgdault. Indeed, in normal situa-
tions time must be left for the protections to clear the faalll the voltage to recover to normal
values. In consequence, if the valuerofesulting from Eq. (4.2) is smaller that,;,? the
controller will trigger the load shedding action at timetarsttg + 7.

2This might happen i€ is very small, for instancé€' = 0, or if the voltage drop is very large.
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Figure 4.3: lllustration of time delay determination

Similarly, the amount\ P*" of power shed at time, + 7 depends on the time evolution bf
through:

APh = K. AV™ (4.4)
where K is another constant to be adjusted, akd*’ is the average voltage drop over the
[to to + 7] interval, i.e.,

1 to+7
AV = = / (V"= V() dt. (4.5)

T to
The above relationships, illustrated in Fig. 4.4, transpadtage drop severity into load shed-
ding amplitude: the larger** — V, the largerAV %’ and, hence, the larger the amount of load
shed. The same holds true when the gdimcreases.

As already mentioned, the controller acts by opening distion circuit breakers and may dis-
connect interruptible loads only. Hence, the minimum |daeldsling corresponds to the small-
est load whose breaker can be opened, while the maximum isigectniresponds to opening
all the manoeuvrable breakers. Furthermore, to preverdog@mpéable transients, it may be ap-
propriate to limit the power disconnected in a single stepdme valueA P:". The above
limitations are summarized as follows:

min Py, < AP < APSh (4.6)
with APy, = min (P (t), AP (4.7)
and Py(t) = Y P, (4.8)

k

whereP,,,(t) represents the part of the load still interruptible at timg, denotes the individ-
ual load power behind the-th circuit breaker under control, and the minimum in (4.6l éhe
sum in (4.8) extend over all manoeuvrable breakers stilheated at time. It results that, for
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Figure 4.4: lllustration of voltage average determination

small values of<, for instancek” = 0, resulting in an amount of load shedding?*" smaller
thanmljn Py, the controller has to shed the smallest load power behingtaitbreaker.

The control logic focuses on active power but load reactiowgr is obviously reduced to-
gether with active power. In the absence of more detaileorinétion on load composition,
disconnected by each manoeuvrable breaker, we assumeothapdwers vary in the same
proportion, i.e., the reactive change is given by:

AQ™ = AP*" C]i":((g , (4.9)

whereQ);,.(t) is the interruptible reactive power, at time instant

4.3.3 Tuning the controller parameters

The tuning of the controllers should rely on a set of scesacmmbining different operating
conditions and disturbances, as typically considered vpieaming an SPS [LMCO03].

Considering the SPS basic requirements presented in Bdcfipthe parameter settings of the
proposed undervoltage protection scheme have to provide:

1. dependability: all unacceptable post-disturbanceesysesponses are saved by the SPS,
possibly in conjunction with other available controls;

2. security: the SPS does not act in a scenario with acceptaist-disturbance system
response. This is normally the case following any N-1 caygircy;
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3. selectivity: as few load power as possible is interrupted

The tuning mainly consists of choosing the best value¥16r C and K. The bounds;,,;,, and
APg" can be chosen by engineering judgement.

First, attention must be paid t¢". This threshold should be set high enough to avoid excessive
shedding delays, which in turn would require to shed moréarchuse low load voltages. On
the other hand, it should be low enough to obey requiremeittoe It should thus be set

a little below the lowest voltage value reached during anthefacceptable post-disturbance
evolutions.

Next, C' and K should be selected so that, for all scenarios:

¢ the protection sheds as few load as possible and

e some security margin is left with respect to values causiogggtion failure.

Using the sam&’ and K values for all controllers makes the design definitely sanplin
the tests we performed so far, there has been no evidencedhatual values would yield
substantial benefits. Therefore, this simplification is@dd throughout the remaining of the
thesis.

4.3.4 Cooperation between controllers

The various controllers interact in the following way.

Let us consider two close controller§; monitoring busi andC; monitoring busj (j # 7).

Let us assume that both controllers are started by a distaebaWVhenC; sheds some load,
this causes the voltages to increase not only at bus also at neighboring buses, in particular
at the monitored bug. SinceV; increases, the integrdl (Vth — Vj(t)) dt grows more slowly
with time, thereby leading to a larger delaypeforeC; can act. For the same reasakl
decreases and; will shed less load once its delayis elapsed. For larger voltage increases,
V; may even become larger thafi" making C; return to idle state. In other words, when
one controller sheds load, this slows down or inhibits theti@dlers that compete with him to
restore voltages in the same area. This cooperation avetgssive load shedding.

Moreover, the whole system will tend to shed first where \g@tadrop the most. This location
changes with the disturbance. Hence, the proposed scheoraatically adjusts the shedding
location to the disturbance it faces.

Note that the above features are achieved without resddiagledicated communication net-
work. The controllers do not exchange information, but ather informed of their respective
actions through the power system itself. This is made ptesbypthe fact that voltages have
no “inertia”: the effects of shedding are felt almost instareously. Neither do the controllers
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require a model of the system. This and the absence of consation makes the protection
scheme definitely simpler and hence more reliable.

4.3.5 About system partitioning into load areas

From our tests it was found that simple geographical conaitbes can be used to assign loads
to different monitored buses. However, if this was not dedseisfactory, one could resort to
more elaborate techniques like the ones outlined hereafter

The notion ofVoltage Control AreagVCA) [SHC91] could prove useful in defining the load
shedding areas. A VCA is a group of buses in a geographicatigelarea responding similarly
(as far as voltage magnitude is concerned) to externalrbestices.

VCAs can be built from electrical distances which are a mesasi voltage interaction be-
tween different buses of the system [LSL89]. The latter dtaioed from a sensitivity matrix
[0V /0Q] whose elements reflect the propagation of voltage varidibowing reactive power
injection at a bus. More precisely, the degree of voltageling between two busesand; is
given by then;; factor involved in the relation:

Vi

AV, = 2—%Avj = a;;AV; |
0Q;

In general,a;;; # «j. In order to retain symmetry in the distance concept, thetedal
distance between buseandj is defined as:

Dij = Dj; = —log (auj x o) .

The boundaries of the VCAs could be determined from the battdistances between any
load bus and the transmission buses monitored for undegelbad shedding. In order a load
bus to be included in one area only, it is appropriate to assagh load bus to the "closest”
monitored bus (in the sense of the above defined distance).

Alternatively, it has been proposed to determine VCAs fremmis of a properly normalized
[0Q/0V|] Jacobian matrix, by eliminating smaller off-diagonal etets [SHC91, LSR93,
AS03, VSO05].

If should be noted, however, that a fundamental limitatibesemsitivity or Jacobian matrices
lies in the fact that their terms may significantly vary withevating conditions or after a
network topology change.

4.3.6 Analogy with multi-agent systems

The proposed scheme shows a strong analogy with Multi-A§gstems (MAS). MAS have
received much attention in various engineering disciglifgeg. [SV00]), including power sys-
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tem engineering [CR03, DHO5]. In fact, there is no generalsensus on what an agent is
[SV00, CR0O3, DHO5, RN95]. Its meaning is strongly biased Iy background field (en-
gineering, artificial intelligence, cognitive sciencengauter science, software engineering,
etc.), although the perception in software engineeringaatificial intelligence tends to prevail
[CRO3]. Similarly, there is no clear borderline betweenrilisited computing and multi-agent
technology.

In [SV00] a MAS is defined as a loosely coupled network of peafisolving entities (agents)
that work together to find answers to problems that are beylemandividual capabilities of
each entity. Where an agent isamputational (intelligent) systethat inhabits some complex
dynamic environmentsensesand acts autonomouslin this environment, and by doing so
fulfills a set of goals or taski®r which it was designed [Mae95].

In the spirit of these general definitions, the following laigy between the distributed load
shedding controllers and MAS can be made.

Each controller possesses some of the distinguishing cieaistics of an agent: it senses the
power system behavior through the measurement inputs, @adioller is autonomous (it
operates without direct intervention of another contrallesupervisor) and has some degree
of intelligence (in the form of “if ...then ...” rules and Eq44.2 - 4.6)). Therefore, the
proposed scheme can be seen as a MAS. In the remaining o&tis the terncontroller, will

be used to designate a load shedding controller.

As sketched in Fig. 4.5, MAS fall into two basic categorie§97]:independenandcooper-
ative

| Multi-agent systemg

Independen Cooperative

| { | |

| Discrete| | Emergent Cooperation | Communicating | Non-Communicating
| Deliberative| | Negotiating |

Figure 4.5: Multi-agent systems classification

In independent MAS, the individual agents pursue their oeagindependently of the others.
They can be further classified into MAS withiscrete agentsif the goals of the agents bear
no relation to one another, or MAS witmergent cooperatignf agents cooperate “with no
intention of doing so” and cooperation emerges from the isterscy of their individual goals.
An example of the latter is the combination of secondaryagstcontrol and undervoltage load
shedding.
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On the other hand, cooperative agents have the same goaiajrdknowledge and possible
actions. The only difference among individual agents isrteensory inputs, i.e. they are
situated at different places in the environment. The ccattpmr within a MAS can be realized
in three ways:

e explicit design - the agents are designed to cooperate;
e adaptation - the agents learn to cooperate;

¢ by evolution - individual agents cooperation evolves tiglosome kind of evolutionary
process.

Cooperative agents can be further classified cdmmunicatingandnon-communicatingin
the former case, the agents are intentionally exchanggmais; to this purpose, they usually
rely on a dedicated communication system, which is consdl&iom the MAS design stage.
In the non-communicating case, the agents coordinate ¢heperative activity by observing
and reacting to the behavior of others.

Intentional communication can take at least two formstiberationor negotiation In delib-
erative MAS the agents jointly plan their actions so as tgpeoate with each other in order
to achieve their goals. The coordination of their respecsigtions is not mandatory. Negoti-
ating systems are similar to the deliberative ones, extepthere is a competition among the
agents.

The proposed load shedding scheme can be categorized apexraige non-communicating
MAS. Indeed, in the proposed scheme, there is an implicitrmamcation and coordination
between agents, through system voltages, as explained prefious section.

4.4 Preliminary results on a small test system

4.4.1 Nordic32 test system

The Nordic32 test system is the LF32-029 version of the tetes used by CIGRE Task Force
38.02.08 [CTF98]. It includes 80 buses, 23 generators arldas fed through transformers
equipped with LTCs. The one-line diagram is shown in Fig. 4.6e test system consists of
four parts, the main power transfer is from the “North” aredere important hydro plants
are located, to “Central” area, where the main load area ane shermal plants are located.
Taking into account that only the Northern hydro generapansicipate to frequency control,
when a generator is lost in the Central area, the power defiadded to the North to Central
transfer. The transmission capacity from North to Centrahsa is limited by transient stability
and voltage stability. Overexcitation limiters and LTCayhn important role [CTF98].
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Figure 4.6: Nordic32 test system

In order to illustrate the controller tuning and behavioe tave considered the following
four severe contingencies requiring load shedding (maihances should be considered in
practice):
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N1: loss of line 4032-4044 and generator g14
N2: loss of lines 4032-4044 and 4041-4044
N3: loss of double-circuit line 4031-4041

N4: loss of lines 4042-4043 and 4042-4044

The system responses have been obtained by QSS simulating,aitime step of 1 second
and a simulation interval of 600 seconds.

4.4.2 Load shedding controller location

The “Central” region is the one where voltage problems apeggnced. Therefore, this area
has been provided with five controllers, as detailed in Tdhle In this simple system, each
controller monitors the voltage of one transmission buscmtrols the load on the distribution
side of the transformer connected to that bus. In a reakpfdication, however, each controller
would act on a set of loads located at different buses, astsé@tin Fig. 4.1.

Table 4.1: Considered controllers

Controller | Monitored | Controlled| Available power
name bus load bus | to shed (MW)
Choa 1041 9041 600
Cloa2 1042 9042 300
Choas 1043 9043 230
Choaa 1044 9044 800
Choas 1045 9045 700

4.4.3 Choosing the voltage threshold

As previously mentioned, the voltage threshuld should be chosen low enough in order the
protection not to act in acceptable post-disturbancetsitog (typically for N-1 contingencies)
but high enough to prevent load voltages from reaching w@eble values.

To this purpose, we consider all N-1 (line or generator frigpcontingencies, for which post-
disturbance evolution is accepted. The criterion is tHatahsmission voltages remain above
0.85 pu. This value corresponds to unacceptable custonttaiges as well as a high risk of
field-current limited generators to lose synchronism. Nbé, according to standard practice,
all N-1 contingencies should be involved; however, the afieg point of the Nordic32 test
system, at which the undervoltage protection scheme wakemgnted, is very stressed and
cannot withstand the single loss of generator g6, g14, glSh @r g16. Furthermore, when
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generator g7 is lost the system experiences low voltagebéutiterion is not violated. There-
fore, these six contingencies are not included in the list (ioad shedding will be allowed).
The lowest voltages reached at the five buses monitored ktyotlens, following any of the
above contingencies, are given in Table 6.1.

Table 4.2: lowest voltages after N-1 contingencies

bus | min. volt. (pu)
1041 0.90
1042 0.98
1043 0.93
1044 0.94
1045 0.95

One can see that the voltage threshold could take a valuetwebe 0.85 pu, the lowest ac-
ceptable voltage, and 0.9 pu, so that no load is unduly sHietMag any of N-1 contingencies
considered. Neverthelesg!" should be set high enough in order to leave some time for the
controllers to act, as illustrated in the sequel.

4.4.4 Sensitivity to parameters/’’, C and K

Figures 4.7.a and b illustrate the control scheme perfocméor various values df , C' and
K, for contingencies N1 and N2, respectively. We considergg= 3 s,mkin P, =10 MW and

APSh =250 MW.
The stars indicate settings for which the post-disturbavodution is accepted. The dots in-
dicate failures, i.e. cases where the 0.85 pu voltage wagdearily or permanently crossed.

Expectedly, the loweV ", the less time the controllers have to prevent voltages fieanhing
0.85 pu, and hence a smalléhas to be chosen. This can also be compensated by a Ffger

Taking a 0.01 pu tolerance for security, we 8ét to 0.89 pu and use this value in the remaining
of the procedure.

4.4.5 Assessing the protection scheme selectivity

To assess the selectivity of the load shedding scheme wédeoed thetotal amount of load
shed This is obviously the sum of the amoums”s", shed by all controllers, until all moni-
tored voltages recover aboVé", for a specific disturbance:

Psh — ZAPiSh

3The controller has to act faster or to shed more load.
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Figure 4.7: Performance of load shedding scheme for diifesettings

The plot in Fig. 4.8 shows the total amount of power shed, doious values of and K, under
the choser//*, for contingency N1. The gray parts represent successigiion operation,
the darkest points corresponding to the smallest amourgwépcut.
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Figure 4.8: Total power shed (MW) for vario(§, K') values, withV/** = 0.89 pu

Our main concern in this work was the minimization of intged power, irrespective of
voltage recovery at the terminal of non interrupted loadorié would like to incorporate a
measure of voltage recovery, and take into account loadsiho@g, we would consider the
unserved energyetermined from the unserved power.

The unserved power is computed as:

APUTLS@?"

=> (B -PR)

k

whereP is the pre-disturbance load power at lius
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If we consider the load model Eq. (2.6), the above equatiorbearewritten as:

s ()

where the sum extends over the set of buses controlled bytigadhangers. However, if
voltageV, lies in the LTC deadband, it is appropriate not to includeltiag of concern in the
sum sincgV}, — VY| is a normal voltage deviation [OSCO3].

The unserved energy is given by the expression:
ts
Eunser — / APunsert
0
wheret, is the time simulation interval (in the absence of a more ipeemformation on the

restoration time).

As for the total amount of load shedding, plots can be usethdavghe unserved energy for
various (C, K) combinations. Such a diagram is provided in Fig. 4.9, whuciresponds to

the same contingency and voltage threshold used to deterfign 4.8. The simulation time
considered was, = 600 s.
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Figure 4.9: Unserved energy (MWh) for vario{(s, K) values, with\/** = 0.89 pu

The unserved energy parameter is a more comprehensive raedshe load shedding action
as it takes into account the consumer voltage deviationedddthis parameter is directly
influenced by the amount of load shed (the more load is shebdtier the voltage profile)
and the load shedding delay (the faster the load sheddingpsiter the voltage recovery).
Furthermore, it has no information about the amount of Ideetls

Therefore, one may also think of considering a general imuigxding the total amount of load
power shed and the unserved power over the simulation adtedowever, as the shed power
and the unserved power have different costs, weightingfadtave to be used.
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4.4.6 Choosing”' and K

After choosing the voltage threshold, the next step is terd@ne the best{,K) combination.
To this purpose, for each scenario necessitating load siggdid is appropriate to consider
plots of the type shown in Fig. 4.8.

Figures 4.10.a - d correspond to contingencies N1 - N4 (set@8el.4.1). The figures confirm
that choosing a largef’ (i.e. a slow responding protection) generally requiresi$o setk
to a larger value, which generally leads to shedding moreé. |&eyond some value @, the
protection is so slow that it fails, whatever the valugf
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Figure 4.10: Total power shed (MW) for vario(iS, K) values, with/’** = 0.89 pu

Note that the zones of equal shedding are not limited by smwmindaries. This is attributable
to the discrete nature of the controllers; a smooth changgafameter may lead to a different
sequence of load shedding actions. This aspect will bedudbmmented in the next section.

Moreover, one can notice that far = 0, all values of K lead to almost the same amount
of load shedding. This is explained by the fact thator= 0 the delay is lower limited to
Tmin, the protection will thus act many times and voltages witlaeer fast. In this case, it
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does not really matter how much of load is shed at each stepube shedding is taking place
fast enough so that it is not required to shed more to compefgashedding more slowly
[VCV98, LMCO03].

Other aspects (and engineering judgement) have to be takemonsideration when tuning
such an SPS. For instance:

o for reliability reasons, it does not sound appropriate twode a point in the({, K') space
close to the limit of protection failure. With reference t@F4.10, the chosen point
should be at a minimum distance of the white areas;

e too smallC values are not recommended because the integral in Eq. W&y be
computed over a short interval where transients may det&te@ccuracy;,

e too smallK values are not realistic because it may not be feasible tmdigect small
blocks of loads.

From such plots, and the above mentioned recommendati¢6$ig combination suitable to
all scenarios can be identified by minimizing the total lohddtding over all scenarios. Other
criteria could be considered as well [Moo02, COLO08].

These considerations lead to the settings of Table 4.3,hniwe been adopted for all con-
trollers. According to Egs. (4.2, 4.4, 4.5), these value§'@nd K mean that ifl” settles at
0.87 pu, for instance, 80 MW are shed after 20 seconds.

Table 4.3: Controller settings
Vth C K Tmin mink Pk Apti,h
0.89 pu| 0.4 pus | 4000 MW/pu| 3s | 10 MW | 250 MW

4.4.7 Detailed example of performance

To illustrate the performance of the controllers, we coaesitereafter contingency N3. The
unstable system response experienced without load shedlishown with dotted line in
Fig. 4.11, showing the evolution of voltage at bus 1041 ptediby quasi steady-state sim-
ulation. The heavy line in the same figure corresponds toytbesn stabilized by the proposed
control scheme.

In this example, controllerS’y,; andCp44 responded to the disturbance. In order to illustrate
their interactions, a zoom of the dashed area of Fig. 4.1lvengn Fig. 4.12, while Fig. 4.13
shows the voltage monitored by controltéyy,, over the same time interval. In both figures,
the MW values refer to the power shed by the controller of eamavhile the circles indicate
shedding by the other one.
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Figure 4.11: Voltage evolution at bus 1041 without and watid shedding

As can be seen, the 64 MW shed 6Yy,,; make the voltage at bus 1044 recover abbVe,
with the effect of resetting’;o44. Similarly, the voltage jump experienced whéf,, sheds
72 MW delays and reduces the first load shedding 'hys.

Figure 4.13 also illustrates the previously mentioned isgdime characteristic. The two
hatched areas have the same surfa@ceSince the voltage is lower after the first shedding
than after the third one, the controller waits less befoeestcond shedding than before the
fourth one.

In the previous section we pointed out the fact that a smalhgk in parameter settings leads
to a different load shedding sequence (in terms of time detayd amounts of load shed),
due to the interaction between controllers, as explaineveab Fig. 4.14 presents the load
shedding sequences for three differefit/{’) combinations, where the black bar refers to the
case presented in Figs. 4.12 and 4.13. As can be seen, aase@tparametek results in
larger amounts of load shed. Similarly, an increas€’'déads to a slower but stronger load
shedding action. In both cases, the controlled voltagesvexdaster as more load is shed at
the beginning of the load shedding sequence.

4.4.8 Robustness of the control scheme

In order to illustrate the robustness of the proposed de3ggnie 4.4 shows the power shed by
each controller in various scenarios. Case 1 corresporttie imulation shown in Figs. 4.12
and 4.13 while the other cases correspond to failures, adatthereafter.

In Case 2 it is assumed that only 20 % of the load are intetslgofait bus 1041. This is
compensated by a stronger action’§f, and an intervention of';g43.

In Case 3 we suppose that the voltage measurement us€g fyis 0.01 pu smaller than the
correct value, causing this controller to act faster andishere power. This is compensated
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by a smaller action of;gy4.

Case 4 simulates a full failure 6f,y4; this is covered by a stronger action@fy,; andC'g44.
Similarly, Case 5 corresponds to failure of bathyy; andCgy4, leadingCioe and Cigys to
come into play.

Clearly, this redundancy among controllers makes the ptiote scheme very reliable. In this
example, the total power shed even decreases as more test@dmpensate for those that
should have responded first to the voltage drops.

Table 4.4: Load shedding amount (MW) in various scenarios
Controller Case

1 2 3 4 5

Clion 195|120 206 | - -

Choa2 0 0 0 0 | 102
Closs 0 | 39| 0 |120| 229
Clou 193 | 220| 159 244 | -

Choss 0 0 0 0 | 33

[ Total | 388 379] 365] 364] 363

4.5 Concluding remarks

The decentralized implementation of undervoltage loadidimg based on voltage measure-
ments was found to behave quite satisfactorily. The cdetolre coordinated through the
power system itself, without resorting to a dedicated comigation network, which adds to
simplicity and hence reliability.

The controllers operate in closed-loop, adjusting theiegancy action to the severity of the
disturbance they are facing. Redundancy guarantees nassshgainst system behavior uncer-
tainties and operation failures.

However, its ability to adjust to the disturbance locatiod ¢he coordination with other voltage
controls has still to be demonstrated on a larger systemul®eggarding these aspects are
reported in Chapter 6 where the protection scheme is impleadeon a model of a real-life
system.
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Wide-area protection against overloaded
line tripping

An approach inspired of Model Predictive Control is prop$e determine a sequence of con-
trol actions aimed at alleviating thermal overloads in egesicy conditions. The algorithm
brings the line currents below their limits in the time intal left by protections, while ac-
counting for constraints on control changes at each stepcltised-loop nature allows to com-
pensate for measurement noise and model uncertaintiesolgaaspects such as the choice
of the objective function, the influence of modeling errets,, are discussed and illustrated
through a small academic test system.

5.1 Previous work

As illustrated in Chapter 1, some of the recent blackoutslied cascade line trippings due
to thermal overloads. In some cases, emergency measureatetaken to quickly prevent
some of the overloaded lines from being tripped, therebglitepto cascading effects on the
remaining lines.

In such emergency conditions, it is essential to quicklyigaie the consequences of the ini-
tial disturbances before protection systems take actioasmake the problem more severe
[TIJHO5]. As is well-known, protections may take the oveded line out of service after some
temporization or the line may sag and eventually touch abjeausing a short-circuit, quickly

eliminated by distance protections.

The approaches dealing with transmission line overloagmrted in the past, can be roughly
classified into: optimization based, non-optimizationdzhand mixed methods.

Optimization based methods, which includes the Optimalé?dvow (OPF) formulation with
proper objective and constraints, can be used to determ@édst actions [SG90, MZB01,

81
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SV06]. These are accurate methods as they are using theddilnof the network. For the
same reason they are regarded as computationally expeargivéme consuming methods.
Many publications have been devoted to improving OPF algms, and OPF is available in
Energy Management Systems [AS74]. In many control centersgver, the OPF output is
only proposed to the operator, who is responsible for impleting the corresponding changes
[MKB97].

Non-optimization methods emerged as the need for an effiaimhfast method so that system
operators can make quick decisions under emergency comnslidf the power system [MBS79,
BDD99, SV05]. The primary concern in these methods is toinlet@ecure state of operation
quickly with little or no concern of optimality of the corresd operating point.

A combination of the two approaches has been proposed ind@uiblications [NK94, TSMO5].
These approaches aim at combining efficiency and speed ebptimization methods while
at the same time pursuing the solution that is sufficienthgelto the optimal one.

Depending on the system, emergency control actions mawmehanging the angle of phase
shifting transformers [MZB01, CBC02, MCO04], reschedulgeneration and, in the last resort,
shedding load [CS79, MCTO05]. Topology changes (line anddarsswitching) [SG90] and
different types of FACTS devices may also prove very effici&v06], but are not considered
here.

5.2 Computation of optimal corrective control actions
to alleviate thermal overload

OPF has been widely used in planning and real-time operafipower systems for active and
reactive power dispatch to minimize generation costs astesy losses and to improve the
voltage profile [SAMS87]. It combines economical aspecthipibwer system secure operation
aspects.

The research work on OPF can be divided into two parts. Thepfars deals with the develop-
ment of efficient algorithms for solving nonlinear OPF peabk, such as the reduced gradient
method, linear and quadratic programming method [ABP9@jytén method [SAB84] and the
interior point method [WSK98]. The second part deals witplaation scope extension. In
recent years there were two main extension areas. One ipiieation of OPF in electricity
market and the other is the application of OPF in preventordrol for improving transient or
voltage stability margins. The former explored OPF cap@gilf maximizing for instance the
social welfare while the latter developed OPF capabilitgatisfying comprehensive security
and stability constraints.

The applications in preventive control for enhancing diigbtan be divided into OPF with
transient stability constraints (TSCOPF) [GTZ00, YKS08§i&DPF with voltage stability con-
straints (VSCOPF) [CRB01, RCQO03, SLKO3].
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The classical OPF problem can be stated as the followingrgkenenstrained optimization
problem:

min C'(x, u) (5.1)
subjectto: g(x,u) =0 (5.2)
h(x,u) <0 (5.3)
u"n < u < um® (5.4)

where:

e x is the vector of system state or dependent variables, whighusually bus voltage
magnitudes and phase angles,

e u is the vector of control or independent variables (e.givagenerators power, phase
shifter angle, load power, etc.),

e g denotes the load flow equations,
¢ h denotes the operational constraints such as bus voltageranch thermal limits

e inequality constraints (5.4) represent the upper and Idvngts of control variables (e.g.
generator active/reactive power, OLTC transformer rgtih@se shifter angle, etc.),

e C(x,u) is the cost function.

When dealing with line overload alleviation, time is imgort in two, somewhat contradictory
respects. On one hand, there is some time left to allevisgdaads, thanks to thermal inertia
of equipments. Progress has been made in the real-timeagstinof the time left before the

conductor material is damaged or the line sag leaves inguffimsulation distance [BDD99].

On the other hand, there are limits on the rate of change otswinthe above mentioned
controls: for instance, it takes time to change the tap jposdf a phase shifting transformer,
the rate of change of power plant production is limited, etc.

In order to take into account the rate of change of differemtimls and the available control
time, the traditional one-step optimization should be aept with a multi-step optimization
problem, which would provide an “optimal” time sequence ofttol actions. This multi-step
optimization problem can be stated as follows:

min Z C(x7,u?) (5.5)
u’ j
subjectto: g/(x’,u’) = (5.6)
b/ (x/,u/) < 0 (5.7)
umin S uj S umaa: (58)
Au™" < W — v < Au™™ (5.9)

wherej = 1,..., J represents the control step number, and the total number of steps.
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However, the number of equality and inequality constranritthe single-step optimization is
now multiplied by.J; therefore the optimization problem becomes even more ctettipnally
complex and time consuming. Hence, to keep the approadalac some simplifications of
(5.6) and (5.7) are desirable. One such simplification isl us¢he sequel.

Furthermore, this single “optimal” control sequence ised@ined for the available system
model and the given initial conditions. Thus, the open-laapure of this optimization would

not allow to compensate for inaccuracies originating fromdeling uncertainties, measure-
ment noises and unexpected reactions of some componemrefdie, it is desirable to resort
to closed-loop control, relying on system response in thesmof applying corrective actions.

To this purpose, we propose an optimization procedure #geatsithe spirit of Model Predictive
Control (MPC).

5.3 Introduction to MPC

MPC techniques have been used for years in process ind@897], and they are to the great-
est extent theoretically understood [MRROO]. Nevertrglep to now this control technique
seems to have not received enough attention from powemsystgearchers and practitioners,
although recent references show a growing interest foraghgsoach [LK03, ARHO3, TJHO5,
HGO06, ZA06].

Standard MPC is a class of algorithms to control the futureb®r of a system through the use
of an explicit model of the latter [Mac02, FA02]. In geneithle MPC problem is formulated as
solving on-line a finite horizon open-loop optimal controbplem subject to system dynamics
and constraints involving states and controls.

Figure 5.1 shows the basic principle. Based on measurembtatisied at time,, the controller
predicts the future open-loop dynamic behavior of the sysieer a prediction horizof, and
determines the control sequence over a control horiZon< 7T, such that a performance
objective is optimized.

If there were no disturbances and no model mismatch, ane ibhimization problem could
be solved, then one could apply the control sequence detednat timet, to the system for

all timest > t,. However, this is not possible in general: due to disturbanemodeling

errors and measurement noise, the real system behaviat lseuifferent from the predicted
behavior.

In order to incorporate some feedback mechanism, the smeldtapen-loop control sequence
will be implemented only until the next system measurembat®me available. Although the
sampling period of measurements can vary, often it is asdumbee fixed, i.e. measurements
are gathered evenht sampling time-units. Using the new measurements at tyme At,
the whole prediction and optimization is repeated to find & wentrol sequence with the
control and prediction horizons moving forward. Since potee control involves on-line
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Figure 5.1: Principle of model predictive control

optimization, depending on the complexity of the expliggtem model, a computational delay
may be necessary, and should be taken into account [Mac02].

Notice that in Fig. 5.1 the control action is depicted as atiooiwus function of time. For
numerical solutions of the open-loop optimal control pesblit is often necessary to discretize
the control action in an appropriate way. Thus, the conttbba is approximated as piecewise
constant over the sampling tintkt, see Fig. 5.2. This allows the inclusion of constraints on
states and controls as well as the optimization of a givehfaostion. One of the main assets
of MPC is precisely the easy handling of constraints.

The optimization problem solved at each step is basically {5.9) which can be rewritten in
terms of control changes as:

xgnirllﬂ Ci(x7, Au?) (5.10)
J
subject to: g/(x!, Auw!) =0 j=1,...,J (5.11)
h/ (x/, Au/) <0 j=1,...,J (5.12)
u”n < w < umer j=1,...,J (5.13)
w=uw AW j=1,...,J (5.14)
Au™" < Awd < Au™me® j=1,...,J (5.15)

The general MPC procedure can be described as follows:

e initialization: at each control step, the initial state in the predictivedeias set to the
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Figure 5.2: Piecewise control action

measured or estimated state of the physical system, thepoadand control horizons
are determined and the controls are initialized for theahdontrol step;

e computing control sequencehe optimization produces an optimal control sequence
Aut .. Au’;

¢ apply control action the first control in the sequenceu! is used as control action and
applied at the next step to the physical system, all othetralsnin the sequence are
discarded,;

e waiting/settling time the control system waits until the next control step, whew n
measurements are received and the optimal control proldeaiarmulate. During this
period, necessary information for the next control stephinige updated, such as state
constraints, disturbance information, etc.

An efficient implementation of MPC requires the followingu®s to be addressed:

e choice of objective functiongccording to the objective function, Linear Programming
(LP) or Quadratic Programming (QP) are often employed,;

e sampling time, prediction and control horizothe sampling interval basically depends
on the system dynamics. The prediction horizon should bsehéong enough so as
to cover the settling time and the control horizon is ususihaller than the prediction
horizon and represents the number of possible control mdfesrt horizons are desir-
able from computational point of view, but long horizons ezquired for closed-loop
stability;
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e system modelit should be both accurate and computationally tractalies widely
agreed that the closed-loop nature of MPC allows compeargstir modeling inaccura-
cies;

¢ stability: the model and the optimization problem must be tuned toeaettine required
objective no matter the difference between the expectedealdehaviors of the con-
trolled processes.

As in the multi-step optimization case the computing timefkienced by the degree of detalil
of the system model (the environment in which the MPC is apegaand length of the control
horizon (number of control steps). The system model acgunas a great effect on the pre-
dicted system parameters values, thus on the performanciharstability of the closed-loop
system running under predictive control. Therefore, th&gesy model can be considered as
another tuning parameter, just as the choices of objectivetion, control horizon, the number
and the limits of the control actions.

MPC stability can be ensured by considering eithertémminal constrain.sssumption or the
infinite horizonassumption [Mac02].

The former assumption forces, for example, the operatiooattraints to take a particular
value at the end of the prediction horizon:

h/(x’, Au’/)=0. (5.16)

This is true only if the optimization problem has a solutidneach sample time. General
constrained optimization problems can be extremely diffitii solve, and adding terminal
constraints may not be feasible. An important generabratand relaxation, of the terminal
constraints is to specify a terminal constraint set, rathan a single point. Finally, the same
results are achieved by including in the cost function a teaircost, penalizing the non-zero
states at the end of the prediction horizon:

(xgr,li?ﬁ) I (‘x‘] — XSP} ,Auj) . (5.17)

J

With the infinite horizon assumption stability is guaramtd®y making the horizons infinite
in the predictive control. Nevertheless, with infinite tzoms it is difficult to handle the large
number of constraints. It was shown that infinite-horizonstoained control problems could
be approximated by finite receding-horizon with terminaistoaints problems [Mac02]. The
idea is to reparametrize the predictive control problentwifinite horizon in forms of finite
number parameters and perform the optimization over a firotezon.

We did not consider stability issues in great detail. In awbem, we can say that the system
is stable if the controller succeeds bringing the curremtthe overloaded transmission lines
below their limits before the maximum overload duration élapsed. This is somewhat similar
to imposing a terminal constraint set.



88 Chapter 5

5.4 A centralized scheme for thermal overload alleviation

The objective of the proposed approach inspired of MPC igitilihe currents in overloaded
transmission lines below their admissible values befoey #ire taken out of service, which
may trigger cascading failures. The actions have to be taken a finite period of time,
compatible with the tolerable overload duration, whichelegs on the overload magnitude.

Control actions may involve changing the angle of phasdisgitransformers, rescheduling
generation and, in the last resort, shedding load. The Wstcbntrols present limits on the
rate of change that have to be taken into account. From tlg pbview the MPC approach
is a good candidate for its ease in handling constraints.

Furthermore, the closed-loop behavior of the MPC schemendnyrporating measurements
gathered at each time step, and adjusting accordingly xtsaw#ion, is another advantage. The
scheme operates in closed-loop mode until the overload éas eliminated, and allows to

somewhat compensate for model inaccuracies [Mac02].

5.4.1 Modelling and statement of the problem

A typical control sequence is depicted in Fig. 5.3. The pemgbdiscrete controller acts at
multiples of a period\¢. Assume that some line gets overloaded in the intdtyal At t],
thus causing the emergency condition to be detected atgimaad the controller to act for the
first time att, + At. LetT,; be the duration the overload can be tolerated before thadine
tripped. For security, a settling delay is left after the last control action while the time of
overload occurrence is takeni@s— At. Thus, the controller has to remove the overload in at
most.J steps, wherd is the largest integer such that:

(J+1)At < Ty — M. (5.18)
line ...and is first last
overload | | detected by | control control control
appears.} \ controller chang horizon
i r :
T T T T T T T L
tor— At to to+ At to +2At to + 3At to + JAL
' .
: maximum overload duratiof,; M

Figure 5.3: Sequence of events and controls

The system model used in the controller is linear. we comdiaat the vectors of branch
currents at successive timgs— 1) At and;j At are linked through:

V=vV1'+SAW j=1,...,J (5.19)
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whereAu’ is the vector of control changes applied at tijge (j = 1, ..., .J) andS is the sen-
sitivity matrix of branch currents to controls. As discusgeSection 5.4.3, the computation of
matrix S is efficient even in the case the controller would monitorrgdaegion. Furthermore,
this matrix may be updated only after a change in topology.

The linear approximation is acceptable to the extent thahast real-life situations where

cascade line tripping took place, the system was in normalatimg conditions when the first

line overload(s) appeared; large transients (such asamg@oscillations or frequency swings)
appeared in an already degraded situation resulting fromgréfisant number of line outages

(leading in extreme cases to network split). Although biettedeling is desirable, the closed-
loop MPC scheme is expected to compensate for inaccuracsssie extent.

The control objective is to have, at stdpthe currents in the overloaded lines brought back
within their admissible limits. This is written as:

i/ < jmar (5.20)

wherei”* is the vector of branch current limits. In the previous satit was mentioned that
this type of constraint may ensure stability of the MPC aldyon.

As illustrated in Fig. 2.15 the maximum overload duratiopeleds on the overload magnitude.
Thus it may happen that two lines, which get overloaded irsdmae time interval, have dif-
ferent maximum overload duration. Furthermore, otherslimey get overloaded due to the
control actions taken in order to alleviate the initial dsads. Therefore, for each overloaded
line there may be a different number of steps in which theloaérproblem has to be solved.

In Chapter 3 it was mentioned that line overloading or apghoay limits may trigger hidden
failures in the protection system detecting the power flasvease. Thus, the overloading of an
initially non overloaded line, due to corrective controtians, could lead to incorrect tripping
of additional system equipments. For this reason, althauighnot mandatory, we introduce
the following constraint that prevent lines that are idigiavithin their limits from getting
subsequently overloaded by the controller:

¥o<qmer o] (5.21)

no — "nNno

wherei’ is the vector of initially non overloaded lines.

Another important feature of the proposed algorithm is thesbility of dynamically updating
the value of7,; (see Fig. 5.4) and hence the numbesf control steps. Indeed, if the overcur-
rent protections have not been designed with a single, fexeghorizatioril,,;, as the controller
starts alleviating line overloads, more time is availaldébe the lines trip. Thus more control
steps are available/{ < .J?), which allows replacing expensive fast emergency cositnith
slower but cheaper ones. Furthermore, this extension afdhtrol window leaves more time
for the controller to compensate for modeling errors andaases controller stability (see the
infinite horizon approach mentioned in previous section).

In the case of receding control horizon the reference tinik mispect to which the maximum
number of control steps is computett, in our case, remains the same— At. This is justi-
fied by the fact that the transmission line got overloadedHerfirst time in thet, — At o]
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line first first
overload control change| [control change
appears.. | sequence 1 sequence 2

1 1 1 1 1 1 ' 1 1 T L
to— At to to+ At to+2At to +3At  to+ JIAY to 4+ J2 At
1 1 1
T}, !

'

1

1

sz after applying the first control change from sequence 1 :
-

Figure 5.4: Sequence of events and controls with recedingadorizon

interval and tolerable overload durations must be counted from tsediurerload occurrence.
The reference time could be also updated if the branch dusr@s smaller than its limits for a
specific period of time.

5.4.2 Multi-step optimization

At time ¢y, a sequence of future controls(Au’, Au?,..., Au’) is computed in order to
bring the branch currents from their initial valifeto a value satisfying (5.20). This sequence
is computed so as to minimize the total “cost” associatet wiintrol changes, while keeping
the rate of change of the latter within the allowed limits.

The sequence of future controls is thus obtained as the solution of the ojgition problem:

J
Aul,Arfll;,I.l..,AuJ 321 ¢ (Auj) (5.22)
subjectto: i/ =i+ S AW j=1,...,J (5.23)
Au™" < AW < Aum™® j=1,...,J (5.24)
w=u + Aw j=1,...,J (5.25)
u”n < w < uher j=1,...,J (5.26)
0o<ime  j—1...J (5.27)
i/ < jmas (5.28)

Several objectives can be thought of for the above apprsaci, as: minimum cost associated
to control actions, minimum amount of rescheduling withpest to control base case values
or minimum number of control actions. As presented in (5.28) focus on minimizing the
cost of rescheduling control variables with respect tortheiial values. Furthermore, linear
or quadratic objectives could be employed. The former teéagwoduce control changes at

ILet us recall that, for security reasons, it is assumed t@ lueurred at = ¢, — A (as indicated in the
previous page).
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the end of the control window. The latter tends to producdrobohanges evenly distributed
over the control horizon. The behavior of both objectiveslistrated and compared in the
following sections.

Equation (5.23) represents a time sequence of linear pieakcof the type (5.19)Au™* in
(5.24) is obtained by multiplying the maximum rate of in@eaf each control by the time
interval At, and similarly forAu™". The constraints (5.25, 5.26) obviously aim at keeping
the controls within their admissible limits, corresporglto u™"* andu™**, respectively.

The above multi-step optimization relies on the vedtoof branch current measurements,
gathered at timé,, and the initial valua1” of controls. According to MPC principle, only the
first control stepAu' of the so computed sequence is applied, at tigne At. At that time,
new measurements are collecteginand a completely new control sequence is computed for
the next time steps.

Note that current measurements can be collected at a higdrgreincy than controller actions.
This is probably desirable to filter out transients and famushe long-term trend of currents.

5.4.3 Sensitivity of branch current with respect to controb

When dealing with thermal overload the best location androtsxhave to be identified in order
to decrease the magnitude of some specific branch curremthisIpurpose it is appropriate to
rely on sensitivities of branch currents to controls.

An easy method to compute these sensitivities is that okfifferences, which consists in

successively applying a certain control action and comttie corresponding branch current
variation. This requires to compute the new branch curriemteach control change and the
procedure must be repeated each time the power system aaibguchanges. Although

this method is very simple, it remains too computationatynénding, especially for on-line

applications.

For this reason it is more efficient to rely on sensitivityfrlae as detailed hereafter [Cap04].

General sensitivity formula

Let us assume that the power system is described, in steaidy By a set of algebraic equa-
tions, which can be written in compact form as:

@ (v,p)=0, (5.29)

whereg is a set oBmoothunctions,v is the vector of algebraic variables apds a parameter
vector.

Let » be some scalar quantity of interest that can be expressatesdn ofv and possibly
p. If some changes in parametertake place, the system will generally operate at an other



92 Chapter 5

point still satisfying (5.29), andg will also change. For small changespiwe are interested in
determining the sensitivity of with respect to each componentof p:

an . Ang
=1 . 5.30
Ip; AI}E’O Ap; ( )
Differentiatingn(v, p) according to the chain rule yields:
dn=dv'Vyn+dp'Vyn, (5.31)

whereV,n andV,n are the gradients of the scalar quantjtwith respect to vectorg andp,
In

respectively, i.e. the vector of partial derivatives sutt{V,n|, = P
Ui

Note that, ifn does
not depend explicitly op, V,n = 0.

On the other hand differentiating (5.29) gives:
p,dv+ @, dp=0,

where  and g, are the Jacobians @b with respect tov andp. Assuming thatp, is
nonsingular we obtain:

dv = —cp;lcppdp . (5.32)
Introducing (5.32) into (5.31) yields:
dy = —dp” @l (1) Vyn+dp’Vpn
= dp” [Vpn— L (#1) " Vn] (5.33)

and hence the desired sensitivity vector is given by:

Sup = Vi1 — @7 (7)) Vunp. (5.34)

Note thatp, is usually a sparse Jacobian matix,, is also very sparse in practice.

Derivation of branch current sensitivities with respect tocontrols

Let us assume a branéhconnecting bus to busj, which can be a transmission line or a
transformer. A general equivalent circuit of a branch isegivn Fig. 5.5, where the shunt
elements have been neglected for simplicity. Lefresp. ¢,) be the transformer ratio (resp.
phase angle). If the transformer is not a phase shifting ope;, 0. If the circuit is used to
represent a transmission ling,= 1 andg, = 0.

The primary and secondary currents are linked through:

I2 =T Il =Tr Yk\/‘/ZQ + (’f’k‘/j)Q — 27’k‘/2“/;'€08 (62 — Hj — ¢k> y (535)
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Figure 5.5: Simplified scheme of a line or transformer

whereY,, = 1/\/R2 + X2, V; (resp.6;) is the magnitude (resp. phase angle) of the voltage at
busi, and similarly for bug.

In the context of QSS simulation, formally, the equation29} are the long-term equilibrium
equations of the model (2.1 - 2.4) and= [x7,y”, z.", 24" " If a simple load flow model is
used,v =y, the vector of bus voltage magnitudes and phase anglesmdsett [, (the current
in a specific brancl) andp = u, the sensitivity formula (5.34) provides:

St =Vl — % (@1) ' V1. (5.36)

In our applicationu relates to generator rescheduling, load shedding and ghéser adjust-
ment. The first two controls can be modeled as bus active autive power injections.

The termV [ is different from zero only if the branch of concern is a cotling phase shifting
transformer; the only nonzero element correspond to thiapderivatives ofl,, with respect
to ¢;. Moreover,V, I contains only four nonzero elements, namely the partiavatves of
I;, with respect td/;, V;, 0; andd;. All these derivatives are easily obtained from (5.35).

5.5 lllustrative examples on a simple system

5.5.1 Testsystem

In this section, illustrative examples are presented imifjdbased on the academic system
shown in Fig. 5.8, where in each bus a generator and a load are connectedrahtission
lines have the same parameters and a phase shifter is pfabeshich B5. Table 5.1 presents
the base case conditions.

The system model used in the controller is linear and obdkiireen a DC approximation, thus
replacing currents with active power flows. Hence, the ojtition problem can be written as:

2Tests on a large-scale system are reported in Chapter 6.
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Figure 5.6: System used in illustrative example

Table 5.1: Base case generator production, load consumgntid phase shifter position

Generator| P, (pu) || Load | P, (pu) || PST| Angle (deg.)

G1 10 L1 7 B5 0
G2 15 L2 8
G3 15 L3 19
G4 10 L4 16
G5 6 L5 6

J n

min Z Z & c;| Aul (5.37)

subjectto: p/=p/'+SAW j=1,...,J (5.38)
Au™" < Aw < Aum™® j=1,...,J] (5.39)

w=uw 4+ Aw j=1,...,J (5.40)

u”n < w < uher j=1,...,J (5.41)

Pt <P, <Pt j=1,...,J (5.42)

—p™* < p’ < pm (5.43)

where in the objective function (5.3%),is a cost associated with tlhieh control change\u;,
d{ is adiscount factorused to weight the cost of this control at tji¢h time step, and: is
the total number of controls. The sensitivity matrix of bshrpower flows to control§ is
easily derived from the DC load flow Jacobian and can be coaapraw-by-row or column-
by-column from the sensitivity formula of Section 5.4.3.

We consider as disturbance the increase by 3 pu of load L#Jisddy generator G1, resulting
in overloading lines B1 and B6. For the sake of illustratie,assume a fixed overload dura-
tionT,, = 60 s andAt = 5 s, which could be representative of a real implementatidwisTthe
overload is first noticed by the controllerfgt= 5 s (see Fig. 5.3). The settling delay M is set to
At = 5 s. Hence the controller has to relieve the overloads in at thes (60 —5—15)/5 = 10
steps.
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Note that this is a stringent test in which the control hamionot receding. Thus/ decreases
from 10 to 1 in the successive applications of the MPC algorit The number of constraints
(5.38-5.42) decreases accordingly as time goes.

The available controls are the angle of the PST in branchi&bptoduction of generators G1
and G5 and the power of the interruptible load L3. Throughrtiative values of the costs
¢c;, priority is given to actions on the PST, then on the genesadod finally on the load, for
obvious reasons. Constraints are imposed on the chang&Jiamyle, power generations and
load power that can take place in a single control step. Théadote controls, their costs and
their bounds are given in Table 5.2.

Table 5.2: Available controls, costs, limits and bounds

control ¢ Limits Au™n | Aymer

PST 1 | ¢m** =4+25deg.| -1deg.| 1deg.
gener. G1 and G5 10 P =30 pu -2 pu 2pu
load L3 100 0 2 pu

5.5.2 Simulations based on exact model

This subsection illustrates the behavior of the proposedrotber when its model matches
the system behavior exactly. To this purpose,Sheatrix has been obtained by linearization
around the current operating point. Then, this matrix hanhesed both to simulate the system
response to the controller and in the controller itself. &httiese ideal conditions, the behavior
of various objective functions is compared.

We first consider the absolute-value objective (5.37). EEdu7 shows the time evolution of
power flows and controls, respectively. All transmissiores have the same limip™** =
3.5 pu, shown with the dash-dotted horizontal lines in thpeuglot. For legibility reasons
the control actions of generator G5 are not representedhbse can be easily computed as
AUG5 = AuLg - AuGl.

As can be seen, the initial two overloads are removed, whd®ther lines are kept within their

limits. The controller uses the cheap PST to the greatestillesextent. Acting on the PST

reduces the power flow in line B6 but increases the one in libe Bherefore, the controller

subsequently uses the more expensive generation resgigeduihis relieves the above two

lines but increases the flow in line B7. Finally, load shedd® used because the problem
cannot be solved with the sole help of PST and generators.

If more PST and/or generator controls are available, thelosgs can be eliminated without
resorting to load shedding. Two examples are given hereafte

In the case of Fig. 5.8, it is assumed that a second PST isablaiin branch B6. The lower
plot shows that in this case the problem can be solved usiiig B&ly.
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Figure 5.7: Line flows and control actions with absoluteseabbjective

Figure 5.8: Same case as in Fig. 5.7 with an additional PST
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In the case of Fig. 5.9, no PST is available but generator @dbeaescheduled together with
G1 and G5. As in the previous case, the overloads are eliednaithout resorting to load
shedding. In this case generator G5 is not represented psahlem is solved by rescheduling

G1 and G4 only.
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Figure 5.9: Same case as in Fig. 5.7 with an additional gerresmailable for rescheduling

In the previous examples, the discount factélrsvere chosen to favor actions taken at the end
of the control window, and the same factors were used foyp#g of controls, as indicated in
Fig. 5.10.a. Alternatively, different control types candssigned different discount factors in
order, for instance, to favor early actions on generatodsiaer actions on load shedding, see
Fig. 5.10.b. Furthermore, the discount factors can be seteg@verloads are corrected earlier
in the control window. This choice is interesting becausaedime is left for the controller
to apply additional corrections, not anticipated in thet fasntrol steps but required due to
measurement noise or model inaccuracies, for instance.

An example is given in Fig. 5.11 where the discount factow®rfd&ST and generators ac-
tions around the 2nd control step and load shedding aroum@tth control step (as shown
with dashed line in Fig. 5.10.b). A comparison with Fig. Shows that generation is indeed
rescheduled earlier. However, this action is inhibitechat4th time step by the fact that (the
previously non overloaded) line B7 is approaching its limisecond rescheduling takes place
later on, at the same time as load shedding.

Note that the discount factors have to be chosen in orderandisturb the precedence that
some controls must take over some others, as specified thitbegcosts. For example, the
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Figure 5.11: Same case as in Fig. 5.7 with different disctagctors

cost of the most expensive control multiplied with the distiofactor at a certain control step
should not become smaller than the cost of a less expensimtao matter the control step
number.

As mentioned before, other objectives than (5.37) can begiioof, for instance the quadratic
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one:

min

J
Aul,Au?,... Au’ Z -

(5.44)

<
I
—
.
Il
—

where no discount factors are used. This objective tendstoldite the control changes more
evenly over the time window. The control sequence obtainigd thve quadratic objective and
the resulting line power flows evolution are shown in Fig25 As in the linear objective case,
the initial two overloads are removed by the end of the comtrodow, while the other lines

are kept within limits.

Line power flow (p.u.)

Load power changes (pu)
A
Generator power changes (pu)

-10

_12,

£

N
Ll
I
1

=

it RN KR I SR S s Sy o -u-B6

___________

——B7

—— Generator changes
I = = -Phase shifter changes
== 'Load changes

o

|
N

b 4
Phase shifter changes (deg)

|
[ee]

1

1
=
o

2 4 6
Time steps

8

10

=L

NI
=
N

Figure 5.12: Line flows and control actions with quadratigeative

Comparing the final values of the load, generator and PSTgdsaim Figs. 5.7 and 5.12, re-
spectively, shows that both objectives in fact led to theestotal changes, the control sequence
differing by the time distribution of the variations. Thip@ears to be linked to the following
specific features of the considered example:

e We assume the system model exact;

e the number of PST changes (which is the “cheapest” consdiinited by the number
of steps that can be taken in the fixed time window. Hence, 8E B used to the full
extent whatever the objective;

e generation rescheduling is limited by the constraint (bréfative to line B7 (that gets
more and more loaded);
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¢ therefore, one may say that our problem had a single degrieeeafom, the load shed-
ding action.

In general the two objectives do not always yield the sana tantrol changes.

Up to now we considered a fixed time overload durafign In order to illustrate the advantage
of a receding control horizon we consider somewhat arldgrdrat 7,, is increasing with one
third of At after each control stép Thus, after three control steps another control step is
available. In our case four more control steps are thus meaitable to alleviate the branch
overloads. Figure 5.13 shows the time evolution of power $l@and controls with the so
receding control horizon. A comparison with Fig. 5.12 sholat part of the more expensive
generator rescheduling and load shedding actions weracegby less expensive PST actions.
Another aspect that should be mentioned is the fact that gxgnitude of control actions is
decreasing towards the end as more time is given to the dlemtto solve the problem.
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Figure 5.13: Line flows and control actions with quadratigeative and receding horizon

5.5.3 Comparison with OPF

The results for the static OPF problem described by Eqs-2l)Llwere obtained using the
Interior Point Method and the software referred to in [CGE@he method is appealing mainly

3In practice the update of control horizon should rely on esref the type shown in Fig. 2.15.
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due to its speed of convergence, the ease in handling inggeahstraints and the fact that the
initial point need not be strictly feasible [IWT97, TQ98, EG/].

As in the MPC approach, the objective of the OPF problem wamitomize the total cost

of control actions required to alleviate the overload. TH&F@onsidered a complete system
model. Thus, the equality constraints involved nodal acéimd reactive power balance equa-
tions and the inequality constraints involved operatingti, such as limits on branch currents.

Table 5.3 presents the comparison between the OPF and theseebMPC algorithm in terms

of total control actions anfinal active power flows. Where the OPF Case 1 considers operation
limits on branch currents, while Case 2 considers limits mmbhes active power flows as in
the MPC approach.

Control actions Line active power flow (pu)
OPF MPC OPF MPC
Case 1| Case 2 Case 1| Case 2
PST (deg)| 10 10 10 || B1| 2.11 | 2.25 | 2.99
G1l(pu) | -6.2 -6 -5 B2| 1.12 | 1.18 | 1.5
G5(pu) | 2.85 | 2.87 | 3.49 | B3 0 0 0
L3(pu) | -3.15 | -292 | -1.51| B4 | 2.34 2.3 2

BS| 239 | 231 2
B6| 3.48 3.5 3.5
B7 | 3.48 3.5 3.5

Table 5.3: Final branch power flows and total control actiom®parison OPF vs. MPC

Note that the considered OPF problem takes into accounkdgses and reactive power flows.
This explains part of the differences between OPF Case ZhadPC results in terms of total
generator and load control actions and final active powersfldiwcan be seen that even more
control actions are required when the branch currents argtamed, but resulting in smaller
active power flows.

Given the small system size a comparison between the congplirtnes of the two algorithms
is not relevant.

A more detailed model of the type used in the OPF could be usdéidei MPC algorithm as
well. Anyway, in spite of these possible improvements, @net femains that the closed-loop
MPC approach offers the possibility to correct modelingesiand measurement noise effects.

5.5.4 Simulations with approximate controller model

A realistic test of the proposed method requires to congiueeffect of model inaccuracies
and measurement noises.
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To deal with the first aspect, the system response was sieddth the reference matri®
while random errors were introduced on the reactances efl@aded) lines B1 and B6 before
building theS matrix used by the controller. The random error was unifgrdistributed in
the interval—0.2X 0.2X] whereX is the reactance of the line of concern.

Under the effect of these random errors, one may expect tlihused by the controller to

be either “pessimistic” or “optimistic” with respect to theal system behavior. These two
situations are illustrated in Figs. 5.14 and 5.15, respelgtiwhere the quadratic objective was
employed. Thus, both should be compared with the line powersfland control sequence
shown in Fig. 5.12 which were obtained using the exact madgde controller.

In the case of Fig. 5.14, it can be seen that generator reglthg@nd load shedding decrease
with time because the controller senses that the situationproving faster than initially ex-
pected. While the PST total action is identical, the gemenascheduling and load shedding
actions are slightly changed.

6 —B1

---B2

=

Line power flow (pu)

2 2r 2
e >
s oS o 3
o (0] S
Z S =
g 213 -2 g
3 c
[] © =
S -4 g —4r g
e 8 &
g -6 -6 £
S g 5
§ -8fc -8 : %
- o —— Generator changes --- £

-10/© -10- - - - Phase shifter changes te=i1-10

== 'Load changes
-128 -12 : : ‘ ‘ ‘ 115
0 2 4 6 8 10 12

Time steps

Figure 5.14: Line flows and control actions; model used bytrodier is pessimistic

Figure 5.15, on the other hand, shows a case where the maaitdldg to the controller is
optimistic. This leads to control actions increasing withd, as the situation is not improving
as anticipated. In this case, the controller succeeds aiaing the power flows in all branches
close to their limits. Nevertheless, at the end of the contindow the initial overload of
branch B6 is not alleviated, while branch B7 gets overloaated result of the control actions.
As the initial overloaded branch will be tripped by its prciten system after the corresponding
maximum overload duration, this case should be consideyedailure.
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Figure 5.15: Line flows and control actions; model used bytrodier is optimistic

In order to estimate the failure rate of the controller, 580dhte-Carlo simulations were run,
involving the above mentioned random errors. The stasibticstributions of power flows
in branches B1 and B6 at the end of the control window are shiavig. 5.16, where the
dash-dotted vertical line represents the thermal limite ©an see that the algorithm failed to
eliminate the overload in line B6 in more than half of the cadéehis means that the controller
could not prevent line B6 from being tripped.
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Figure 5.16: Distribution of final power flows in presenceafidom model errors

In conclusion, in the presence of modeling errors, it takesenime to the MPC scheme to
reach its objective. With a control window updated with tjme. extended in response to the
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observed decrease in line currents, and with a specifica@remethod, the controller would
be given more chances to meet its target.

5.5.5 Simulations incorporating noisy measurements

An other source of inaccuracy is the noise affecting the pdlees measurements gathered at
each control step.

In the case of Fig. 5.17, an identical error was added to eagtponent of the successipé
vectors. In the case of Fig. 5.18, the noise was a randomblanmiformly distributed in the
interval[—0.3 0.3] pu. In both cases the line flows shown in the figures are theoresd. As
can be seen, the MPC algorithm adjusts its control sequantswcceeds removing the line
overloads.

Although the controller acted successfully in both cadestet is a risk of failure especially
if the measurement noise becomes too high. To face this cageldas the situations with
modeling inaccuracies, the techniques discussed in thteseeton might prove useful.
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Figure 5.17: Line flows and control actions; constant mesament error on power flows
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Figure 5.18: Line flows and control actions; random measargrmrrors on power flows
5.5.6 Correction of errors in the MPC scheme

As already mentioned, the MPC algorithm may fail reachisgarget due to modeling errors
or measurement noise, causing the overloads to be alldviatelate,especially in the case
of a fixed overload duratioff,;. The problem is likely to be less severe if more controls (i.e
more degrees of freedom) are available to relieve the lieeloads.

One way of counteracting this problem consists of settiedithit P** of the initially over-
loaded lines to a smaller value, sBY"** — ¢, in order to cause the MPC algorithm to act more,
and hence the line power flows to come back faster below tingitsl Thus, (5.28) is replaced
by:

_ <pmam _ 5) < pJ < (pmam _ 5) 7 (545)

wheree is a positive constant to be adjusted.

The limits p/’** in (5.42) relative to the initially non overloaded lines de#t unchanged.
This means that, at a given time step, if the measured powerifi@an initially overloaded
line becomes smaller that™**, the line is moved to the non-overloaded category, eves if it
power flow remains larger tha™** — ¢. Thus the final value could be in between the real and
the decreased limits. This is equivalent to specifying agget the intervalP™** — ¢, pe*]
instead of a single valuB™** (this is one of the methods meant to ensure the stabilityef th

4The MPC optimization objective being to minimize the codtsantrol actions needed to remove the over-
load, the method tends to bring the power (or current) & lii#lowP™**, as seen from all examples.
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MPC algorithm mentioned in Section 5.3).

The above correction makes the controller operate a bitesgagvely, but this is fully accept-
able for a system protection scheme aimed at acting in rasegancy conditions. Due to the
closed-loop nature of MPC, even if the controller startdwairge control actions, it will sub-
sequently adjust them with respect to received measuramamd stop acting as soon as the
line overloads are alleviated.

In order to illustrate the behavior of the proposed coroecive have considered the failure
case presented in Fig. 5.15 and 0.05 pu, thus the enforced line limiti¥"** — ¢ = 3.45 pu.
The results are shown in Fig. 5.19. As expected, the conttabres are more important in
the beginning as the imposed limit is more constraining they are decreasing in magnitude
towards the end. This is opposite to the behavior observ&iins.15 with the original lim-
its. Comparing the control actions with the ones obtaineémising the exact model (see
Fig. 5.12), it can be seen that there is a slight increasecimatount of power rescheduled and
shed. Nevertheless, this is acceptable since at the eneé obtitrol horizon all line flows are
between limits.
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Figure 5.19: Line flows and control actions; with correctairine limit

Monte-Carlo analysis can be used to choes€or instance, Figure 5.20 shows the statistical
distribution of final power flows over the set of 5000 casewiptesly considered in Fig. 5.16,
when setting the overloaded line limit #6"** — ¢ = 0.48 pu, which represents only a small
decreases(= 0.02 pu) with respect to the real limit. As shown by the tgsémn, this was
enough for the controller to operate successfully in alllbO@ses.
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Figure 5.20: Distribution of final power flows; same casesnaBig). 5.16 usingP’™ as line
limit in the optimization

As an alternative, to settingto a single value that should satisfy all possible distucearand
system conditiong; could be adjusted dynamically when the overload reductiemialler than
expected. For instance, at each time step one may subtractdi"** the difference between
the measured and predicted line power flows, divided by tmelbmur of remaining steps in
the control window:

£ = Pmeas - Ppred ‘ (546)

r

As in the previous method, the controller is forced to actersirongly in order to compensate
for the discrepancy. If at one time stepecomes negative, the respective value is not added to
P™* since the system behavior is more satisfactory than exgecte

Figure 5.21 shows the statistical distribution of final poflews over the same set of 5000
cases using the above dynamic adjustmernitof*.
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As in the previous test, the controller operated succdgsfudll the cases. Nevertheless, com-
paring the results with the ones in Fig. 5.20 one may guessitiathe dynamic adjustment
of branch limits the overall control effort is smaller on taeerage. This is explained by the
fact that in some cases settingp 0.02 pu forces the controller to act more than needed.

Both corrective methods have been found to work satisfegtom the test system, but have to
be tuned and tested more carefully with a more realistic ita#feng into account the presence
of other controls acting in the power system. This is the psepof the next chapter.

5.6 Concluding remarks

The proposed centralized emergency control scheme aatsitpline currents below their lim-
its before they are tripped. It is inspired of MPC, and opesah closed-loop in the sense that,
at each time step new measurements are used to update atapltiptimization problem, and
hence cope with the new prevailing conditions. Various mractions can be included in the
objective function with different priorities, and varioabjective functions can be considered.

Another feature of the proposed scheme is the capabilitpttate the control horizon in the
course of applying the actions. Thus, as transmission teeslleviated, more time is left to
act, i.e. more control steps become available.

The closed-loop nature of the control guarantees some trdms with respect to modelling
errors and measurement noises. However, they may lead thlber to take more time to
remove the overload. This may be critical in the case whegeotrerload duration is fixed
(i.e. not updated with the improving conditions) and whemateéd number of controls are
available. This can be compensated by reducing, statioalllynamically, the limits assigned
to overloaded transmission lines in the optimization peahl
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Simulation of the voltage and thermal
protection schemes on a real-life system

In the previous chapters we presented and tested with aetiisly results two system protection
schemes aimed to deal with different, but interacting peots: voltage instability and thermal
overload.

The results reported in this chapter relate to the testsqrareéd on the model of a real-life
system experiencing voltage and/or thermal problems. &tests allowed us to further analyze
the behavior of the proposed system protection scheme®astddy some other features that
could not be addressed on the small systems used for praliyntasts. For example, the
ability to adjust the control actions to the disturbancedton and the coordination with other
controllers (not having the same goals) acting in the system

The results will not only confirm that each category of profdecan be dealt with appropriately,
but also that the wide-area and the local controllers co@persatisfactorily for problems that
are beyond their individual capabilities.

6.1 Simulated system

The tests have been performed on the real-life system pgegsenSection 6.1. For easiness
we reproduce the one-line diagram in Fig. 6.1.

The responses of the real-life system have been obtainad @$S simulation, with a time
step of 1 second and a simulation interval of 1000 secondscéjelectromechanical transients
are not simulated; this is acceptable considering thatabe$t protection is the undervoltage
load shedding which is not going to act in less than 3 secotm@sv@alue assigned t9,,).
Obviously, detailed time simulation can be used insteath®fQSS approximation; it is even
recommended for final verification of the protection behavio

109
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— 380 kV
— 225kV
""" Boundary of sub—-transmission zone

| Connection to lower voltage levels

Figure 6.1: One-line diagram of the studied region withirERSlystem

The criterion to accept a post-disturbance evolution wasdh transmission voltages remain
abovelV/“"t = 0.8 pu. It may happen that voltages recover after reachisddw value, thanks
to secondary voltage control, but this was not acceptedderisg the nuisance for customers
and the lack of reliability of the load model.

The examples provided in this section involve the distudeardetermined in Section 3.5:

D1: loss of a transmission line inside zode followed by the trip of a transmission line
connectingZ; to Z3 (see Fig. 6.1);

D2: loss of a transmission line inside zofig followed immediately by the trip of a trans-
mission line connecting; to Zs;
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D3: loss of two transmission lines connectidgto 75 with automatic reclosure of a switch
betweenZ; andZ;;

D4: loss of two transmission lines connecting load zaheto Zs;
D5: loss of two transmission lines, feeding zotig;
D6: loss of two transmission lines in zotg,;

D7: loss of two transmission lines connectifg; to 7,.

6.2 Distributed undervoltage load shedding SPS

6.2.1 Choosing the load shedding controller location

No attempt was made to optimize the location of the contrellnstead, the previously men-
tioned geographical zong§ to Z;; were re-used, all of them being provided with at least one
controller. Some zones with a large load power receivedrakgentrollers, each taking care
of a cluster of loads based on topology.

By so doing, a total of 26 controllers were considered, whighdenoted’; (i = 1,...,26)
in the sequel. They are identified in Fig. 6.1 by their numbéis= 1, ..., 26) displayed next
to the transmission bus they monitor. For instance, thedighows that zong’; received the
controllersCiy, C1» and C3, respectively. As individual loads at distribution leveérg not
known from the available data, power was shed homothefigalkach cluster, with a lower
limit of mkin P, =10 MW.

6.2.2 Choosing/?"

As already illustrated in the Nordic 32 test system, theag@tthreshold/** should be set
high enough to avoid delaying the controller actions. Thisast seen from Figs. 6.2.a and b,
similar to those presented in Section 4.4.4, and relatetstordances D1 and D3, respectively.
In this figure, the dots indicate protection failures, i.@ses where the 0.80 pu voltage criterion
wastemporarilyor permanentlyreached at one or several transmission buses. For clémdty, t
figures do not show results fof*" > 0.90 pu, which correspond to all stars.

These results confirm that* should be taken as high as possible in order the protection to
operate reliably. However, above 0.90 pu, the gain in réitglbecomes marginal.

On the other hand, according to standard operating rifi€&sshould be chosen low enough
so that no load is shed for any single contingency with aet#etsystem post-disturbance
response. Hence, all single outages were simulated, ankwlest voltage reached in the
post-disturbance period was recorded at each bus monibyredload shedding controller.
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Figure 6.2: Performance of load shedding scheme for diftefe K andV*" settings (distur-

bances D1 and D3)

Table 6.1 gives the minimum over all disturbances, for eaxtiroller. As can be seen, setting
Vth = (.92 pu for all controllers would be acceptable.

Table 6.1: Minimum voltage reached after acceptable dsiuces

zone| controller| min. volt. || zone| controller| min. volt.
(pu) (pu)
A Cy 1.02 Z Cia 0.94
7y Cy 0.97 Zy Cis 1.00
Cs 0.98 Z1o Cie 1.01
Zs Cy 1.00 1 Cir 1.02
Cs 1.00 AL Cig 0.98
Zy Cs 0.94 Cio 0.93
Zs Cy 0.93 73 Coy 0.99
Z6 Cg 100 Z14 021 101
Cy 0.96 s Coo 0.93
Cho 0.95 Cos 0.95
Zr C 0.99 Cou 0.95
Clg 0.98 Z16 025 100
Ci3 0.94 Cog 1.00

In addition, N-2 or more severe disturbanedth acceptable system responsesild be also
involved in the choice of/*". This is a matter of design criterion. Such a case, corredipgn
to the outage of two transmission lines in zafig, is illustrated in Fig. 6.3. If it is not allowed
to shed load (considering that the system response is atteptthen/** has to be decreased
in order to cope with the lower voltages reached after these severe disturbances. In this
case it would be more appropriate to select non uniform gabfé’** ranging from 0.86 to
0.90 pu.
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Figure 6.3: Post-disturbance acceptable voltage evalutio

As a compromise between protection security and selegtivit* was set to 0.90 pu. This
leaves some margin with respect to the 0.93 pu ceiling cooreding to N-1 contingencies
without affecting the protection performance. By so dowwg,accept to shed load afteome
N-2 or more severe contingencies which do not cause unataeptoltages. The same value
V" is used for all controllers for the sake of simplicity.

Finally, note that in highly compensated (or capacitivestegns, the same procedure will natu-
rally lead to highe#/*" values, since after acceptable disturbances voltagesaetile to higher
values. Critical voltages will be also higher and her¢é will remain close to the latter,
thereby avoiding undue delays that would lead to sheddingerioad. A similar procedure
led to values of/*" in the rangd0.9 0.95] pu when devising the undervoltage load shedding
scheme of the 735-kV system detailed in [LMCO3].

6.2.3 Choosing”' and K

With the voltage threshol& " set to 0.90 pu, {,K) diagrams were determined in order to
identify the best(’, K') combination. Figures. 6.4.a to d show the total amount efgyshed
for disturbances D1, D3, D4 and D5, respectively.

As in the Nordic32 system case, the zones of equal sheddéngpatimited by smooth bound-
aries. Furthermore, setting parametéto 0 does not necessarily yield the smallest load shed-
ding amount. This observation comes to support the recordatiem made in Section 4.4.6,
to choose a largef’ value.

Taking into account these recommendations, the settintstle 6.2 have been adopted for all
controllers. These settings mean that the shortest shgddiay is 4 seconds, and corresponds
to a case where, right after the disturbance, the voltagesaetlittle above 0.80 pu (the lowest
accepted value).
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Figure 6.4: Total power shed (MW) for vario(§, K') values, with\/** = 0.9 pu (disturbances
D1, D3, D4 and D5)

Table 6.2: Controller settings

‘/th

C

K

Trmin

rnink_F%

APsh

0.9 pu

0.4 pus

2000 MW/pu

3s

10 MW

250 MW

In a real application it is recommended to determine therotiat parameters settings from a
large combination of disturbances, system loadings anslarktconfigurations. For example,
the best value for the{, K) combination could be determined as the one minimizingdked t
load shedding over all considered scenarios:

S
Pl =Y "P"(s,C.K) (6.1)

s=1

whereP*" (s, C, K') denotes the power shed in theh scenariof = 1,...,S) with the protection
parameters set ta(, K).
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6.2.4 SPS Selectivity in terms of location

This section illustrates one aspect of SPS selectivitytheability of the distributed protection

to adjust the shedding location to the disturbance it facbss relates to the fact that the area
experiencing the largest voltage drops changes with tharbesnce, and different controllers
are activated.

For the disturbances involving voltage problems, resgltmload shedding controller acti-
vation, Table 6.3 provides the most affected zones, theraibers that were activated, and
the blocks of power that were sequentially shed, forittle C' and K settings chosen in the
previous sections. Let us recall that different settingy tead to different combinations of
controller actions. A zero value in the table indicates thatcorresponding controller was
temporarily started but switched back to idle state befotmg (see Fig. 4.2).

As can be seen, the affected zones and the activated censrolange significantly from one
disturbance to another.

Table 6.3: Controllers activated by the four disturbances

disturb. | zone| controller| APs" (MW) || disturb.| zone| controller | AP*" (MW)
D1 Z7 Ci3 35+ 25 D5 AT Coy 24
7 Cia 0 Z1s Ca 0
D3 A Ci3 26 + 37 AL Cos 0
Z15 023 22 +24 D6 Z14 021 73
Z7 Clg 27 D7 Zlg 020 32
Z1s Coo 20+ 17 Z16 Co 48
Z7 011 0 Z7 013 20
D4 215 024 36 Zlﬁ 025 0
Z1s Ca 20 Z7 Cn 0
Z1s Cas 0 Z7 Cia 0

6.2.5 SPS selectivity in terms of total power cut

Another aspect of selectivity is the ability to adjust thadeshedding amount to the severity of
the disturbance.

Let us stress that the proposed distributed controllerraehis not claimed to yield minimum
load shedding, although the controllers settings have beesen so as to meet this objective
globally (i.e. over the whole set of disturbances). Tests have thets performed to assess the
degree of sub-optimality in terms of amount of power cut.

As a benchmark, a method inspired of [MC99] has been usednpote the minimal power
that should be shed a single stefio save the system.
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First, loads are ranked with respect to their efficiency stagng voltages. Two criteria have
been used. The first one is based on the sensitivities diiail€VCO05]. In the second one,
loads are ranked by increasing order of post-disturbameestnission voltages; a snapshot of
voltages is taken when one of them reaches 0.8 pu. The valtaieng has some similarity
with what the distributed controllers dexcept that here load is shed in a single stepich
results in shedding less [LMCO03]. Then, for a given sheddimg, a binary search is used
to find the minimum total power to cut. For a given value of pgvehedding is distributed
over the loads by decreasing order of the ranking. Findd/procedure is repeated for various
shedding delays.

Figures 6.5.a and b show the so obtained minimum sheddindguasction of shedding time,
for disturbances D1 and D3, respectively. The curves cortfiih beyond some delay, shed-
ding later requires to shed more [VCV98]. Also, as expeciedsitivity-based ranking yields
lower load shedding. Thus, the minimum shedding (unfortelganot known when facing the
disturbance!) is 18 MW for disturbance D1 and 95 MW for dibance D3.
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Figure 6.5: Minimum (single-step) shedding vs. time (distunces D1 and D3)

These amounts are to be compared to those shed by the distkritontrollers. Figures 6.4.a
and b show that they can shed as few as 40 MW for disturbance®120 MW for disturbance
D3. These values are not far from the benchmark values, itonsiders that each shedding
is lower limited to 10 MW. When the settings of Table 6.2 aredjghe distributed controllers
shed 60 MW (respectively 173 MW) after disturbance D1 (respely D3), as can be checked
from the last column of Table 6.3. These values are less ttogee optimum. The reason is
that the settings of Table 6.2 were not optimized for D1 ancbDBare a compromise over a
larger set of disturbances.
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6.2.6 SPS robustness with respect to load model uncertainty

As already mentioned, the closed-loop nature of each cdéertimmpensates for uncertainties
in dynamic system behavior. This section aims at illugtgathe robustness of the proposed
scheme with respect to load modeling inaccuracies.

The controllers’ ability to adapt to unforeseen load chimastics is illustrated by Fig. 6.6,
showing the evolution of the lowest transmission voltageditierent load exponents and,
after disturbance D1 and D3. Although the controllers wared from simulations performed
with (« = 1.4, 8 = 2), they respond very satisfactorily (if not better) when facdifferent
load characteristics.
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Figure 6.6: System response with load shedding, for valimas behaviors (disturbances D1
and D3)

One can also see that the smalleand/org, the faster and the deeper the voltage drop below
Vth = (.90 pu, and hence the faster the shedding and the voltage réstora

Different load characteristics lead to different sheddingpunts. Figure 6.7 shows thdfer-
encein power cut, for disturbance D3, when the load exponentaghdrom(a = 1.4,5 =
2.0)to (« = 1.0, 8 = 1.0). Positive values correspond to cases where less load isvgtied
(o = 1.0, 5 = 1.0); this tends to occur for small values 6for K. The white region of the
diagram corresponds 1@, K') settings for which the protection failed for at least onelf t
two load characteristics. In fact, a comparison with theydien in Fig. 6.4.b shows that the
region of successful operation of the protection remainat the same in spite of the large
difference in load behaviors.

Other tests were made assuming a smaller or even no reaotiex pounterpart when dropping
active power. An example is provided in Figs. 6.8.a and lating to disturbance D1 and D3.
In the simulation shown with heavy line, the load power pofaetor was left unchanged after
shedding. In the other two cases, 50 % and 0 % of the reactiverpeere cut, respectively.

As can be seen, although theand K parameters were tuned under the assumption of constant



118 Chapter 6

C

Figure 6.7: Difference in power shed (MW) when load exposechange from
(o= 14, p = 2.0)to (a = 1.0, = 1.0) (disturbance D3)

power factor, the controllers adjust to the changing caomakt by shedding more active power
(see captions in Fig. 6.8). Nevertheless, the voltage &weolis hardly affected.
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Figure 6.8: Effect of shedding under unexpected load poaaofs (disturbances D1 and D3)

6.2.7 SPS robustness with respect to component failure

Another aspect of robustness has to do with the possibleréadf some controllers. This
section aims at demonstrating the performance of the pegpssheme in this respect.

Table 6.4 shows the power shed by each controller in respondisturbance D4, in various
scenarios. Case 1 corresponds to the base case simulatiere @il controllers are acting
normally, while the other cases correspond to failures gtailéd hereafter.

In Case 2 the voltage measurement used by controllewas assumed to be systematically
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Table 6.4: Load shedding amounts (MW) in various scenarios

Case
controller|| 1 | 2 | 3| 4| 5| 6
Cas 201 15|62| - | 62| -
Cos 0] 0|21 0| - |58
Cou 3644 - |54| - | -
Total 56|59|83|54| 62|58

0.01 pu smaller than the correct value, causing this cdatral act faster and shed more power.
This is compensated by a smaller actior(sf.

Case 3 simulates a full failure @fy, (identified with a “-” in the table); this is covered by a
stronger action o'y, while Cy3 comes into play. Similarly, Case 4 corresponds to failure of
Ca; it causes’y, to take a stronger action, but the help(af is not needed.

Cases 5 and 6 correspond to the failure of two controllerlseasame time. In both cases, the
remaining controllers succeed stabilizing the system witittle more effort than in Case 1.

As in the Nordic 32 system case, we can conclude that the deshay among controllers makes
the protection scheme very reliable. Furthermore, sulistg one controller with another does
not significantly increase the amount of power shed. It manalecrease a little bit. Case 3
appears as an exception and is discussed in the next section.

6.2.8 Extensions and variants
Centralized variant of SPS

The proposed scheme is meant to operate in a fully distiibuggy, each controller using local
information and taking local actions, as underfrequeney Ishedding controllers do [JLTO0Z2].
Nevertheless, comparing Case 3 with Case 5 in Table 6.4, sbwtC,, alone could have
saved the system, without the intervention(@f. In Case 3 more load has been shed because
both controllers acted at the same time, not knowing abauit tespective actions. This is the
price to pay for not having communication between contrsllether than through network
voltages.

Based on these results, one may also think of implementimgtheme in a centralized way,
by collecting all voltage measurements at a central poumthing the computations involved
in Egs. (4.2-4.7) in a single processor, and sending baak $beedding orders (with some
communication delays to be taken into account). In this,cdditional information exchanges
and interactions between controllers may be envisagedulifiurther penalizing the scheme.
For example, signals could be sent which may acceleratéiirdr even reset the actions of
other controllers affected by the same disturbance.
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In order to make a comparison, a variant with communicatmgrollers was considered in
which: (i) all controllers are reset when one is acting, aiidif(the integrals (4.2) of two
controllers reach th€' value at the same time, only the one observing the greatexgetrop
is acting.

Figure 6.9 shows the results obtained with the above vamnatite case of disturbance DA4.
The comparison with the corresponding decentralized SBR@alin in Fig. 6.4.c, in terms of
difference in power cut, is presented in Fig. 6.10. Posi@keles correspond to cases where
less load is shed with the centralized configuration andenergion of the diagram corresponds
to (C, K) settings for which the protection failed for at least onehaf 8PS configuration.

It can be seen that some load shedding can be avoided, for smmignations o’ and K.
Nevertheless, there is no systematic decrease. Also, foe sdher disturbances it has been
observed that the region of successful operation of theeptioh shrinks significantly; this is
attributable to the delays introduced by the resets.
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Figure 6.9: Total power shed (MW) for vario(§, K') values with centralized configuration
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Figure 6.10: Difference in power shed (MW) between certealiand decentralized configu-
ration

Although communication between controllers could bringhedmprovements, a scheme re-
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mains to be found in order to obtain substantial benefits watld compensate for the in-
creased complexity.

Redundant measurements

In order to protect the SPS against erroneous measurentastdesirable for each controller
to rely on several voltage measurements, taken at closestdd buses. Some filtering can
remove outliers from the measurements, and the average wéhlhne valid ones can be used
asV in Egs. (4.2, 4.5). If all data are dubious, the controlleowdt not be started; other
controllers will take over, as illustrated in Section 6.2.7

Average voltage drop

One reason for averaging the voltage drop over time in E§) (4.the necessity to filter out
transients and measurement noise. However, the averagenoéde computed over the
seconds elapsed since the last shedding. Instead, a simogevindow may be considered:

1 to+T1
AV = — (V" —V(t))dt, (6.2)

T to—‘rT—T’

with 7,,,, < 7 < 7, so thatAP*" relies on more recent voltage values. This might lead to
shed less power in some cases.

As illustrated in Fig. 6.11.a, if the monitored voltage isEsing, more load will be shed
since the average voltage drop computed over therlastconds is larger. Therefore, in the
first instants of a voltage unstable evolution, when theaggtis decreasing, the large sheddings
will faster arrest the voltage drop. At the same time, it iewn that shedding faster may result
in shedding less.

On the contrary, if the voltage profile is improving, compgtihe voltage average over the last
7/ seconds leads to a smaller amount of load shed, see Figb6Hé&nce, using (6.2) further
adjusts the controller actions to the prevailing condiion

Figures 6.12.a and b show the difference in power cut, fauthances D1 and D3, respectively,
when the voltage average is computed oveseconds and over the last= 3 s. Positive
values correspond to cases where less load is shed whenising the white region of the
diagram corresponds 1@, K') settings for which the protection failed for at least onelwf t
two configurations or if the amount of load shed was identiGale white strips observed for
small values of”' or small values of” are easily explained. Wheti = 0, 7 is limited to 3 s
and it does not make a difference to user 7. WhenK is small,AP*" is lower limited to
10 MW, whatever the way the average voltage drop is computed.

Analyzing the results, it has been observed that for “mildtarbances, as the one illustrated
in Fig. 6.12.a corresponding to D1, computing the voltageraye over the last’ seconds
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Figure 6.11: lllustration of influence of time interval oretbomputed average voltage drop
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Figure 6.12: Difference in power shed (MW) withl/** computed over andr’

leads to smaller load shed for small value<obr K and greater load shed with the increase
of C' or K. This is explained by the fact that for large valuesCobr K one load shed step
is enough to solve the voltage problem. As the voltage haseedsing trend results that the
voltage average is larger, thus the resulting load shed amegreater (see Fig. 6.11.a).

On the contrary, for “severe” disturbances, as the onetilitesd in Fig. 6.12.b corresponding
to D3, for a major part of',K) combinations the SPS behavior is improving.

Thus, if this variant of the main distributed undervoltageSSis to be implemented, the pa-
rameters”' and K have to be readjusted in order to ensure the minimum oveoalidered
disturbances.
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6.2.9 Behavior in the presence of combined voltage and therah
problems

As illustrated in Fig. 6.4.d, corresponding to disturbabD&e no matter the({, ') combination,
the undervoltage load shedding SPS succeeds solving bibdge@nd thermal problems after
that disturbance. Indeed shedding load to stabilize veiaaso reduces the current in the
(slightly) overloaded line and prevents the latter fronrmigeripped.

The outcome is not so successful for disturbances D6 and ahtkough, for the considered
parameter settings, the undervoltage SPS succeeds sdhangpltage problems, it cannot
prevent the trip of the overloaded line, see Figs. 6.13.aamkk can be seen, the line current
is decreasing under the effect of load shedding, but ineseagain due to load restoration by
LTCs.
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Figure 6.13: Evolution of lowest monitored voltage and lowerent with undervoltage SPS
acting alone (disturbances D6 and D7)
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Figure 6.14: Total power shed (MW) for varioS, K') values (disturbances D6 and D7)

Testing the entire set of{, ') combinations revealed that there are some values for whech
undervoltage SPS solves both problems, see Figs. 6.14a &tdirst glance, one could think
of adopting one of these successful settings and rely onruoldigge to tackle both voltage and
thermal overload problems. However, this is not recommerdall since it would: (i) lead to
shedding prohibitive amounts of load in other (less sevyaree voltage instability) cases, and
(i) leave little margin in the ', K) space with respect to protection failure.

6.2.10 Concluding remarks

As observed in the Nordic32 test system, the closed-looigdes$ the undervoltage load shed-
ding controllers helps them to adjust their emergency adtidhe severity of the faced distur-
bance. Furthermore, it was shown that the distributed &tre@llows to adjust to the distur-
bance location.

The redundancy among controllers guarantees robustnédssaspect to unexpected load be-
haviors or controller failures. It is even recommended nadtart the load shedding action if
the received voltage measurements are doubtful, as oth&oders will take over.

Finally, it was shown that undervoltage load shedding caléd act successfully for distur-
bances resulting in both voltage and thermal problems. Mewé some cases, even though
the thermal overload was initially alleviated when dealivith the voltage problem, the under-
voltage SPS could not prevent the line from being overloattezh tripped due to load power
restoration. For these disturbances feW /) combinations are available when setting the
controller parameters.

Therefore, itis recommended to resort to a line overloaVation SPS in order to prevent the
line trip. The MPC-based scheme described in Chapter 5 lesused to this purpose and the
results are reported in the remaining of this chapter.
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6.3 Centralized thermal overload alleviation SPS

6.3.1 Choosing the main parameters

As shown in Chapter 3, thermal overload problem may aggeasatlready unstable system or
lead to cascading effects on the remaining equipments haduiald result in system islanding.
In such emergency cases, corrective measures have to bettadpeickly prevent some of the
overloaded lines from being tripped.

In the Western region of the RTE system, 114 transmissi@s lare equipped with an overcur-
rent protection, allowing a 14% overload to last for at most 60 secohds

In Chapter 5 we mentioned emergency actions against thewedbad such as phase shifting
transformer angle changing, generation rescheduling, $badding, line and bus-bar switch-
ing and FACTS devices. In our tests of the RTE system, we ctreted on load shedding
only. One reason is that the very structure of the Westeriomedoes not make generation
rescheduling possible, and no phase shifting or FACTS dasiavailable. The second reason
is that we wanted both the undervoltage and overcurrentdbadding schemes to coexist (and
possibly compete?) in our tests.

As the loads were already grouped into topology-basedarisifir the distributed undervoltage
load shedding scheme, we have reused the same groups faritralized overload allevia-
tion protection scheme. Thus, we assume that the centlabzerload alleviation protection
scheme sends orders to the 26 shedding controllers. Forbinerwe consider the same limits
for both types of load shedding:

mkin P, =10 MW
and
AP =250 MW .

Nevertheless, we have considered that any control acti@allanthan 1 MW is discarded,
as in some other location the load shedding amount will baded to the minimum value.
Moreover, this will be compensated in future control stejos to the close-loop nature of the
MPC-based scheme.

As for voltage instability, the location and the amount cdidoshedding matters a lot when
dealing with transmission lines thermal overload. Shegldira less appropriate place requires
shedding more. The best location for load shedding may vgnjfeantly with the overloaded
line, system loading and topology. Even if the best shedidiogtion is identified, tripping less
load than necessary will obviously not be effective in alléng the line overload.

The sequence of controls is obtained as the solution of amigaition problem of the type

1The same protections also act at two lower overload leveils, @bviously longer delays. These delays,
however, are long enough to allow an operator interventimhae therefore not considered in the tests.
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(5.22 - 5.28) using the quadratic objective (5.44). Theeystepresentation at the heart of the
MPC-based controller is a sensitivity model of the type 8%.J his is a very simplified model
that does not take into account dynamic components suchaastép changers, secondary
voltage controllers and undervoltage load shedding. Tidgoe was made on purpose: (i) to
test the ability of the MPC-based scheme to compensate sadklimg simplifications and (ii)
to keep a tractable multi-step optimization problem, cotilgbawith real-time applications. As
loads are grouped into clusters, one element of the setsitmatrix S in (5.23) represents the
sensitivity of a branch current with respect to the totatllofa specific cluster, and is obtained

as:
SEE
- lch Il
S, = — (6.3)

whereL is the number of loads in the cluster of concePhrepresents the interruptible power
L

of loadl, P,. = Z P, is the total interruptible power in the cluster, afid is the sensitivity of

=1
the branch current with respect to loagdomputed with formula (5.36), where the first term is
zero.

The sampling time\¢ has to take into account the transmission delays to send ¢asume-
ments to the controller, the measurement filtering prodbsstime to solve the optimization
problem, and the transmission delay to send back the caattimins. Therefore, we consider
that a time step oAt = 10 s is a realistic choice. The settling del&d being left to 5 seconds,
formula (5.18) indicates that the controller has at mosepsto remove the overloads.

We first present the results obtained with the thermal ogerload shedding scheme acting
alone. Then, we demonstrate the performance of both loattigsigeschemes acting concur-
rently.

6.3.2 Detailed analysis of performance

In order to analyze the behavior of the centralized overlalé&liation controller, we first
consider the pure thermal problem resulting from distuckedd2, see Section 3.5.

Figure 6.15 reproduces the evolution of an overloaded limeeat and the lowest bus voltage
after the disturbance in the absence of load shedding. Adeaseen, right after the dis-
turbance, the line which is part of the transmission patllifethe load area, gets directly
overloaded and after the maximum overload durafign= 60 s, is tripped by its protection
(Fig. 6.15.a). The voltages in the affected area remainpaabée after the initial disturbance,
but drop to very low values just after the tripping of the dvaded line (Fig. 6.15.b).

The line current evolution in the presence of the proposedrotber is shown in Fig. 6.16. In
order to alleviate the overload, some 120 MW were shed iretbreps and in four different lo-
cations, namely in the zones controlled by the undervoliaae shedding controlleiSs, Cy,,
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Figure 6.15: Evolution of line current and lowest transmoiss/oltage without load shedding
(disturbance D2)

Cs3, (94 (N0t acting, however, as already mentioned). The loadsaisetlzones are responsible
for the line overload in the post-contingency configuration
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Figure 6.16: Line current evolution with load shedding {aiibance D2)

According to the first control sequence determined by the MRGrithm with quadratic ob-
jective, there was a need to shed a total of 90 MW in 5 steps4wenes. This would lead
to shedding less than 10 MW in each zone, which is the impasedrllimit. Therefore at
the first control step, 410 = 40 MW are shed effectively, which is more than the comgute
value. This larger than expected action is felt by the cdletrat the next control sequence. As
a result, the scheme operates in only 3 steps instead of thieafly scheduled. This is a direct
outcome of the closed-loop nature of MPC.

In this particular scenario, the larger load shedding stisgtively applied worked in favor of
the scheme, leaving 2 control steps for additional comestiif needed.
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We consider now disturbance D5. In the first instants theesyss not subject to voltage
or overload problems. But, under the effect of load powetorasion by LTCs, transmission
voltages are decreasing and the currents in the lines thrahgch the power was redirected
are increasing, see Fig. 62 This process is slow and, hence, the overload in the firkiits
is not important. As a result, the computed control actioesat significant. In fact, as in the
previous case, they are smaller than the minimum sheddirmyais; hence, the first control
action involving 20 MW of load is enough to solve the overlgadblem.
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Figure 6.17: Evolution of line current and lowest transnoissvoltage with load shedding
(disturbance D5)

D5 is definitely a “mild” disturbance. The same conclusiorswdaawn from the results ob-
tained with distributed undervoltage load shedding, sge@:#.d. Comparing the load shed by
the two protection schemes one can say that the actions aireakant; the only difference lies
in the fact that the centralized protection acted in two sogentrolled byCs; andCy,, while
the distributed protection acted only in the zone conteblig C',.

Next we report on the response to disturbance D6. In Sectib8 & was shown that distributed
undervoltage load shedding was unable to prevent the lipging, the reason being that this

2The inner window in the upper diagram represents a zoom besinterval of interest.
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protection scheme was not designed to solve that sort ofigaresb In Fig. 6.18, we present
the overloaded line current and lowest voltage evolutidstaioed with the thermal overload
alleviation scheme in operation.
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Figure 6.18: Evolution of line current and lowest transnioissvoltage with load shedding
(disturbance D6)

It is easily seen that the proposed protection system sdsca®ring the system. For this, a
total of 140 MW was shed in seven control steps. Expecteldéy]dad shedding location has

changed, as the disturbance is located in another areaesgiect to the previous disturbances.
It takes place in the zones controlled Gy andCs;.

As already mentioned, given the valuesiQf, At and M, the maximum number of control
steps is five. The higher number of control actions (sevesypéained by the fact that after the
first two control steps the line current becomes smaller ttsdimit and remains so for a short
period of time. Therefore, when the current increases aaaanve the limit (see Fig. 6.18) the
reference time, is reset and another 60 seconds are available to solve théepro The so
obtained control steps are used to their full extent as duhia second control interval the load
recovery process is more pronounced. This is explaineddfattt that more LTC transformers
start their action after the initial time delay (20 or 50 s&t® depending on the transformer
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level). It can be seen that the load shedding action is almoseediately counteracted by load
restoration process.

The load shedding actions succeed to also restore the gesltég the end of the load shedding
sequence the voltages increase thanks to the secondaageraontrollers raising generator
voltages.

We finally consider disturbance D7. As shown in Fig. 6.1%# (blots), despite a significant
load shedding, 270 MW, spread over 6 different locations cthntroller was unable to prevent
the overloaded line from tripping. This is due to the pronmedeffects of load restoration by
LTCs.
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Figure 6.19: Evolution of line current and lowest transnoissvoltage with load shedding
(disturbance D7). Left plots without LTC blocking; rightgté with LTC blocking

In order to support this claim we present in Fig. 6.19.b (rjgbts) the system evolution when
resorting to al. TC blocking schemélhe latter has been implemented in a distributed manner,
similarly to undervoltage load sheddihdrurthermore, it relies on the same zones and the same

3This is not the case of the LTC blocking scheme presently bgeRTE. Our objective was not to simulate
the latter but rather to validate our controller, as wellest & possible extension of our distributed SPS.
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monitored 225-kV buses. The logic is as follows. If the vg#at the monitored transmission
bus stays below some threshold for a specified period of @th&ggp changers within the zone
are blocked on their current positions. If the monitoredagé recovers above a reset value,
the tap changers are released and left to act normally. Waeahblocking threshold of 0.89 pu
and a reset value of 0.92 pu, respectively.

As can be seen from the plots, by blocking the LTCs, the loaddimg actions taken to allevi-
ate the line overload are more effective. Furthermore,dbd khedding effort is smaller: only
230 MW, distributed over four control steps, suffice to sdlve problem. There is no load
shedding in the first control step as the corresponding cbattions were smaller than 1 MW
and, hence, were discarded.

6.3.3 Summary and discussion

Experimental evidence has been provided that the propoge@-based protection scheme
acts properly when the system is subject to line overloatls see for instance Fig. 6.16. Line
tripping is avoided as intended.

When dealing with disturbances that result in both voltaggethermal problems, the action of
the proposed scheme is successful:

e if the load restoration process is not too pronounced, sSgeoFL7 relative to D5, or

e if the actions are taken fast enough after the disturbareebefore the load restoration
process driven by LTCs starts acting. This can be seen ir6Fi§.relative to D6, where
the protection scheme succeeds to clear the overload pndidére LTCs act. Later on,
when the line gets overloaded again, all control steps aressary to counteract the load
restoration process and to alleviate the line overload.

In all cases the closed-loop feature of MPC helped the chatrto adjust or even stop its
actions. Furthermore, let us recall that all tests weregoeréd in the presence of fixed-delay
protections, leaving the controller no more than 5 stepstfopm its task. Hence, there was
no chance to take benefit from an increasing overload duraticen the current decreases. The
benefit of such a situation, however, can be foreseen in e @idisturbance D6, where the
tolerated overload duration is prolonged after the lingenitris temporarily brought below its
limit by the initial control actions.

In order to ensure dependability of the proposed SPS, theriestoration process should be
taken into account. There are at least two methods to do this.

The first method would consists of accounting for the loatbresion mechanism into the sys-
tem model used by the MPC algorithm. For example, LTC actamsd be modeled through
equations of the type (5.23) involving transformer ratidhis better anticipation capability
would hopefully lead to reinforcing control actions. Theimdrawback of this approach,
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however, is a significant increase in size of the optimizappooblem, which may result in
prohibitive computing times.

Since load power restoration is the most typical mechaneadihg to voltage instability, a
second approach consists in combining the action of thdaaelleviation controller with
a another protection scheme dealing with voltage instgbilfhe latter method was already
used when resorting to tap changer blocking, see Fig. 6r&faklive to D7. The technique
is considered in more detail in the next section, whereidised undervoltage load shedding
scheme is combined.

Last but not least, the simple methods presented in Sectti6 & compensate for modelling

inaccuracies could be also used. In the present case, theoaeled components such as LTCs
and secondary voltage control can be considered as inatesiat the model used by the MPC

algorithm, causing a difference between measured andgbeedralues of the line current. The

correction proposed in Section 5.5.6 can be used to comfgeftsasuch discrepancies. This

technique being rather simple, we preferred to concentratthe tests reported in the next
section.

6.4 Distributed undervoltage and centralized thermal
overload protections acting together

The response of the two proposed SPS acting together wasl tiediowing disturbances D6
and D7, which were not properly dealt with by any of the two $R8ng individually. Let

us recall that the distributed undervoltage load sheddamgme succeeds solving the volt-
age problem in both cases (see Fig. 6.13) but does not pyogeal with the line tripping in

the sense that unacceptabig, ) combinations have to be chosen to save the system (see
Fig. 6.14). On the other hand, the centralized overloadegtimtn scheme correctly addresses
the line overload problem but its actions are counteraciethé load restoration mechanism
from which the voltage problem originates.

Figure 6.20 relates to disturbance D6 and presents the tiotat®n of the overloaded line cur-
rent and the lowest monitored bus voltage. The actions dfigtebuted undervoltage and the
centralized overload load shedding schemes are depictactiogle and squares, respectively.
For both SPS the settings determined and/or chosen in th®pseests have been reused.

As can be seen, just after the disturbance, the voltage Ighéngps below the/* threshold
and shortly after, the line current also exceeds its linttswever, the line overload does not
have time to be acknowledged by the centralized controiteresatt = 21 s the undervoltage
SPStime integral (4.2) reaches thiezalue, which triggers the shedding of 73 MW. This results
in both voltage recovery and line relief.

Nevertheless, some 50 s later, the line current overstepsit again. This time, the overload
is detected by the centralized protection which managesedate the overload in two control
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Figure 6.20: Evolution of line current and lowest transmaiss/oltage, with both protection
schemes in operation (disturbance D6)

steps, each involving 20 MW shedding. When the centralizeteption was acting alone, its
actions were almost immediately counteracted by the loatbration (see Fig. 6.18). This
effect is much less pronounced in the present simulatiorst tiieely this is attributable to the
initial load shedding action, which has somewhat atterttite effects of the subsequent load
restoration.

After the first load shedding aimed at alleviating the linevad, the current shortly comes
back below its limit, but the controller is not reset sincéhat next sampling time, the newly
collected measurement reveals that the line is again aceb.

The combined action of the two SPS not only succeeds savengytstem, but also leads to a
smaller load shedding: 73+20+20 = 113 MW to be compared wighl40 MW shed by the
centralized thermal overload protection acting alone &esaion 6.3.2).

We finally consider the case of disturbance D7, with the systeolution shown in Fig. 6.21.
The voltage does not drop beloW” under the effect of the disturbance (as in the previous
case) but under the more progressive effect of load regtaraSoon after, the line current
exceeds its limits, which is detected by the centralizedrotier at¢ = 90 s. However, the
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response time of some undervoltage load shedding consdiéng smaller than the sampling
time of the overload alleviation controller, the former acthe first place. This allows the
voltage to recover abové” and the line current to fall below its limit. As for disturb@nD6,
the load shedding action slows down the subsequent loaataéish process.
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Figure 6.21: Evolution of line current and lowest transnaiss/oltage, with both protection
schemes in operation (disturbance D7)

Nevertheless, the line current is slowly increasing andragaceeds its limits. At this time
the voltage is abov&*. The overload alleviation controller initiates its seqeemf actions

and succeeds to reduce the current in three control stegactirnthe first control action was
smaller than 1 MW and hence was discarded. The next two agtimticeable in the figure,
are sufficient to solve the problem well before thigdelay is elapsed.

Once again, less load is interrupted when the two SPS adhiegel 70 MW to be compared
to the 230 MW shed without success by the overload alleviatantroller acting alone.

These results indicate that the combination of the two SPIS&rup a dependable protection
properly addressing both voltage and thermal overload|eno®.
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Conclusion

7.1 Main contributions of the thesis

System Protection Schemes (SPS) offer a cost effective wayobecting a power system
against disturbances for which preventive actions are xpersive, especially under the pres-
sure of the electricity market. They are also needed to fapeadlictable disturbances whose
severity goes beyond what is usually considered in planr8R$ are likely to play a larger and
larger role in making power system operation more reliabknce, there is a need to improve
the existing SPS logic and/or design new schemes.

In spite of technological advances in wide-area measurtsneommunication and computa-
tion means, distributed SPS are likely to remain the preteohoice of planners, due to their
higher simplicity and hence reliability. However, for some@blems a system-wide view is
essential in order to take the most suitable actions.

The work reported in this thesis goes along these two doestiOn one hand, we show that
voltage instability can be counteracted in a very distedutnanner. On the other hand, for
thermal overload alleviation, we propose a centralizedrotier relying on a real-time model
of the system.

In order to tune and validate an SPS, there is a need to eeviga®g sets of situations that
it could face. Instead of considering arbitrary combinasi@f events, for which there is in
any case a combinatorial explosion of possible scenati@s diesirable to identify plausible
sequences of cascading outages. In this respect, we dev@edtical event-tree based algo-
rithm which takes into account protection hidden failuresvall as the system response to the
initial fault and subsequent failures. For instance, wedleas deterministic events the auto-
matic trip of overloaded lines and limited generators edgueing low voltages. On the other
hand, we handle as low-probability hidden failures the éfiines approaching their thermal
ratings as well as generators approaching or reachingftbircurrent limits. To reproduce
the time sequence of events, we use Quasi Steady-Stateitmkagon. Furthermore, in order

135



136 Chapter 7

to discard harmless sequences, we use a fast linear ap@tixmbased filtering method.

The algorithm was tested on a detailed model of the Westgjionmeof the RTE system. The

identified cascading events show different failure modesely voltage unstable, purely ther-
mal cascading and interesting combinations of both. Theseasios were used to test and
validate the proposed SPS.

To deal with long-term voltage instability we have proposedundervoltage load shedding
scheme having the following characteristics:

e distributed structure Load shedding controllers are installed in areas whertagel
instability effects are felt most strongly. The sheddingisi®n is taken locally, each
controller monitoring one (or several) transmission vgdts and controlling a group of
loads;

e response-based he load shedding action relies on voltage measurementhwaflect
the disturbance impact and the actions taken so far by thea88®y other controllers
acting on the system;

e rule-based Each controller acts when its monitored voltage falls wetmme thresh-
old for some time. A simple integral-based rule adjusts thlaydbetween successive
sheddings and the amount of power cut according the voltagjateon;

e closed-loop operation The controller is able to activate a load shedding rule rs¢ve
times, based on the measured result of the previous actti

Our tests on the small Nordic32 test system as well as on #idife system have clearly
demonstrated that the above features yield the followivguathges:

e the response-based and closed-loop operation allow tgtadjthe severity of the situa-
tion, even if the latter was not considered in the designg@has

e the distributed structure allows to adjust to the distudedocation;

e it also provides higher reliability: the failure of one cooiter will not directly or detri-
mentally affect the operation of the whole protection scegm

¢ the closed-loop operation also makes the SPS robust wiieceso unexpected load
behaviors or controller failures.

These properties are obtained without information exchadmgfween controllers, the latter
being implicitly coordinated through network voltages.efact that there is no need for ded-
icated communication between controllers and that no systedel is required by the con-
trollers make the protection scheme definitely simpler agntk more reliable. As mentioned
before, another source of power system failure is cascguj@rig of overloaded transmission
lines. To stop these cascading effects, we have proposedtalczed overload alleviation
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SPS. This protection scheme acts to reduce the currentw liedir admissible values before
the overloaded lines are tripped. The algorithm is insginetodel Predictive Control (MPC).

It also operates in closed loop in the sense that, at eaclstepenew measurements are used to
update a multi-step optimization problem, and hence cogiethe new prevailing conditions.
This closed-loop nature of MPC guarantees some robustnéssespect to modeling errors
and measurement noises.

The proposed scheme has been extensively tested on a soallgademic system where var-
ious control actions were included in the objective functith different priorities, and various
objectives were considered. The proposed scheme was sied ta the above mentioned real-
life system; a quadratic control objective was consideratl@ntrol actions focused again on
load shedding.

Our tests have confirmed that the controller may take more timan expected to remove
the overload, due to either modeling inaccuracies or otbetrols/processes acting on the
system. This may become critical in situations where the tionclear the overload is fixed,
which was the case in almost all our tests. Definitely, thgppsed scheme would prove more
powerful if the control horizon could be updated in the ceur§ applying the actions. Then,
as transmission lines get relieved, more time is left to aet, more control steps become
available.

However, failure to alleviate the line overloads in the @#d time can be compensated by
reducing, statically or dynamically, the limits assigneaverloaded lines in the optimization
problem. This simple method was tested with success on th# system.

When facing a pure voltage (resp. thermal) problem, the wodttage (resp. thermal allevia-
tion) load shedding scheme was able to complete its task eMenyvthe same did not hold true
when dealing with situations where the other problem wdseeiinfluencing or dominating
system evolution. This was to be expected since thoseisitisare beyond the capabilities of
individual SPS.

A solution to this problem was to couple the two proposed SBSts performed in the com-

bined thermal-voltage scenarios previously identifiedrenRTE system have shown that the
two SPS acting together succeeded to save the system. Mordmamount of load shedding
was smaller than when the controllers were left to act alone.
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7.2 Directions for future work

The following is a non exhaustive list of possible extensitmthe present work.

Cascading event identification

e modeling refinementsA more accurate dynamic model is obviously welcome, at the
expense, however, of significantly higher computing timékis model would, for in-
stance, allow to check the evolution of frequency and velsamside islands after a
network split. Another improvement would be to better inpmate protections into the
system model;

e probabilistic aspectsThe probability of event sequences could be computed vetteb
accuracy, provided reliable statistical data are avalablout faults, failures, etc.

e severity measure®\ welcome outcome of the cascading scenario identificaadtware
would be to assess the impact of system failures in termssdmed energy, restoration
times, etc. There are basically two approaches: (i) evalingtspread of the uncontrolled
blackout, or (ii) determine the amount of emergency actigugh as load shedding,
needed to contain the blackout. In the second approach,ané monitor the actions
taken by the proposed SPS assumed in operation.

Undervoltage load shedding against voltage instability

e clustering Investigation towards “optimal” positioning of monitaf&uses and cluster-
ing of loads may be of interest. One may think of implementimgSPS at a lower level
of granularity, such as having one controller per load citeti

e implementation costsTo minimize investment cost it may be interesting to redinee
number of installed controllers, while keeping relialyilit a satisfactory level,

e protection tuning In practice the protection should be tuned over a large fsetenar-
ios. Some concepts of multi-objective optimization coutdused to determine the best
(C,K) combination;

e introducing communication between controllefs discussed in Chapter 6 one may also
think of collecting all voltage measurements at a centratfpounning the computations
in a single processor, and sending back load shedding ordleithis case, additional
information exchanges and interactions between contsotfeay be envisaged without
further penalizing the scheme,;

e extension to other contralsTap changer blocking is another well-known emergency
control that allows to reduce load power without interrogtit. To minimize impact
on customers it would be advantageous to also implementhapger blocking in a
distributed manner, with load shedding as a second linefehde for system security;
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e additional input signalsuch as generator reactive reserves may be needed in the pres
ence of fast restoring loads. Using signals from a remoteige¢or requires communica-
tion. This is maybe where distributed control would meeliitsts. . .

e short-term voltage instabilitgaused by induction motors stalling requires a prompt re-
action. A distributed load shedding scheme would also pusedul in this respect.

Emergency control of thermal overloads

e improvement of system modeded in the MPC-based algorithm. It is desirable to up-
grade the model from a mere sensitivity representation toodemincorporating the
actions of other controllers present in the system, esipedighey have a detrimen-
tal effect. However, the expected gain in robustness shoelldarefully assessed with
respect to the associated increase in computational effort

e receding control horizon As already mentioned the proposed scheme would show its
effectiveness if the control horizon could be updated ircthase of applying the actions.

Last word

Clearly, before implementing the proposed SPS, variousrtapt aspects have to be con-
sidered, such as validation with detailed time simulatiorgvision for measurement noise
filtering, grossly erroneous measurement rejection, etc.
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Appendix A

Fast contingency filtering using linear
estimates of phase angle and voltage
magnitude changes

A.1 Motivation

Disturbance filtering is an essential step of power systesurgtg analysis, needed to discard
the numerous disturbances with little impact on the systeinnch would slow down the anal-
ysis. This step is even more needed in real-time applicgtismnen numerous (e.g. N-2)
disturbances are involved, or when time simulations ard tsassess the system response.

For disturbance analysis purposes, the emphasis is orgedii@ps at transmission buses. A
simple filtering technique consists of computing the (Imaaproximation of) voltage changes
Av for each disturbance, and checking either the post-diahad voltages:

? .
Ve4+ AV <V™ i =1,...,N
or the changes themselves:
? ?
AV, < =6y < |AVi|>d0y i=1,....,N

whereV? is the base case voltage at théh bus,AV; is the corresponding component&f
anddy is a positive threshold.

Clearly, the first test is more related to the “quality” of pdssturbance voltages. When dealing

with voltage stability the second test is more appropribitdeed, some voltages may be already
low in the base case without a risk of voltage instabilitywihich case the first test leads to

false alarms.

Expectedlyp, has to be chosen carefully to reach a compromise betweerdiasns and non
identification of harmful contingencies.
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In the development of the event tree the filtering is used depto classify the cascading sce-
narios into harmless and potentially harmful. This clasatfon is needed in order to reduce the
number of scenarios analyzed with QSS time simulation astbjpthe event tree expansion.

A.2 Previous work

A great part of publications on contingency filtering dateko# the 80’s. At that time the em-
phasis was on contingency analysis within the context dicssacurity, the objective being to
cut down the computational effort of repeated load flow cotapons without losing accuracy.

In [EW79, ILS79], the DC load flow was used to compute perfarogindices in order to rank
contingencies with respect to their impact on the systemilé/he DC approximation is often
appropriate for identifying branch overloads, more refineethods are needed to deal with
voltage magnitudes.

To this purpose, linear approximations of the AC load flowampns were considered in a
simple contingency filtering technique which consists offgening a single R followed
by a single Q-V iteration of the fast decoupled load flow [ABH{8 In [EMW88], the Q-V
iteration was replaced with a fast Q-V iteration, solvedydiok a subset of voltage sensitive
buses, determined with a method inspired of the concergtaxation [ZWP80]. A direct
ranking method for voltage contingency selection was psedan [CB89], using a second-
order performance index which can be computed without deténg post-contingency bus
voltages.

Experience has shown that contingency ranking is heavpgddent on the performance index
used. In particular, it may be prone to masking problemsh agranking a contingency
causing many small limit violations equally with one leaglio few large limit violations. To
reduce masking problems, it may be required to choose apatepveighting factors in the
index [EMW88].

In the meantime, the computational power has increasedalieatly, and dynamic security
assessment can now be envisaged in real-time [Tay00, VCKO%his context, the objective
of contingency filtering has somewhat shifted to reducirggdbmputational effort of repeated
time domain simulations.

The proposed method uses linear voltage drop estimategqutethwith the so-called CRIC
technique initially proposed by Carpentier in [Car86], fititering purposes. With this method
the linearized changes are obtained with high computdtieifiaiency and with acceptable
loss in accuracy.

The rationale behind the method presented is as follows:

e in (not all but) many practical cases, a post-contingeneyl llow allow to identify

1CRIC stands for “Calcul des Réseaux Implicitement Cosipl€omputation of Implicitly Coupled Networks)
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contingencies with significant impact on long-term voltaggbility. Indeed, load flow

eqguations with constant power loads and enforcement ofrgerereactive power lim-

its correspond to the long-term equilibrium that prevafteraload voltages have been
restored by LTCs and machine rotor (or stator) currents Ihaen limited. Insofar as

voltage instability results from the loss of such an equillitm, the corresponding load
flow equations no longer have a solution and the Newton-Rapiterations diverge;

e on the other hand, divergence may result from purely nurakresults. Furthermore,
some dynamic controls helping stability cannot be takeo aticount in the static load
flow calculation. Conversely, instability may result frondynamic behavior that cannot
either be accounted. To compensate for these limitatiohepwsing a load flow com-
putation,it is appropriate to label potentially harmful those corgancies causing some
voltages to drop by more than some valureaddition to those causing divergence,;

e to this purpose, accurate post-contingency voltages nedgencomputed; estimates ob-
tained from the already mentioned linearized load flow eqnatmay be appropriate to
filter out the harmless contingencies. To the authors’ kedgé, however, few publica-
tions report on the performance of these simple linear nustiothe context of voltage
stability studies where voltages may experience largesdrop

A.3 Brief review of linear methods

Let the traditional power flow equations be written in contgaom as:
po _ fO<VO, 00) =0
@’ —g'(v',6°) = 0

where p® and q° are the active and reactive power injectioifi$,and g° are well-known
functions, and upperscript refers to the base case situation. Let the corresponding pos
contingency equations be written as:

p—f(v,0) = 0 (A.1)
a—g(v.6) = 0 (A2)

wherep andq account for generator trippings aficandg for branch trippings. We seek to
obtain a good estimat& (resp.Av) of the exact change in phase angles” (resp. voltage
magnitudes’ — v°).

A simple approach consists of relying on a Taylor series esjoa off andg around(v?, 6°):

p—f(v°,0°) —fh, AO—f, Av = 0 (A.3)
q—g(v’0°) —gy A0 —g, Av = 0 (A.4)

wheref, denotes the Jacobian matrixfofvith respect t&@, and similarly for the other matrices.
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Equations (A.3, A.4) are nothing but the first iteration of thewton-Raphson algorithm ini-
tialized from(v°, 6°). To gain computing time, it has been proposed to estimateand A6
from the first two half-iterations of the fast decoupled w@mnsof this algorithm. Namely, in
the first half-iteration, the terfy Av is neglected (usual DC approximation). Simplifying and
reorganizing (A.3) yields:

fop AG =p —£(v°,0°) (A.5)

This linear system is solved with respectA@ and the phase angles are updated accordingly:
0 =6°+ A6 (A.6)

In the second half-iteration, the tergp A@ is neglected, while the updated phase angles (A.6)
are used. Thus, Eq. (A.4) is modified into:

g, Av=q—g(v°,0") (A7)
which is solved to obtair\v.

While experience has shown that it is acceptable to nefjlest in (A.3), neglectinggy Af in
(A.4) may be questionable, especially in the stressed msystaditions considered in voltage
stability studies, or in lower voltage networks where thealgling assumption does not apply
very well (low X/ R ratios).

It has been further proposed to use consfamrindg, matrices, computed for = 1 pu and
6 = 0 [ABH82]. This approximation is valid as long as phase angftertnces remain small
and voltages close to 1 pu, which is even more questionablelage stability studies.

A.4 The CRIC method

The CRIC method [Car86] is able to provide estimates of tHage variations that are more
accurate than those based on the linearization of the fadl fow equations (A.3, A.4), while
retaining the computational efficiency of the fast decodptethod.

As indicated above, reliable estimates of the phase angéeskaained from (A.5) and the
CRIC method also relies on this simplification to obtain tpeated phase angles (A.6).

While the fast decoupled approach keeps the phase anglstanbwhen evaluating\v, on
the contrary, the CRIC methdaeps the active power injections constant at the valuemmdda
after updating the phase anglése. f(v°, 8'). This way of doing matches more closely the
original set of equations (A.1, A.2).

Thus, the equations to be solved are:

f(v°,0') —f(v,0) = 0 (A.8)
q—g(v,0) = 0 (A.9)
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Replacing the second term in (A.8) by its Taylor series exfmmnaroundve, 8') yields:
f(v°,0") — f(v°,0') —f, AO —f, Av=0

or:
f, AO + £, Av = 0 (A.10)

Similarly, Eq. (A.9) can be expanded into:
q-g(v’,0") —gs AG —g, Av =0

or
g0 A0 +g, Av =q—g(v°,0") (A.12)

in which the updated phase ang®#sare used to compute the Jacobian matrices and the right-

hand side of (A.11).

Solving (A.10) forA# and replacing in (A.11) one obtains:

(g0 —gof; ' £,] Av=q—g(v°,0") (A.12)

Jow

The matrixJ, is well-known in voltage stability analysis [GMK92]. Thisatrix, however, is
not sparse. To preserve sparsity, one possibility is toesihle unreduced system (A.10, A.11),
which is larger but sparse.

Instead, the second idea underlying the CRIC method cenisistomputing a good sparse
approximation ofJ .. To this purpose, it is assumed tlzattive power flows in branches are
constant rather than active power injections at buses

The active power flow in thé— j branch can be written symbolically as:

whereV; 20, (resp.V;Z0;) is the voltage at bus(resp. ;). The phase difference can be obtained
from (A.13):
0; — 9j = @(‘/27 Vi, Pz'j)

and replaced into the corresponding reactive power flowtemuavhich takes on the form:

P;; being a fixed parameter, (A.14) involves voltage magnituzidg, and can be rewritten
formally as:

Qij :.a(VivV;'?Pij) (A.15)
The reactive power injection at buss given by:

Qi=Qu+ > Qi =Qu+ Y iVi,V;, Py) (A.16)
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where(),; accounts for shunt compensation and the sums extend ovw®aalthes incident to
busi. Hence, the Jacobian matrix defined by:

J

has the same sparse structure agthmatrix in (A.7).

qv] Q1 (A.17)

z'j: oV,

To summarize, the method consists of solving (A.5) with eespo A0, updatingd according
to (A.6), and solving

qu Av =q—g(v° 6" (A.18)
with respect taAv.

The generator reactive power limits are checked and if sdntieeon are exceeded, the status
of the buses are changed as usual and Egs. (A.5, A.18) aedsadain.

A.5 Accuracy with respect to full load flow

The method has been extensively tested, for filtering p@posboth disturbance analysis and
security margin determination, on the real-life systermated in Chapter 3 and full results
were reported in [OVCO05].

The accuracy of the proposed linearized method has beehkaxhedth respect to a full AC
load flow, by comparing the voltage magnitudes computed llp beethods on a set of 180
single and double disturbances. The full load flow convefgeall of them.

For instance, Fig. A.1 compares the voltage drops provigekdath approaches, for a mild
and a severe disturbance, respectively. Expectedly, fueeiancies between both approaches
increase with the severity of the disturbance. Howeverattwiracy of the proposed method
is quite satisfactory. In any case, it is good enough forrfiltg purposes in voltage security
assessment. It can even be a substitute to full load flow tit Stacurity analysis [Car86].

For the most severe disturbance, Fig. A.2 shows the voltagesdsorted by increasing order
of magnitude. The error introduced by the linear approxiomatiecreases with the magnitude
of the voltage drop itself. In fact, the relative error on tlodtage drop is rather constant from
one bus to another.

As recalled in Section A.2, severe disturbances may leavéogence of the Newton-Raphson
iterations. This does not occur with the proposed method;wik non iterative. Instead, large
voltage drops\V; are expected. As an illustration, Fig. A.3 shows the voligps obtained
for such a severe disturbance. Several buses exhibit avatgge drop, i.e. 0.3 pu, thereby
clearly identifying this disturbance as potentially daruges.
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Figure A.3: Linear voltage drop estimates for a severe N+Ringency

A.6 \Voltage drop threshold determination

The threshold$,, used for filtering purposes has been chosen as follows. Q8&ations
have been run to identify the unacceptable contingencieslafge set of 16,000 double dis-
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turbance& Then the linear voltage drop estimates have been computitakl lauses for all
contingencies.dy, should be as large possible to minimize the number of falaera, but
small enough to have all unacceptable contingencies dtyridentified. Based on the above
set of results, a valug, = 0.09 pu was found to be a good compromise.

The filtering results obtained on the set of 16,000 distutbarare summarized in Table A.1.
As can be seen, many harmless disturbances are eliminatedproposed method leads to
34-11 = 23 false alarms, i.e. slightly less than the full Iflad/ (39-11=28) because the same
thresholddy, has been taken for both methods and the linearly estimatiéalyeodrops are a
little smaller, as shown by Fig. A.1. All the dangerous disances are correctly included in
the “potentially dangerous” set.

Table A.1: Filtering performances
Total Nb. of contingencies 16,000
Analysis by QSS simulation 11 dangerous 15,989 harmless

Filtering by full load flow | 39 potentially| 15,961 harmless
dangerous

Filtering by proposed | 34 potentially| 15,966 harmless
method dangerous

Same threshold value has been found appropriate to cldlsifyascading outages into harm-
less and potentially harmful.

2Two single disturbances, randomly chosen, are applieceatame time
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