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Abstract

The investigation and control of the propertiecafbon based materials such as fullerenes
and nanotubes is a highly dynamic research fielee © its unique properties,g.an almost
nano-dimensional size, three-dimensional cage tgyolhydrophobicity, rich redox- and
photochemistry, large absorption cross sectionCss.has a high potential as building block
for molecular devices and biological applicatioliscan be functionalized, anchored to a
surface and self-assembled into larger supramdaeauiitities, such as monolayers. Mass
spectrometry and related techniques such as iopaul@ reactions, action spectroscopy and
ion mobility have been used throughout this worlstiady fullerene based systems, ranging
from hydrides, derivatives, non-covalent complexasl coordinated metal complexes.
Simulations predicting structural, electronic andchmanical properties have been combined
with the experimental results to assist in thealgsis and interpretation. Using ion molecule
reactions, the reactivity of gas phasg @nions with methanol has been studied. Hydride
formation by simple collisions in the gas phasehwihethanol as well as reversible
dehydrogenation by infrared multiphoton activatidms been demonstrated.C
functionalization by 3’-azido-3’-deoxythymidine (AZ has been performed and the charged
product characterized both by collisional activatand action spectroscopy. Deprotonation
has been shown to lead to rearrangements of theasitte analogue and to a subsequent
charge transfer to the fullerene. To prevent unemearrangements and side reactions,
encapsulation of § is suggested, the host molecule acting as a stmrcer. Go
complexation byy-cyclodextrins has been performed and the ions hef ¢complexes
characterized both by collisional activation and robility. It has been demonstrated that,
compared to deprotonated species, the sodiaigdy-€Cyclodextrin} ions were highly
compact structures. With only two small polar capsessible to reagents, sodiategd: (-
cyclodextriny} complexes sterically protect thesogCcore from unwanted side reactions.
Finally, explorative work on § immobilization on silver colloids using surfacehanced
Raman spectroscopy and on the characterizationgoédnplexes with iron and manganese

porphyrin is presented.



If you hit a wall and find no way out,
Look afar, dream larger, you'll find a way.
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Chapter 1. General I ntroduction

Scaling down the size of devices allows engineesntarter, faster and cheaper
systems for applications ranging from mechaniagtebnics, photonics, to medicine.
As a consequence, micro- and nano-systems are iedds fof research currently
experiencing a huge investment policy. Even thosigth a classification retains an
arbitrary character, nano-systems can be definedase with at least one dimension
falling within the nanometer scale. They includ@aarticles, nanorods, nanowires,
thin films and bulk materials made of nanoscaleldmg blocks or consisting of
nanoscale structures, as well as a profusion oécootdr systems. These systems can
gain additional functionality either by covalent amon-covalent assembly.
Supramolecular assembly that involves delicatenzais of forces between the nano
objects can also be used to precisely positiom#re objects in order to form new

architectures without having to precisely placeheae-by-one [1, 2, 3, 4, 5, 6, 7, 8.

At the nanoscale, the spatial confinement of arcteda or an exciton within a

metallic or a semi-conductor isolated structureuces the quantification of the
wavefunction in the direction of confinement and tfuantification of the energy of
the bound levels [9, 10, 11, 12], in other words possible values form a discrete
ensemble. It allows producing nanostructures fromk bmaterial with properties

mimicking those of atoms and molecules. The quantonfinement effect of

nanocrystals can be classified into two categoaestrong confinement regime where
electrons and holes are individually quantum cadirand a weak confinement
regime where excitons are quantum confined. Forig®uctor nanocrystals the
boundary criteria between these two regimes wegerdtically determined [13] to be

R/a; =4 for the regime of exciton confinemenR/a, <2 for the regime of



individual electron hole confinement, a@dk R/a, < 4 for the intermediate regime

where both electron and hole confinement and f@euwlomb interaction have to be
considered. R andgarespectively stand for the radius of the semicotmu
nanocrystal and the exciton Bohr radius (of theeof 10nm) of the semiconductor
bulk crystal. For metallic nanocrystals, the weakl atrong confinement regimes are
respectively observed when the nanocluster sizeoappes the electron mean free
path (~50nm) and the Fermi wavelength (i.e., degBets wavelength of an electron
at the Fermi energy; or ~0.5 nm for gold and s)lverhere the continuous-band
structure of metals breaks up into discrete enéggls [14, 15, 16, 17, 18, 19]. In
addition to electron/hole confinement and excitoonfmement effects, metal
nanocrystals exhibit quantized collective oscilasi of the free electron gas density
or plasmons down to dimensions smaller than thetrele mean free path [14, 15, 16,
17, 18, 19]. The As nanocluster (~1.4 nm without ligands) presenthemat
structureless optical spectra, neither showing leave excitation resonance nor
exhibiting distinct absorption bands known from fatem clusters [19, 20], and
possibly bridges the transition from discrete egerfgvels to collective
oscillations[19], which become apparent in ~2-n@araeter Au nanoparticles [20, 14,

15, 16, 17, 18, 19].

1.1 Molecular Devices and Cgg Based Sensor s

Currently, molecular devices are often more atitvacthan e.g. nano-size silicon
based systems due to the capacity to chemicallgiuyzen large numbers of identical
units. In this context, molecular devices are egukto provide an attractive low-cost
alternative to silicon circuitry for carrying oubdical operations. Since the 1974

Aviram and Ratner [21] proposal that an electromates—electron acceptor



molecule, wheres is some saturated covalent sigma bridge, coulddssl as one-
molecule rectifier, some circuit elements e.g. Hase fullerenes [22] and nanotubes
[23, 24, 25], ranging from molecular wires [26]pdes [27], rectifiers [28, 29], and
transistors [30, 31] have been produced. Howeverctimal implementation of
complex molecular electronic devices currently rezggibetter manipulation, control,
interfacing and understanding of the transport letteons through molecules and
molecular assemblies on a nanometre scale. Se(sirgening) applications, on the
other hand, often involves only the simplest lobmaerations and two state systems
suffice to perform these with numerous techniquesilable to detect an on/off

answer.

Molecular sensors can be divided into tracers/teperand transducers depending on
their mode of operation, respectively static anchasyic. Both types of sensors
involve a recognition site. For tracers, the rofeh® recognition site is to bind its
target and it requires a high affinity. Transducems the other hand, convert the
response of the recognition site to the presendesdérget into a different kind of
energy that can be amplified, processed or conv¢82, 33]. Most sensors produce

electrical or optical readouts [34, 35, 36, 37].

Electrical sensors typically rely either on a chamg the electrical conductance of a
wire or in a change of the capacitance of a surlastem. Optical sensors on the
other hand typically involve luminescence (fluoesste or phosphorescence),
guenching and change in absorption. Compared ticabpevents, monitoring
electrical events is often simpler and less expensiThe physico-chemical

mechanisms of the readout generation typically Ive@lectron transfer e.g. photo-



induced electron transfer (PET) [38, 39], intrancalar charge transfer (ICT) [40],
metal-to-ligand charge transfer (MLCT) [41], protioydrogen transfer, energy
transfer e.g. Forster resonant energy transfer TfRRE2], excited state reactions e.g.
excited state proton transfer (ESPT) across irteratramolecular hydrogen-bonded
systems, etc. All in all, the physico-chemical nmaubms responsible for the signal

generation are directly responsible for the sessasitivity.

(o=

Fig. 1.1.1. Cgo structure and Schlegel diagram.

The developments reported in the present work aipraducing a sensor relying on
the physico-chemical g fullerenes for the sensitivity. Fullerenes and atahes
occupy an important place in the science of lowatsional systems and
nanomaterials due to the fact that they can beymextl in large quantities with high
control over size and morphology [43, 44, 45, 46)d due to their many unique
physical, chemical and electronic propertiess, e most prominent member of the
family of fullerenes is a hydrophobic molecule made50 equivalent carbon atoms
involved in 12 pentagons and 20 hexagons arrangea soccer ball shape. The
presence of pentagons in a curveslystem makes the 6-6 bonds (between hexagons,
see Fig. 1.1.1) electron density higher than férl&nds (between pentagons, see Fig.

1.1.1) and explains why fullerenes react more gasil 6-6 bonds. £ is a brown



black solid, mustard yellow when present in verinthims, and magenta in the
dissolved state. Its UV-visible absorption almosteads over the whole visible
region. The"*C-NMR of Gy displays, as expected from the chemical equivaleric
each carbon atom, only one line while the IR spaetrshows four lines. The
electrochemical reduction ofgicoccurs in six successive waves [47] in agreement
with the theoretically predicted three-fold degeter.UMO. The facile reduction of
the fullerene &, together with its UV-visible absorption which emtls over almost
the whole visible region, makes [60]fullerene a djarandidate as photoexcitable
electron acceptor for use in photoinduced electransfer systems. « properties

furthermore can be modified via chemical functiaretion of its surface (see Fig.

1.1.2), complexation, and endohedral compoundsdbom [48, 49, 50, 51, 52].

Halofullerenes
Hﬂ
Fulleranes

X Fullerols

(OH),

® T

Amine 2
addition NHR A \ Epoxides
\@ H, %2 .. .
Nucleophilic Cycloaddition
addition Rn O, hv
¢ R Elimination
O-OO® ——

Polymerization @‘x %
@

\

/

Methanofullerenes,

fulleroids
Radical Rn Y
addition @ T
Host guest Rn Electrophilic
complexes addition

M

Organometallic

derivatives

Fig. 1.1.2. Examples of reactions involving;§J48].



Besides sensitivity the main quality criterion o$@nsor is its selectivity. Selectivity
refers to the extent to which a method can be tseldtermine particular analytes in
mixtures or matrices without interferences from esthcomponents of similar
behaviour [53]. A high degree of selectivity foettarget analyte and an appropriate
sensitivity to monitor it in the concentration rangt which it is found in the sample is
usually only displayed by biological molecules arelated systems. Biological
systems usually cooperate on a time span lessahaw hours while demonstrating
high affinity and selectivity. To do so, they bypake problem of slow dissociation
by the participative interaction of several ancgaups on one binding partner with a
set of corresponding substructures on the othentr@y to single-site binding,
cooperative adhesion of host and guest can beogestrin steps leading to greatly
improved dissociation kinetics. In addition, theemll affinity can be modulated by
the mutual influence of the anchor groups on ormhe. The contribution of each
additional site can either go decreasing or thelibo of the first anchor group can
trigger all subsequent steps and an increasingibatibn of each binding step to the
overall affinity is observed. The last case is magtresting in sensing applications
since the overall free energy provided by the bigdsteps can, when exceeding a
threshold, more easily trigger a response. As aaqurence most biological sensors
rely on peptides, proteins, DNA, RNA and their $wiic analogues for the
recognition site. The present work will be no exmep even though we will

exclusively focus on single nucleosides.

1.2 Thesis Scope

This thesis presents developments towards the fateise of Go fullerenes within

biological sensors, using mass spectrometry (M8)ralated approaches as the main



characterization tools. Simulations were used finout this work to predict
structural, electronic and mechanical propertied ensupport of the analysis and
interpretation of the experimental results. Thissth is divided into the following

chapters.

Chapter 1 is the present introduction on molecular and naalessystems. It briefly

discusses their properties and introduces fulleyevtele focusing on §.

Chapter 2 provides an overview of mass spectrometry. It diess the different mass
to charge analysers used, gives a brief summattyeafjas phase techniques related to

mass spectrometry and discusses some practicéatioms.

Chapter 3 provides an overview of the Quantum chemical modglof molecular
properties. It describes the approaches used andsbme spectroscopic information

is obtained.

Chapter 4 discusses ion-molecule reactions. Hydrogen-deuteexchange is used to
study the fragmentation mechanism of 2’-deoxygum@sa nucleoside entering in
the composition of telomeric sequence. The hydrdgamsferred upon fragmentation
from one subunit to the other is identified. In thecond section of chapter 4¢,C
hydrides formation by reactive collisions af@nions with methanol in the gas phase
is described. The reformation ogdanions upon infrared multiphoton activation of

Cso hydride anions is also demonstrated.



Chapter 5 discusses § functionalization by 3’-azido-3’-deoxythymidine. h&
product ions are characterized using collision @sdl dissociation and action
spectroscopy. Deprotonation in opposition to reiductand cationization of 3'-
imino[60]fulleryl-3’-deoxythymidine molecules is stvn to induce rearrangements
and a charge transfer togdC The present work suggests protection @p €om

rearrangements and side reactmits encapsulation in a molecular host.

Chapter 6 focuses on € complexation byy-cyclodextrins. The complexes are
characterized using collision induced dissociaaod ion mobility measurements. A
highly compact structure withggonly accessible to reagents at the two small polar
caps is demonstrated for the sodiated complexes. pfasent work suggestssC

encapsulation prior to its functionalization.

Chapter 7 describes explorative work on the interaction diefenes and fullerene
derivatives with transition metals. The adsorptioh 3’-imino[60]fulleryl-3'-
deoxythymidine on silver colloids is studied usisgirface enhanced Raman
spectroscopy while £ : metallo-porphyrins complexes are characterizédgumass

spectrometry and collision induced dissociation.

Chapter 8 presents a general conclusion.
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Chapter 2. Mass Spectrometry

“The basic principle ofmass spectrometryMS) is to generate ions from either
inorganic or organic compounds by any suitable ouktho separate these ions by
their mass-to-charge ratigm/z) and to detect them qualitatively and quatitiely by
their respective m/z and abundances.” [1]. Thecbhssiup of all mass spectrometers
consists of an ion source, a mass analyser antkatdeoperated under high vacuum
conditions. Most ion sources involve evaporatiam4ation or desorption/ionization
steps, not always clearly separated from each .offtex term ionization is used to
describe the ion production. It does not refer @sigely to ionization by electron
detachment. The analyte may be ionized thermaltyelbctric fields, by impacting
energetic electrons, energetic neutral atoms, (a)ormans, heavy cluster ions or
photons, or by chemical reactions. The ions carsibgle ionized atoms, clusters,
molecules, non-covalent complexes, their fragmentassociates. lon separation is
effected by static or dynamic electric or magnéigtds, as well as in field free
regions provided the ions possess a well-definadtid energy at the entrance of the
flight path. The primary result of an analysis isnass spectrum: a two-dimensional
representation of signal intensity (ordinate) versuz (abscissa) [2]. In the course of
this work four different types of mass analysergehbeen used, i.e. Time-of-Flight
(ToF), Linear Quadrupole (Q), Quadrupole lon Trg¥T() and Fourier Transform -
lon Cyclotron Resonance (FT-ICR) analysers. Thiefohg section briefly describes

their mode of operation. The discussion is basef? 08, 4].

2.1 Time-of-Flight (ToF)

The first construction of a Time-of-Flight has bgmrblished in 1946 by Stephens [5].

A localized bunch of ions of different m/z but cdoto identical kinetic energy is
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dispersed in time during the ions flight along @dtfree drift path of known length.
Assuming the ions were at rest, which is corred first approximation, their kinetic
energy can be inferred from the electric potentiflerence applied prior to their

entrance in the field-free region. For a linear Ttfe time spent inside the analyser

by an ion of mass ymand charge z.e is given ky= \/ZL_UJﬂ’ where U is the
e z

applied electric potential difference, L the tradedtance an@ the electric charge of
an electron. In practice, resolution is degradee tlu spatial and initial-energy
distributions, metastable ion formation, etc. In6@9Mamyrin proposed a way to
compensate the temporal spread due to the ional mélocity, the reflectron [6], later
improved by Schlag and coworkers [7]. A reflectammsisting of a decelerating and
reflecting field is placed within the field-freegien. For a given m/z, ions with higher
kinetic energy will penetrate the deceleratingdfitlrther than ions with lower kinetic
energy. Therefore the faster ions will spend mone twithin the reflecting field, and
‘catch up’ with lower energy ions further down tHeht path. By adjusting the
reflectron voltages it is possible to achieve aetifmcusing plane at the detector [6].

The presence of a reflectron adds a time delaya@xpression above.

The combination of continuous ion sources with TaRher led to the use of a
separate direction for the ToF analysis, orthogtmahe continuous ion-beam axis of
the ion source. A 10-100 ns electrostatic fieldetm@tes the ions orthogonally to the
direction of the beam axis and imparts to the sathpbns a component velocity
vectorially independent of the axial velocity oétlon beam [8]. The ions are further
accelerated to a final energy of several keV pergh prior entering the field-free

drift space, where ToF mass separation occursrdteeof velocities (or energies) in
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the two orthogonal directions is selected so thas ireach the ion mirror and then the
ToF detector without requiring additional deflectim the drift region. A single-stage
ion mirror provides effective compensation for thiéial energy and spatial spread of

the ions.

2.2Linear quadrupole and quadrupole ion trap

The discovery of the mass-analysing, ion-trappimgperties of two- and three-
dimensional electric quadrupole fields and the oomtant construction of a

guadrupole (Q) mass spectrometer were made byifPa0b3 [9, 10].

A guadrupole field is expressed by its linear del@gice on the coordinate position,
E= EO(/]x,ay, yz). The field is subject to the restraints imposedtiy Laplace’s
equation (assuming no space charge within thereletstructure)[1[E =0 so that
A+0+y=0. The simplest ways of satisfying this equation are-o; y =0 and

A=0; y=-20.
The first set of relations corresponds to the piirkmy = —% E A (x2 - y2) associated

with a set of four hyperbolic cylinders with adjateslectrodes oppositely charged

(linear quadrupole). If the minimum distance betwepposite electrodes @r,and

_al-y?)
re

the potential between opposite electrodesyjs then ¢ . In practice,

round rods closely approximating the correct hypkctrods are generally used (see
Fig. 2.2.1).

The second set of relations corresponds to the npalte

@= —% EOA(X2 +y? - 222) = —% EO/](r ? - 222) associated with a three-dimensional
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rotationally symmetric quadrupole ion trap. The ti®ad-caps” and the ring electrode

have cross-sections in the rz-plane which are cemghtary hyperbolae with a ratio
of +/2 in the semi-axeqr,/z,) (Fig. 2.2.2). Again, ifg is the potential applied

2 _ 2
between the ring and the end caps, tlmm%(r—zzz)
r0

. The equations of motion

2
o - . r
for an ion in an electric field are given tmygtz

=gE- mr(%j wherem andq are
the ion mass and chargeis the ion positionE = -[I¢ is the electric field inside the
ion trap and thd‘(%j term takes into account collisional damping. le tbllowing

discussion the damping term will be dropped.

If @ were merely time constant, the ion motion in tleplane of the linear
guadrupole (Q) and in the xy-plane of the quadreipoh trap (QIT) would be
harmonic and all ion trajectories in these planesild be “stable”, i.e. remain finite
in amplitude. In the yz-plane of the Q and z-dii@ttof the QIT, however, the ions
would not stay confined (defocusing). If, on theesthand,g, is a periodic function
of time, the ion trajectories in the xz- and yzr@a of the Q and in the ion trajectories
in the xy-plane and z direction of the QIT willeibatively be focused and deflected.
In this case, global stability can be achieved ed the periodicity is short enough
and the ion inertia sufficient to prevent escapthg device during defocusing.
Finally, the combination of a time constant (d.c)daperiodic alternating (r.f.)

component, typicallyg, = (U -V codat)), can be used to selectively stabilize ions of

given m/z, as will be further discussed in the redtions [3].
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Vx

Vy

Quu

Fig. 2.2.1.Scheme of a linear quadrupole analyser. The roespaired and their
voltages respectively equal ¥x=—(U +V codat)) andVy = +{U +V codat)). The
rods are typically 10-20 mm in diameter and 15-2bic length. The radiofrequency
is in the order of 1-4 MHz, and the d.c. (U) arfd (V) voltages are in the range of
some 16-10° V. lons of about 10 eV kinetic energy undergo agjnatively 100
oscillations during their passage. is the distance between the principal axis of

symmetry and one of the rods.

End-cap

electrode lon source
side

Ring

electrode Detector

side

Fig. 2.2.2. Scheme of a quadrupole ion trap. The end-cap retiztvoltages are
respectively equal to the resonance a.c. voltaggs +V,escos(w,est+¢,es) and
V3=-V, cos(w,est +¢7,es) while the voltage on the ring electrode is edoéthe r.f.
voltage V2:Vcos(Qt+qo). All voltages are referenced to the ground poadnti

Figure adapted from reference [11] with the z avasresponding to the principal

symmetry axis.
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2.2.1 Linear quadrupole (Q)

Linear quadrupoles can be operated in the r.f.-onkpass filter modes.

In the r.f.-only mode, a r.f.-field creates a padi@nwell that provides radial
confinement of the precursor and/or fragment idisice the r.f. quadrupoles are
normally operated at pressures of several millitéhe ions are thermalized in
collisions with neutral gas molecules. The radrad axial collisional damping of the
ion motion reduces both the energy spread anddamliameter and results in better
transmission into and through the quadrupole apaly%2]. Multipoles such as
guadrupoles, hexapoles, octopoles ... are often aseidn guides and in collision
cells to transfer ions of low kinetic energy frormeoregion to another without
substantial losses. While a quadrupole in theonfy- mode acting as an ion guide
provides a better ion focusing to the axis of the guide, higher multipoles (such as
e.g. hexapoles and octapoles) have a steeper jbtertl close to the rods and are

better at keeping the beam off the rods [13].

In the mass filter mode the quadrupole operateb@mprinciple that ion trajectories in
a two-dimensional quadrupole field are stable & field has an r.f. component
superimposed on a d.c. component with appropriatgitudes and frequencies [14].

The time-dependent potentigl =U -V cos(wt) is applied to one pair of rods and

— ¢ =-[u -V codat)] to the other one (see Fig. 2.2.1).

The dimensionless equations of motion for an ioa Imear quadrupole with both r.f.

and d.c. voltage components applied to the rodthar&lathieu equations:

d?x
dr?
2

dy
dr?

+(a, —2q, cos2r)x=0

(2.1)

+ (ay -2q, cosZr)y =0
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where rz%t, and the reduced Mathieu parametedg, =a, = —a - U

"t (et

and q, =49, =-q, :i are used to characterize the amplitudes of both

(m/2)es’rs "
componentsg is the charge of an electrow, and « are the amplitude and the

angular frequency of the r.f. voltage, respectiyvelyis the value of the d.c. voltage

andrg is the inscribed radius of the quadrupole.

2.2.2 Quadrupole ion trap (OIT)

Three-dimensional quadrupole ion traps (QIT) createthree-dimensional RF
guadrupole field to store ions within defined boames. The QIT consists of two
hyperbolic electrodes serving as end caps andyeetectrode that replaces two of the
linear quadrupole rods. The end caps are eledyricahnected and the d.c. and r.f.
potentials are applied between them and the riegtelde (see Fig. 2.2.2). The
working principle of the QIT is based on creatirighte trajectories for ions of a
certain m/z or m/z range while removing unwanteasiby colliding them with the
walls or by axial ejection from the trap due toithastable trajectories. The use of a
light buffer gas (0.1 Pa He) to dampen the ion omtowards the centre of the trap
significantly enhances resolution and sensitivifytlee QIT (the damping term is

omitted within the equations of motion hereafter).

The dimensionless equations of motion for an iom iguadrupole ion trap with the
potentialsg, =U -V codat) and - ¢ = -JU -V codat)] respectively applied to the

ring electrode and the hyperbolic end caps (se@ Rig), are the Mathieu equations:
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d?z
dr?
d?r
dr?

+ (aZ —-2q, cosZr)z =0

(2.2)

+(a, —2q, cos2r)r =0

wherer = %t = 7f with f the fundamental r.f. frequency of the trap, arel rdduced

Mathieu parameters

A —a =2 =-— 8eU __ 4eU
v o (etry (MZ)ew’z (2.3)
deV 2eV '

O =% =20 T il T (o

are used to characterize the amplitudes of bothpooents;e is the charge of an
electron,V and a are the amplitude and the angular frequency ofrthevoltage,
respectivelyU is the value of the d.c. voltage andandz, are the semi-axis of the

hyperbolae shaping the quadrupole [3].

2.2.3 The ion trajectories

The linear quadrupole and the quadrupole ion t@ehn common that the single

d?u

equation = +[au —2q, cos2(r - ro)]u =0, with 27, the initial r.f. phase, describes
T

the motion in both coordinate directions of impode. The motion in these two

directions is independent except for the constsaint
a, =a,=-a, andq, =4, =-q, for the linear quadrupole, and
a, =a, =-2a, andq, =g, =-2q, for the quadrupole ion trap.

The solutions to this equation can be expressed by

u=a'e” y C, e +a'e Y C, e (2.4)

n=-oo n=-oo
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where g’ and a" are integration constants depending on the initiedditions,u,,

u,, and 2r,. The constant&,, and i depend on the values af, andq,, , and not
on the initial conditions. The solutions of therfoR.4 are either stable or unstable
depending onu . Stable solutions are those wher@gemains finite asr — o, and
such solutions may be useful providing that thei®aif unax does not exceed,, the
physical limit of the field. Unstable solutions ateose wherau increases without
limit as 7 - o . Four possibilities foru exist [3].

1) u is real and non-zero. Instability arises from #1€ or e “* factor.

2) u=ip is purely imaginary andg is not an integer. These solutions are the
periodic stable ones.

3) u is a complex number. The solutions are unstabteef@ for the trivial case
u, =u, =0).

4) u=im is purely imaginary andn is an integer. The solutions are periodic but

unstable. Fom=2n the periodicity is7zz in 7 and form=(2n+1) the periodicity is
2n . These solutions, called Mathieu functions oégnal order, form the boundaries

in (aM ol ) space between stable and unstable regions.

For a given set ob), V and «, ions of a certain m/z value or m/z range osailtat
within the region between the electrodes will hatable trajectories. By plotting,a
(ordinate, time invariant field) versug gabscissa, time variant field) one obtains the
stability diagram of the quadrupole field (Fig. 32 The stability diagram for a linear
guadrupole and for a quadrupole ion trap are reésde obtained by superimposing
two stability diagrams which differ by the factor$ and -2. The y direction is

conventionally taken as that for whicly B negative.
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_10_

Am
Fig. 2.2.3.The a,, —q,, stability diagram for the Mathieu equation consiug a

single coordinate direction. The shaded areastrasttable” ion trajectories where

the ion displacement always remains finite.

......... Lo R
10 10
& 0 & 0
—-10 —-10
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0 10 0 10
A B
Am Am

Fig. 2.2.4.Stability diagrams for a linear quadrupole (A) dada quadrupole ion trap
(B). The x-stable (A) and z-stable (B) regionsiargellow while the y-stable (A) and
r-stable (B) regions are in blue. The regions ofuidtaneous stability are in green. The

axes are labelledsaand g but the scales are in units qf(ar g) and g (or @).
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In the r.f.-only operational modey a0, linear quadrupoles serve as high-mass filters:
ions with m/z values below a certain cut-off valaerresponding to \=0.908
diverge. Although there is no such sharp cut-offtlbe other end of the spectrum,
transmission of ions with high m/z values suffecdese of poorer focusing: the depth
of the effective potential well is inversely proponal to m/z [15]. In the r.f.-only
mode, ions covering approximately an order of magi® in m/z range are
transmitted simultaneously. If a wider m/z rangerésgjuired, the r.f.-voltage is
modulated (stepped or ramped between two or mbréevels) during the spectrum
acquisition, providing a larger transmission windaweraged over time. However it
should be noted that the wider m/z range is obthatehe expense of the duty cycle:
all light ions are lost when the r.f. is “high”, duthe heavy ions are poorly focused in

a shallow potential well when the r.f. is “low”.

In the mass filter mode, only ions within a narrawz window corresponding to
gv=0.706 and @=0.237 are transmitted. This point correspond$¢oapex of the xy-

stability region (see Fig. 2.2.4). A typical scanabtained by increasing U and V

while keeping the ratio constan{a,lzzgzcst. This allows ions of increasingly
Qm

higher m/z values to travel through the quadrupole.

The stability diagram for a quadrupole ion trapolstained by superimposing two
stability diagrams which differ by a factor -2. Thalirection is conventionally taken

as that for which g is negative.

The operation of the quadrupole ion trap is largetalogous to the operation of the

linear quadrupole and will not be further discussed
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2.3 Fourier transform — ion cyclotron resonance (FT-ICR

The first ICR mass spectrometers were reportedniyhq16] and Sommeet al.[17]

in 1951 while FT-ICR was introduced in 1974 by Csanow and Marshall [18, 19].

Detection

electrode
’Bd

Excitation

—— electrode

Trap electrode

Fig. 2.3.1.Scheme of the FT-ICR Infini} Cell [20]. The cell is positioned inside

the bore of a 9.4 T superconducting magnet. Indccate the three sets of electrodes.

The motion of an ion in an ICR ion trap is desailhy the Lorentz equation [21]

2

der dr
Mo =q(v><B+E)—ml'(a) (2.5)

where m and q are the ion mass and charge,s the ion positionE and B

respectively are the electric and magnetic fieldsde the ion trap and thlé(%}

term takes into account collisional damping. In thiéowing discussion the damping

term will be dropped.

The ions in an ion cyclotron resonance (ICR) cedle( Fig. 2.3.1) are trapped in the
xy-direction by their cyclotron motion due to theatg axial (z-axis) magnetic field,
B, and axially by two equally charged capping elmb#s producing a convex

approximately quadratic electrostatic potential.

23



The confinement in the z-direction results from #ggplication of an electrostatic
potential \f to each of the two trapping electrodes, with temaining electrodes
electrically grounded. Solving the Laplace equaf@mssuming no space charge within

the electrode structure)A¢ = ,Qyields an approximately quadrupolar electric

potential near the centre of the trap, which cawbten in the form

Ar.2) :VT(y+ ZZZ (222 —rz)j (2.6)

wherer is the radial position of the ion in the x-y plaeis a measure of the trap
size, ands anda are constants that depend on the trap shape [22].

The resultant electric field, E=-0¢, has an axial component,

E, = _do_ —2VT2a z, and a repulsive radial componeft, = _do_ VTza
dz a d a

r.

Replacement into the Lorentz force equation 2.3dgidor the motion in the z

2

d°z _ _2qVTa

direction, m > 5
dt a

z, that describes a harmonic oscillator with a tragp

2qV;a

ma’

frequency equal tav, = . The total radial force on the ion is obtainedriro

the radial component of the Lorentz force equatibhe analytical solution is,

however, more easily obtained in the Cartesian form

d?*x dy , gz

m =gB—+——X
2 2

dOI zy d:jx ZV a @7)
m—L=—-gB—+11°

a  Cat & Y
Posing w, = 9B w, +w_ and % = q\/_Tza = w,w_, the frequenciesv, and w_are

m a

. w, | o . .

defined asw, = 71 VTR and the equations may be further rewritten as
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2

d ;(—(a)++a)_)$/—a)+w_x=0

dt dt 2.8)
d2y+(a) v ) wy=0

dt? T dt T

A solution of the equations 2.8 is the radial ioajectory (a special case of the

solution obtained for the Mathieu equation, seea&qn 2.2) given by

x=p,sinfwt+¢,)+p_sinfwt+g.)

y=p, codwt+p,)+p. codwt+g.) (2.9)

According to these equations the ions move in ekésy where the (angular)
eigenfrequenciesv, and w_are given by the trap parameters (Ba), and the radii
p,and p_and phaseg, and ¢_are given by the initial conditions. The ion motisra
superposition of the axial harmonic trapping motrath the trapping frequencyy,,
and two radial (i.e. xy-plane) circular motions twthe reduced cyclotron frequency,
w, ,and the magnetron frequenay, . The cyclotron and magnetron modes of the ion

motion are decoupled and their amplitudes are iedégnt of each other [23].

Fig. 2.3.2.1on motion for w, =4w,, w, =8w_, and p_ =4z, =8p,; flat circle

magnetron motion only; sigmoids combined magnetrod trapping motion; solid

curve combined magnetron, cyclotron, and trappingan [23].
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Trapped ions with the same mass-to-charge ratid halle the same cyclotron
frequency. If a rapid frequency sweep (chirp) isrdduced into the measuring
chamber, these ions will absorb energy at theiciipecyclotron frequency and the
added energy will cause the size of their orbiintmease as the cyclotron motion is
resonantly amplified. The cyclotron motion estdimis discrete coherent packets of
ions with identical m/z and thereby provides a nsetanselectively separate one m/z
from another. The time-varying electric field ofetltyclotron rotating ion packets
repeatedly passing the detector plates at theivitheéhl cyclotron frequency generates
an induced image current proportional to the totahber of ions. The transient signal
is recorded and converted from the time domaiméoftequency domain by means of
Fourier transformation. The frequencies are coederto m/z values and the
respective amplitudes represent the abundancée aorresponding ions [24, 18, 25,

24, 26].

One of the biggest advantages of FT-ICR-MS is ipaualleled mass resolution.

Another unique feature of FT-ICR-MS is the conwbktored ions within the ion trap

2.4 Electrospray ionization

Most experiments discussed in this thesis rely lent®spray ionization to generate
ions in the gas phase. During the process of elgutay ionization, the analyte is
gradually completely desolvated and the ions deteate usually expected to mirror
the molecular species present in solution. Accgdio Fenn [27] “electrospray
ionization” refers to a complex combination of ipgdedent component processes, the
two most important of which are electrospray disfmer, the electrostatic dispersion

of sample liquid into charged droplets, and ionaat i.e., the transformation of
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solute species in those droplets to free ions éngds phase. Electrospray dispersion
involves the high electric field applied betweee thetal capillary and the counter-
electrode which causes the accumulation, at thetisolair interface, of ions of the
same polarity as the voltage applied to the capill28, 27, 29, 30, 31]. The
accumulation of charged species destabilizes thudliat the capillary tip and causes
the emission of charged droplets in the gas ph2g&e?7, 29, 30, 31]. The rate of the
charge separation process which determines thegeeaurrent that flows between
the electrodes is determined by the flow rate, iadploltage, conductivity, and liquid
surface tension [28, 32, 27]. The involvement actlochemical processes in the
operation of electrospray sources was emphasizadebgarle and coworkers [30]as
well as by many others [27, 30, 31, 33]. As sumpeatiby Van Berkel [27, 31],
reduction /oxidation reactions involving solventsaoalytes, and/or the elimination of
cations /anions from solution, must occur during tiegative/positive ion mode of
operation to supply the necessary excess neggtvgtive charge. However the
details of the ionization step and the differergratg involved are often not controlled.
In some electrospray source designs, additionalraoparameters such as heating
part of the capillary or a sheath flow of nebulizgas coaxial to the capillary are

available in order to facilitate droplet emissiomavaporation.

It has been theoretically described and experinignteemonstrated that narrower
spray capillaries result in smaller droplets, anagcimreduced flow rates [34]. A 0.7
mm diameter borosilicate glass capillary with itetremity pulled to a 1-4 pm

diameter aperture, sputtered gold film on the ositeface, and a spray voltage of 0.7-
1.1 kV make flow rates of 20-50 nl mirsufficient to provide a stable ion current

(sometimes with a small back pressure) [35]. Besitls low sample consumption,
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NanoESI is well suited for solvents ranging frone thighly polar pure water to the
apolar toluene, both in positive- and negativesimrde, and is free of memory effects

since each sample is supplied in a fresh capillary.

Two models are typically considered to explain thenation of solute ions from
charged droplets, the ‘charge residue model (CRivjposed by Dole and co-
workers and the ion desorption model (IDM) basedtlo® work of Iribarne and
Thomson. In the CRM model, ions originate from dnthbplets containing one
molecule of the analyte. Evaporation of the solMenitn the initially formed droplet
as it traverses a pressure gradient towards thé/samaleads to a reduction in
diameter, and an increase in surface field, uhtl Rayleigh limit is reached. A
Coulomb explosion occurs, as the magnitude of ttege is sufficient to overcome
the surface tension holding the droplet togethae fesulting instability disperses the
droplet into a collection of smaller droplets tlcanhtinue to evaporate until they too
reach the Rayleigh limit and disintegrate. A comdtion of this process might result
in the formation of an ion containing a single gtwaimolecule. The molecule retains
some of its droplet charge to become a free iothadast of the solvent vaporises.
The IDM model, on the other hand, assumes thatréefa@roplet reaches the ultimate
stage its surface electric field becomes suffityelarge to lift an analyte ion at the
surface of the droplet over the energy barrier gnavents its escape [36, 28, 37, 38,
39, 40]. Although it is likely that both models ocdo some extent, it is worth noting
that while conventional ESI produces initial drdaplef 1-2 um in diameter, the
droplet size for nanoESI is less than 200 nm, theejr volume is about 100-1000

times smaller.
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2.5Gas phase technigues related to mass spectrometry

In order to probe their structure, properties, na@itms,... ions in the gas phase can
be activated. For example, a straightforward sjsater measuring bond strength is to
progressively increase the ion internal energyaserve the threshold at which bond
cleavage begins or the value of the collision epetgwhich the parent ion survival
yield amounts to 50% of the total ion current [#412, 43]. Collision-induced
dissociation (CID), surface-induced dissociatiotD($ heated capillary dissociation
(HCD), blackbody infrared radiation dissociationRB) [44, 45, 46] are commonly
used in mass spectrometry to probe the strengthtefactions in gas phase, while
infrared multiphoton dissociation (IRMPD), electroapture dissociation (ECD) [47,
48, 49, 50]and electron-detachment dissociation (EDD) are ipaersed to promote
ergodic or in the last two cases non ergodic diatioa. lon-molecule reactions
(IMR) with neutral reagents can be used to study rimactivity of ions and infer
structural information (see chapter 4). Electrorotpkdetachment can be used to
detect or promote charge transfer within ions (depter 5). lon mobility also called
arrival time distributions (ATD) can be used toenfstructural information (see

chapter 6).

2.5.1 Collisional activation (CA)

Collisional activation, also known as collision igation dissociation (CAD) or
collision induced dissociation (CID), involves thetivation of the ions by few high-
energy collisions or multiple low-energy gas-phas#isions (characteristic for the
experimental conditions used in the present wamkyl, usually, the monitoring of the

subsequent dissociation pathways.
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The multiple collisions of neutral gas-phase moleswith an ion can be described
using diffuse or specular scattering models [51ffuBe scattering is characterized by
a complete memory loss of the incident momentum thedparticle leaves the ion
surface with a cosine distribution of angles pediemar to the ion surface [52]. In
contrast, specular scattering is equivalent tohidwel-sphere scattering and results in
conservation of the component of the momentum |edrta the surface and reversal
of the normal component [52]. Interaction of laigas and particles with collision
gas is better described by the diffuse scatterimgieh [53, 54, 55]. The internal
energy, Einr, acquired by the ions of mass, passing through a collision cell
containing a buffer gas of masg and gas number densty is calculated using the
following equation:

- m &
m+m, D

int

_DnmyaL
{1—e m } where ¢ is the average fraction of the centre-of-

mass energy transferred to internal energy of dmein a collision,Ey is the initial
laboratory frame kinetic energy of the ion injectedthe collision cell, D a drag
coefficient, o the collision cross-section, ahds the length of the collision cell [52].
The only unknown parameter is the conversion efficy of the centre-of-mass
collision energy into the internal energy, However, there is increasing evidence
suggesting that the energy transfer efficiency eases with the size of the ion,
reaching 90% for a nonapeptide [56, 57]. It is opable to assume that even higher
energy transfer efficiency reaching 100% would baracteristic of larger ions with

light collision gas [58]. For a small exponent agd=1, the equation reduces to

=™ Ena.
m +m,

int
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This energy transfer is thus influenced by the malr weight of the collision gas,
the initial kinetic energy of the ions (also callie@ injection energy of the ions), the

collision gas pressure, the cross-section of the,iand the collision cell length.

2.5.2 Infrared multiphoton activation (IRMPA)

Infrared multiphoton activation (IRMPA) involves ftiple photon absorption. It is

used to activate and often dissociate otherwisdlestgaseous ions. Infrared
multiphoton dissociation (IRMPD) is a techniquettban be conveniently applied to
trapped ions in Fourier transform ion cyclotronomance (FT-ICR) analysers. The
laser beam of a continuous wave carbon dioxide lais€0.6pm wavelength having a
power of 25-40W overlaps the ions stored within I68® cell and the amount of
energy transferred to the ions is typically vanea the duration of laser irradiation

[59, 60].

2.6 Practical limitations

In mass spectrometry, the measured signal typicalyesponds to the incoherent
sum of the uncorrelated contributions of each md&an the ion population
considered. As such, the signal represents batheaand an ensemble average of the
changes undergone by all molecules. Since very (fevany) of the ions in the
ensemble actually behave as the average, intargrétte smooth, continuous changes
characteristic of macroscopic observables in tesfrequally smooth transformations
at the molecular level can be both misleading awdrrect. In order to interpret the
distribution of the experimental results, a unimaassumption is typically made. If
that is not the case, and the molecular propedresdistributed in a multimodal

fashion, the macroscopic average will lead to gmossinterpretations. This is the
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main limitation, shared with many experimental ta@gnes, of the physico-chemical

interpretation of the results obtained from iong&s-phase using mass spectrometry.

Finally, two important largely open questions atee textent of the results
transferability between the gas phase (solventdoelitions) and condensed phases
and between ions and neutrals. For example, intisoluwhere noncovalent
complexes are formed several attractive terms ré to the overall stabilization of
noncovalent assemblies [61]. In the gas phase,emiher noncovalent complexes can
be transferred using e.g. electrospray (ESI) terddhe their stoechiometry, energy
of interaction, etc., mass spectrometry (MS) angvdd techniques suggest that the
important structural features of large moleculaseasblies are retained. However,
some of the information obtained in gas phase nwybe directly transferable to
solution. Indeed, the strength of the electrostatduction and dispersion interactions

(discussed in chapter 6) is expected to increasnwjoing from solution to the gas

. . . 1
phase due to the influence of the dielectric carist@&rm, —, whereas the
£

'
hydrophobic interaction is expected to vanish [@2pwever, even though solvent
effects affect the chemical reactivity and the comfation of molecules, they also
mask their intrinsic properties. Gas-phase ion-gwke reactions, free from the
complication of solvent and counter-ion effects) b& used to obtain information on
the intrinsic reactivity, including reaction kineti product ions, reaction mechanisms
and thermodynamic properties of ionized molecuzass phase experiments can thus

act as benchmarks for theoretical studies.
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Chapter 3. Quantum Chemical Modelling of Molecular

Properties

In quantum mechanics the state of a system such aslecule is defined by its

Wavefunction|<//> and its evolution in time is governed by the Sdimder equation,

ih%|t//(t)> = Hy(t) where His the Hamiltonian operator associated with thaltot

energyE(t) of the system. When describing stationary states, uses to the time-

independent Schrédinger equatidfly) = E|y).

The typical non-relativistic molecular Hamiltoniaperator, in atomic units, can be

divided into five terms,

Ij>|'

HA:—ZT:%D?_i ZZ|r R, Zzl ‘ Zk:é““? R,| @

where{i, j} and{k,I} respectively run over electrons and nuclei, hds the ratio

of the mass of nucleusto the mass of an electron. In the presence aéxa@rnal
field, or in the event of significant relativistdfects, etc., other terms are added to the
Hamiltonian; e.g. in the case of an external electric fiélff), one adds the term

(- nE(t)) wherep is the dipole moment of the molecule. The disarsi based on

[1, 2, 3, 4].

3.1 The Born-Oppenheimer approximation

In order to simplify the solution of the Schrodingeuation, the Born-Oppenheimer
approximation is used. Due to the nuclei being abmur orders of magnitude heavier
than the electrons, the electronic relaxation carcdnsidered as instantaneous with

respect to the nuclear motion. Hence, in good agm&tion, the nuclei move in the
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average field due to the electrons and to the atbelei. This approximation allows
to decouple the electronic motion from the nuctea. One first solves the electronic

Schrédinger equation (“el”) for fixed nuclear pasits {R, } :

%r\ iR = B R)wa (iR ) B

—igmz ii le 3 ii n

i |r‘ j>i

while the total energy, in absence of nuclear nmstjas :

_ M M ZkZ
Etot _Ed(Rk)+;;|R | (3-2)
> k |

Then, one can solve the equation for the nucleiichvimoves in the potential

generated by the electrons and in the potentiataltiee other nuclei.

The Born-Oppenheimer approximation considerablyuced the complexity of the
Schrédinger equation. However, in many electronesys, the resulting equation for
the electrons is still impossible to solve exacttye to the electron-electron
interactions. One of the most common ways of dgalvith the many-electron

problem is to separate the many-electron Schrodingguation into
independent/effectively non-interacting one-eletteguationsh ¢/, ) = £|¢,) . In the

present work calculations were performed at thiéferdnt levels of approximation,
i.e. Hartree-Fock Theory, Semi-empirical PM3/PM&moels, and Density Functional

Theory.

3.2 TheHartree-Fock method

The Hartree-Fock (HF) theory is a deliberately appnate theory, whose
development was partly motivated by an ability wve the relevant equations

exactly.
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In the HF Molecular Orbital Theory, each electr@endescribed by a spin-orbital
x,(x)=w.(r)c(w) wherey, (r)is its spatial orbitak(cw) is its spin @(w) or B(w))
and x =(r,w) indicates both space and spin coordinates. The &ttisymmetric

wavefunction of the N-electron system in its growtate is then approximated by a

single Slater determinant of spin-orbitajg," = ZSgr(P I_“XP whereP

PDS

is a permutation of the N first integers. The deieation of spin-orbitals relies on a

variational principle. The expectation value of theectronic Hamiltonian,
WoR)H&|ws ;R )), is made stationary with respect to the spin-
orbitals, y, (x) subject to the condition of their orthogonalipatiand normalization

by means of Lagrange multipliess:

s A ) - &, 00 0Ly (<)) = 0 3:3)

5)(.()

The variation leads to a set of coupled integréed#ntial equations of Schrodinger

form, the so-called HF equations. The one-electrmiecular spin-orbitals*r)(i (x)>

are individually determined as eigenfunctions sk of one-electron Fock operators,

_%Dz J'dr ‘ )‘ )>

|r— k|

S, o %m(x»:amx» @)

where s labels the spin of particle The last two terms on the l.h.s. represent the

interaction of each electron with the static fielflall the other electrons and are
respectively the Coulomb and exchange term. Théhamge term, which arises

because of the antisymmetric character of the oht@ntal wavefunction, is only
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non-zero when considering electrons of the same api cancels out the unphysical
self-interaction present in the Coulomb term. THeat¢ of exchange on the many-
body system is that electrons of like spin tendvoid each other. Each electron of a
given spin is consequently surrounded by an “exgbdmle”, a small volume around

the electron which like-spin electrons avoid. Uelikll the other terms acting on

|)(i (x)> the exchange term is a non-local integral opelatd this makes the Hartree-

Fock equations nonlinear and implies an iteratolatson.

The procedure for solving the Hartree-Fock equataralled the self-consistent-field

(SCF) method. The spatial part of each unknownelaetron molecular spin-orbitals

_ K
is approximated by a linear combinati4>¢',.”'a‘ > = ZCM‘%> , of a finite set of spatial
1%

basis functions ﬂqoﬂ(r»,u:l...,K}, typically atomic orbitals (LCAO

approximation). Starting from a guess, the Harffeek system of equations is
expressed as a set of matrix equations known as$-Rdathaan’s equations:

FC =SCe where F is the Fock matrix,C is the expansion coefficient matrix,
Sw :<¢u‘%> is the overlap matrix, and is the diagonal matrix of the orbital
energies. Hall-Roothaan’s equations are then sateedtively until self-consistency
is reached and, according to the variation primgigphe best se{t)(k} of orthogonal
Hartree-Fock spin-orbitals and corresponding orteteergies{s,} that yields the

lowest E is found. The N spin-orbitals with the lowest ejies are called the
occupied spin-orbitals. The Slater determinant fmnfrom these orbitals is the
Hartree-Fock ground state wavefunction and is #w Bpproximation to the ground

state of the system of the single determinant form.
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In many cases it is advantageous to apply theiegstr that electrons with opposite
spin pairwise occupy the same spatial orbital. Thike case for closed-shell systems
and leads to the Restricted Hartree Fock method=jRWhen the system has open
shells (MO occupied by a single electron), two falisms can be used: in the open-
shell variant (ROHF) of the restricted HF methaal$,doubly occupied orbitals are
constrained to have the same spatial part wheretigeiUnrestricted version (UHF),
two different sets of spatial parts are used, afspatial parts for spia and a set of
spatial parts for spif. An important advantage of the restricted methisdbat the
magnetic moments associated with the electron cgoiicel out exactly for the pair of

electrons in the same spatial orbital, so thalS6& wavefunction is an eigenfunction
of the spin operatoré2 and éz. Although UHF generally predicts the energy better
due to greater variational freedom since one allovfferent spatial parts for spin

orbitals of spina and 3, UHF sometimes has problems when predicting médecu

properties such as bond lengths.

In short, the Hartree-Fock theory generates a eailrolled approximation to the
many-electron wavefunction that is antisymmetrithwespect to the exchange of two
electron coordinates. It includes exchange betwdenspin electrons but all the
instantaneous electron-electron interactions amggroxpmated with the mean-field
interaction. In other words, it neglects dynamidr@tantaneous electron correlation.
Even though exchange corrections to the classictdralectronic repulsion are
significantly larger than the neglected correlatemrections (typically between one
and two orders of magnitude), neglect of electromratation can have profound
chemical consequences when it comes to determiatcgrate wavefunctions and

derived properties. Another limitation of the HFedhy is the finite atomic basis set
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used in the SCF calculation. Indeed, the larger monde complete the set of basis

functions {%}, the greater the degree of flexibility in the empian of the spin

orbitals.

3.3 Post Hartree-Fock methods

In order to introduce correlation corrections, Weavefunction can be written as a sum
of Slater determinants with both the coefficiemtdront of each determinant and the
spin-orbitals in each determinant optimized vaoiadilly. The equations for the
orbitals are similar to the Hartree-Fock equatiombey must be solved self-
consistently but with two-electron repulsion andtenge terms that reflect the multi-
determinantal nature of the wavefunction. Usuah basis of Slater determinants is
truncated. If the determinants summed are thosewbald normally be used in a
valence-bond description of the molecular electragtructure, the method is called
multiconfiguration SCF (MCSCF) whereas if all pdésideterminants that can be
constructed from the occupied and empty valencdétatsbimportant to the bond
beaking and forming steps are considered, thendaliled complete active-space SCF

(CASCF).

3.4 The semi-empirical MNDO-PM 3/PM 6 methods

MNDO-PM3/PM6 are valence-electron self-consistésidf (SCF) molecular orbital
(MO) methods which employ a minimal basis set afiat orbitals{qoﬂ} and the
neglect of diatomic differential overlap (NDDO) égral approximation. The NDDO
approximation retains the higher multipoles of geadistributions in the two-centre
interactions. The NDDO Fock matrix elements areegias the sum of parametric

one-centre and two-centre terms. The one-centmmstesre taken from atomic
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spectroscopic data, with the refinement that slighjustments are allowed in the
optimization to account for possible differenceswsen free atoms and atoms in a
molecule. The experimentally derived one-centre -&lgztron integrals are
considerably smaller than their analytically caddatl values which is (at least partly)
attributed to an average incorporation of electtorrelation effects. The two-centre
two-electron integrals are evaluated from semi-eicgdi multipole-multipole
interactions and again are at intermediate distarstealler than their analytical
counterparts reflecting some inclusion of electommrelation effects. The MNDO-
PM3/PM6 methods have been parameterized primatiilly wespect to ground-state
properties, with particular emphasis on the ensrgied geometries of organic
molecules. The difference between PM3 and PM6ihethe treatment of the core-

core interaction and leads to an improved modealingydrogen bonds in PM6 [5].

3.5 The Density Functional Theory

The Density functional theory (DFT) is a powerfigkmally exact theory that must be
solved approximately because a key operator haslamown analytical form. In the
Density Functional Theory, the interacting electraare replaced by a fictitious
system of non-interacting electrons characterizgé overall ground-state density
identical to the density of the real system. Thectbnic Hamiltonian of such a

system can be expressed as a sum of one-electeyators. The Kohn-Sham (KS)

one-electron operator is defined aﬁsz—lmf—i 2 +J' ,o(r')’ dr' +V,
2 Slri-r| -t

whereV, (p) is the exchange-correlation potential operatois the analytical form

of ch(,o), defined as the functional derivative with respextthe density of the
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&, (0)
ap

exchange-correlation density functional energy,(o) = , that is unknown

and prevents from computing exact solutions. Theharge-correlation energy,

Exc(p), not only includes the effects of quantum mechaniexchange and

correlation, but also the correction for the cleakiself-interaction energy and the
correction for the difference in kinetic energyvween the fictitious non-interacting

system and the real one.

In molecular quantum chemistry, Von Karman boundamyditions are used and the
density is expanded in a finite basis set, the KBham orbitals. This is unlike the
approach used in solid state where periodic boyndanditions are used and the

basis set is typically made of plane waves.

The numerical approach used to determine the eledlensity and subsequently

derive the other molecular properties, implies¢oaimpose the density on a basis set,

N
p(r)=>|x(r)*. The KS orbitals,x,(r), are then, in tum, expressed as a linear

combination of functions{qoﬂ}, typically atomic orbitals. The individual coefients

are determined by solving a secular equation dptiealogous to that employed for

HF theory. Since the density is determined usirgydtbitals derived by solving the

N
secular equationp(r) =Y |x; (), the Kohn-Sham process must be carried out as an

N
iterative SCF procedure. After each iteratiop(r)=>"|x,(r)° and E(p) are

calculated until both change by less than a preddfthreshold.
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The exchange-correlation functional used in thesgméwork is the hybrid functional
B3LYP. It is a so-callechybrid functional because it includes a fraction of exact
Hartree-Fock exchange in addition to density fuordl exchange. Since density
based functionals typically overestimate a quantwpich HF theory will
underestimate (for example, bond lengths) [6], B¢eget al. [7] proposed a three-
parameter functional expression denoted B3LYP:
EXY =(1-a,-a, )E-* +a,E" +a,EP* +(1-a, )EM™ +a,E". It involves the
local spin density approximation (LSDA) exchangedtional, the Hartree-Fock (HF)
exchange functional, Becke’s 1988 (B88) functioi®dl Vosko Wilk Nusair (VWN)
correlation functional [9], and Lee Yang Parr (LY&)rrelation functional [10]. The
three parameterg;=0.20, @=0.72 and &0.81 were initially determined by Becke
[11, 12] by minimizing the atomization energiesnigation energies, electron
affinities and proton affinities of the G2 dataseith Perdew-Wang correlation

PWL instead of EC-T. B3LYP shows surprising accuracy for

functional E.
thermochemistry, structures and spectroscopic ptiegeof first row molecules [13].
The high accuracy of B3LYP has made it perhapsntiost popular functional of
modern density functional theory although it does, rfor instance, include the

dispersive forces correctly for non-bonded molecstauctures and therefore yield

incorrect interaction energies [14, 15, 16].

3.6 Geometry optimization and vibrational modes

Once the electronic problem is solved, the motibthe nuclei can be solved under

the same assumptions (e.g. Born-Oppenheimer appatxin). ForM nuclei, the
geometry optimization problem is a minimization fgeon in 0°" that can be written

as inf{E, (R),(R)0O™}, where E,(R) designate the sum of the Coulombic
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.7
repulsion energy between the nucEz| Rl and the fundamental electronic
1>k

energy E, (R) corresponding to the nuclei positiofR}. From a numerical point of

view because the configuration space is large (Mreach several hundreds for the

ab initio models and several thousands for semi-empiricatlets) and because

evaluation of Etot( ) at a given point of0*" is computationally expensive, the

number ofE,, (R) evaluations needs to be as small as possible.

In Gaussian™ geometry optimization is performed d®fault using the Berny

algorithm [17, 18] in internal coordinates. The dtian Emt(R) in internal

coordinates depends on 3M-6 variables, TRe (3M-6)-dimensional gradient of this

dE, (R)

function is given byg, = iR

. Berny algorithm is an iterative method aiming at

constructing a sequen€R}, that converges to a minimum &, (R).

At step p+1, the value of the functioB; , and its gradientg®, at m+1 points
(0<a<ms p) are recorded. The information is arranged so ftis the current

point, R* the most recent previous point, and so on viRth the oldest. From the

previous step there is also M - 6)x (3M - 6) matrixF that is an approximation to

d’E
dRdR;

the true second derivative matrix, if§, =

The first part of one step aims at obtaining cdioes to the approximate second

derivative matrix. An orthonormal basis set of weste® is constructed for the space
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spanned by the vectors (Ra—RO) by Schmidt orthogonalization.

a-1

re=(R*-R%)-Y (R -R°)2")

b=1

N (3.5)

e

a

r

If a point is too far from the current poireRa - RO‘ > rmax) or if points are nearly

collinear Qra < rthmh), then the point is discarded. Thus at gtefi, a total ofm+1

energy and gradient evaluations remain for useomnecting the approximate force

constant matrix.
In the space spanned by the vectets the new and the old estimates of the second

derivatives,k® and k2, are respectively obtained:

(ga_go)@b_gkﬁb«Ra_Ro)@c)
ke = (RacilRo)Eea ,andky® =k* =e* [F[&*  (3.6)

These values are then used to update the curramiaés of F.

Frew = pod +Zm:(kj"° - |<§‘°)[ea Oe®+(1-0, )" 0 ea] (3.7)

b=a

The second part of one step is dedicated to seaydbr a minimum along the line
between the current point and the previous po(Rtl,—RO) by fitting a quartic
polynomial constrained to have only one minimuntlo ¢®, E!, g*, and interpolating

the energy and the gradiegtat the minimumR .
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Using the new estimate of the second derivativeirmit and the result from the one-

dimensional search, the next estimate of the lopatif the stationary point is given

~

by R™ =R -F7j.
The inverse of the second derivative matrix is waled by first diagonalizing the
matrix. The eigenvalues are tested to ensure hHwatratrix is positive definite and
thus that the optimization step proceeds towardsiramum. If a negative value is
found, its sign is reversed. The net effect isoiwé a steepest descend step along the
direction of the eigenvector possessing the negatigenvalue. The next step is
carried out in a similar manner, retaining inforrmatfrom at mosn previous steps
and discarding the oldest information if necess#fy.each step the gradient and

displacement vectors are tested to see if the ggtion has converged.

Once the stationary state localized, it is possiblealculate the normal modes of

vibration and the associated frequencies by solvihg eigenvalue equation
H(m)Qk =A,Q, where H™ is the mass-weighted Cartesian Hessidp= 2/}
with v, being the K vibrational frequency an@, the associated normal mode. The

elements of the Hessian are the mass-weighted dederivatives of the total

electronic  energy with respect to nuclear Cartesianoordinates

oo 1 9,
H M = ( ot j (3.8)
eq

(mm,){oR™oR”

3.7 Vibrational spectroscopy

In general, experimental vibrational spectra ofjéamolecules with many degrees of
freedom are too complex to yield detailed inforrmatabout the vibrational motions.

In most cases assignment of the peaks to partioudaes of vibration is not possible
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at all. Accurate quantum-chemical calculations dbrational frequencies and

intensities make the interpretation of experimespactra much easier.

At the heart of spectroscopic experiments is tleharge of energy between radiation
and matter. Matter can emit or absorb light (phsjoby undergoing transitions
between quantized energy levels. Light is a sumatipo of electromagnetic
radiations. These radiations are classically desdrilas transverse waveforms
consisting of orthogonal oscillating electric andagnetic fields which point

transversely to the direction of propagation of thave. Both the electric and
g . c : :
magnetic fields oscillate at the same frequency; wherec is the speed of light.

Conventional spectroscopic measurements are cattenth the intensity of light
absorption (IR spectroscopy), emission (fluoreseespectroscopy), or scattering as a
function of the frequency of radiation. Scatterafga monochromatic electromagnetic
(EM) radiation (photons) of frequenay by a molecule can occur either elastically
(Rayleigh scattering) or inelastically (Raman s&atty). In the case of vibrational
spectroscopy, the fraction of the photons that axgk energy with the molecule
induces transitions between its vibrational stavébrational spectra are generally
dominated by fundamental transitions, in which ivenber of quanta in one normal
mode increases (or decreases) by one and all mtheral modes remain in the same

state.
In the presence of an electromagnetic radiatiorot{pt), a time-dependent electric

dipole moment is induced by the oscillating electfield in the molecule. The

expansion in a power series in the applied fieldhef molecular dipole moment is
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given by: p = Zu 1) )+u[IE+ [s EE +--- with the first-rank tensop(o), the

i=0

ou,

permanent dipole moment and the second rank ter]§@r(a J , the polarizability

iJo

tensor. The zero subscript means that the derivetigealuated at zero field.

3.7.1 |Infrared spectroscopy

The interaction responsible for the one photon aitkor and the one photon
emission by one molecule, is given by/(t) = —E_(t)(h, wherep is the transition
dipole moment ancE,(t) is the incident electric field. In particular fimfrared

vibrational spectroscopy the transition dipole maomean be approximated by the

electric dipole moment dependent on the normal mod&f vibration

3N-6
+Z(GQJ . The intensity of the infrared absorption
k/o

corresponding to a given vibrational transiti‘(vﬁ +1> - ‘vi"> is then proportional to

the square of the transition matrix elements

(
Wil =( 287 o) @9

3.7.2 Raman spectr oscopy

The present section introduces Raman spectroscapyhanhypotheses made in the
theoretical derivation of the intensity of Ramarntivec modes according to the

treatment of Placzek [4, 19, 20].
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Scattering is a two photon process involving theeraction between two electric
fields due to their mutual interaction with a malkc In the linear approximation in

the electric field, the molecular dipole inducedthg incident fieIdEw(t) is equal to
n™ =« [E. The interaction potential of this dipole with tresultant fieldE , (t) is

()™ =-E,(t)E,(t). The different transitions induced

given by H'(t)=-E,,
by this interactionare two-photon absorption, two-photon emission, &gk
scattering (& = w), Stokes-Raman scatterinf/ <w), and anti-Stokes-Raman

scattering («/ > w). In what follows the focus is on the non-resonafaman

spectrum, the spectrum observed when the excityhg is distant in frequency from

any absorption band.

The response of the molecule may be calculated gommechanically while the

fields remain classical. The differential Raman teratg cross-section for the
: L. dog : o
i - ftransﬂmn,m, is equal to the ratio of the power per steradieradiance,

W/sr) at the detector divided by the incident isign (W/cnf). Within the Born-
Oppenheimer approximation and the long wavelengiraximation (electric field
vectorE constant within the whole molecule), the applmatof Fermi’'s golden rule

yields the following expression for the Raman-sraty differential cross section

do;, o’w

from an initial statei) to a final| f), o -
c

e, La, @O‘Z. The unit vectors

e,and e, point along the polarization directions of the ident and scattered

radiations and do the job of projecting out thet phithe induced polarization that is

detected. According to Placzek, the polarizabilénsor, a; , for the i - f

transition from vibrational statéi) to a final vibrational state f) of the non-
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degenerate electronic ground state 5 given by

| Wy Ty Tl wy, —wy; —1I,

), =5 Cdrl)_ (el 610

In this expressionu, is the p component of the transition dipole mome|rnt> an
intermediate stateil’, is a damping factor which is inversely proportibta the

lifetime of the stat¢n>, and w, is the incident radiation frequency.

It is the basis of the standard method for caloudatelative intensities for polyatomic

molecules.

Since the ground state polarizability tensor pataosly depends on the nuclear

coordinates, it can be expanded in a Taylor seEsit the equilibrium geometry,

3N-6 a
0,,(Q)=(a,,), + Z[ a””} Q +... (3.11)
=\ 9, ),

In the harmonic approximation, the first term i #xpansion accounts for Rayleigh

scatterinngf > =|vi >) and the second term for the first Stokes-Ramagsland anti-
Stokes-Raman IineQ.A/f > =|v tl>).

Evaluation of the total matrix elements (neglectijugdratic and higher order terms),

(v, ‘ugp|vi>:(agp)0<vf‘vi>+3§e{%j (v/[QJv), gives for transitions
0

k

. : 1( Oa, .
Vi +1) — |v) the following expressionvf |a,,|vi) = b, (Vi +1)2( an jo with

k

bl = 2 L . The derivatives of the ground state polarizabiktysor are often carried
k ﬂvk

out as numerical or analytical derivatives of theergy since according to the
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d2E,

Hellmann-Feynman theorem ,, = {H
P o

j , 0,0 ={x,y,Z}. Given the normal
0

modes, all Raman intensities can be calculated @isa comparable to that of an

energy and gradient calculation at a single nuaeargy.
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Chapter 4. lon-molecule reaction studies

The present chapter discusses the characterizafidi-deoxyguanosine and g6
using ion-molecules reactions in the gas phase-pBase ion-molecule reactions are
one of the available techniques to gain informatam the intrinsic properties of
ionized molecules in a solvent free environmentc8iits introduction as a structural
probe for gas-phase ions in 1972 by Hunt and coersrk[1l], gas-phase
hydrogen/deuterium (H/D) exchange has been usditioguish isomeric species [2]
and to probe conformational changes by mass speetrp [3, 4]. Deuterium
incorporation occurs at exchange sites (i.e. ana@nmade, and hydroxyl) accessible to
the reagent gas [5]. Gas-phase H/D exchange is tssome extent, affected by
charge location on the molecule [5, 6]. It has basad in the present work (see
section 4.1) to probe the fragmentation of 2’-dejugnosine and to provide
supporting evidence for its fragmentation mechani®htleoxyguanosine is a purine
deoxynucleoside composed of guanine linked by 8snitrogen to the C1 carbon of
2’-deoxyribose. It is a component of deoxyribonicclacid (DNA) in which repeats
of 2’-deoxyguanosine monophosphate can be foundyngnother places, in the
telomeric deoxyguanosine-rich sequences. Theseesegs undergo a monovalent
cation-induced transition to a folded conformatoatied G-quadruplex with guanines
forming planar G-quartet structures. These strestunave attracted considerable
attention both for their structural and potentilygico-chemical properties [7, 8, 9,

10, 11, 12].

Gas-phase reactions have also been used to stydgaCctivity towards methanol (see
section 4.2). Fullerenes such ag &e closed caged molecules exclusively composed

of carbon. They are considered to be the 3rd cadfiotrope in addition to diamond
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and graphite. Unlike aromatics, fullerenes havehgdrogen atoms or other group
attached, and so are unable to undergo substitteamtions. However, a vast number
of products may arise from addition of just onegexd [13]. The chemistry of

fullerenes is therefore concerned with investigatimse additions and examining the

structures and reactivity of its derivatives. Thezand section of this chapter is
dedicated to the reactivity of the radical monoan@, ~ towards neutral methanol in

the gas phase.

4.1. Collision induced dissociation of deuterium aiched protonated 2’-

deoxyguanosine

Studies of the fragmentation of nucleosides andeatides are instrumental to the
understanding of the cleavage of oligonucleotidesskequencing purposes. Typical
activation techniques in mass spectrometry inclage and high energy collisions,

infrared multiphoton activation, UV-visible photda@tion, and electron capture [14,
15, 16, 17] (see discussion in chapter 2). Depgndimthe activation technique used
and the ergodicity of the fragmentation mechanigsmolved, different reaction

channels are followed and different fragments geteel In order to understand a
fragmentation mechanism, one must obtain informatibout the reaction channel,

for example about the atoms and the conformatiovsived [18].

Nucleosides and nucleotides have been studied layge range of experimental
techniques, from X-ray[19], NMR[20, 21, 22], Rangpectroscopy[23, 24, 25], mass
spectrometry[26, 27, 28, 29] to photoelectron meaments[30, 31]. Conformers with
different relative orientations of their subuniter& reported and it appeared that the
physicochemical properties, e.g. reactivity, of leasides were influenced by their
conformation[23, 32, 33]. The conformation of 2'edgguanosine is defined by five
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main torsion angles among which the most imporisuihe torsion angle around the
C1'-N9 glycosidic bond.x, which defines the orientation of the nucleobasth w
respect to the ribose (see Fig. 4.1.1). Conforraesstypically divided according to
theiranti (x ranging from 90° to 270°) @yn (x ranging from -90° to +90°) character.
In crystals[19, 34] and solutions[21, 35] nucleesidpreferentially adopt aanti
conformation in which the base is oriented awayftbe sugar. However NMR data
in solution indicate that 2’-deoxy-5’-monophospliatenosine has a significant
propensity to adopt syn orientation, with the nucleobase oriented overftlianose
ring[20, 36]. Guanine containing nucleotides halg® deen shown to adopt tkgn

orientation in a number of crystal structures afleasides [37].

In the gas phase, the influence of the desorptiatedolvatation and ionization
processes on the conformational population andrfeangation pathways of molecules
with a large number of degrees of freedom is méishaot known. Some results are
therefore expected to be dependent on the gas-plragpeoduction method and even
involve, in some cases, several gas phase conferidewever, collision cross-
sections measurements by ion mobility in heliunthef deprotonated and protonated
2’-deoxy-5-monophosphatenucleosides (dNMP), penedt by Gidden and
Bowers[38], indicate that only one family of confwers is present for each of the
dNMP. The gas-phase conformations of the deprotondNMP deduced from the
mobility measurements are in tlaeti orientation, except for the deprotonated 2'-
deoxy-5-monophosphateguanosine (dAGMP) whichyis For protonated dNMP the
orientation issyn except for dAGMP which ignti[38]. To our knowledge, similar

results are not available for (deoxy)nucleosides.
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McCloskey et al. [26, 27, 28, 29] have studied nucleosides fradatem using
electron impact and chemical ionization mass spewtry. Their study of purine
nucleosides focused on adenosine and adenosinegansince guanosine was not
directly vaporizable due to its high polarity awdvivolatility[26]. For both ionization
techniques one of the most abundant fragment spediaucleosides was found to
correspond to the base fragment [b] plus two hyeinedbH]. However, the fragment
ions from chemical and electron impact ionizatioage formed by different
mechanisms. The main ion population of ;bkesulting from electron impact
ionization arises from double hydrogen transfermfrdabile hydrogens of the
sugar[26], whereas in the chemical ionization ofleasides, the bHragments arise
preferentially by initial base protonation followbg transfer of hydrogen from one of
the hydroxyl groups, most likely located in C2’,thicleavage of the glycosidic
bond[27, 28, 29]. For the 2’-deoxyguanosine inggzged here, electrospray
ionization is used and the only hydroxyl hydrogdonss available for hydrogen

transfer are located in O5’ and O3’ (see Fig. 4.1.1

57 HC4/ $CH t 22 C
5%“%“2' 4O¥H2 05
H
€ 2" 3 /é
H/Os' H/O\%// M

H

Fig. 4.1.1.Atom numbering of the 2’-deoxyguanosine protonatel;. lllustration of
the five principal torsion angles. Among the tomsiangles,x=[104’-C1’-N9-C4
defines the orientation of the nucleobase with eesfo the 2’-deoxyribosg=05'-
C5'-C4’-C3’ characterizes the orientation of the’ @fom with respect to the 2'-
deoxyribose ring. The molecule on the left is ia &hti conformation whereas on the

right it is syn.
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However, collision induced fragmentation followirgjectrospray ionization also

yields, exclusively, a bifragment at m/z equal to 152 (see Fig. 4.1.2).

Experimentally, isotopic labelling of exchangealoe skeleton atoms (on carbon
atoms) plays a key role in the interpretation ofssapectra. In the present study
partial and complete labelling of the labile hydsagatoms as well as incorporation of
deuterium atoms in the 2’-deoxyguanosine skeletponusynthesis are used to
identify the hydrogen transferred upon fragmentafirom the 2’-deoxyribose to the
protonated guanine fragment. Two different notatiare used for deuterium atoms:
’H for the skeleton atoms labelled using deuteriurd B for the hydrogen atoms

exchanged in solution or in the gas phase.

Any hydrogen residing on a heteroatom, such as sg@@mino, imino, hydroxyl
groups, is considered to be exchangeable[39]. Bedmtal inductive effects caused
by adjacent atoms, the intrinsic rate of excharmggeafparticular proton depends on
several factors, including the degree of solvemiosxre, temperature, pH, and the
concentration of exchange catalyst[6]. Several argk mechanisms can account for
H/D exchange in solution. From the extensive stofdthe H/D exchange for glycine
oligomers, five mechanisms have been proposechiH/D exchange with reagent
bases: the onium ion, relay, saltbridge, flip-flognd tautomer mechanisms|[6].
Deuterium oxide with its proton affinity of abou6@ kcal mof* [40, 41] is the least
basic of the commonly used exchange reagents.diplgase, it is likely that the H/D
exchange predominantly occurs via formation of arbgen bonded species for
compounds whose proton affinities differ from deateg species by less than 20
kcal/mol whereas compounds whose proton affiniffediby significantly more than
20 kcal/mol would use a relay mechanism to faddiexchange[6, 40].
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Green-Churchet al. extensively studied the gas-phase exchange bealrawb
protonated 5’- and 3’-mononucleotides with D,S, and NI to elucidate the gas-
phase structural features of these molecules addteymine the effect of reagent gas
basicity on the H/D exchange profiles. They repbrtthat except for 2'-
deoxyguanosine-3’-monophosphate, the 3- or 5-bygl sites all have proton
affinities less than 190 kcal/mol at the AM1 reded Hartree-Fock level of theory.
Consequently, they suggested that although theafaexchange represented most
likely the sum of individual rate constants for kange at several different labile
hydrogens, the sugar hydroxyl hydrogens shouldrbeng the first to exchange or
back-exchange. Intramolecular hydrogen bonding alss pointed out to explain the

incompletely exchanged nucleotides[39, 41].

In addition to the tracer use of deuterium for tyrogen transfer, the significant
kinetic isotope effects taking place provide metmstudy the hydrogens involved

either directly or via a concerted mechanism inftagmentation.

)

(a.u.

I

Fig. 4.1.2.Collision Induced Fragmentation of the most abmhdsotopic form of the

protonated 2’-deoxyguanosine (m/z=268). The onagifinent signal corresponds to
the protonated guanine (bH2 at m/z=152); the s@iggment is not detected. No
parasite fragmentation is observed. The collisioergy is given in the laboratory

frame.
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In short, the study reported here aims at: (1)ngjvexperimental evidence of the
origin of the hydrogen transferred from the dedsgse to the nucleobase using H/D
exchange and deuterium labelling, (2) discussinghvhydrogen atoms are involved
in the fragmentation based on the kinetic isotdfece(3) proposing a fragmentation
mechanism for the protonated 2’-deoxyguanosineasghase, (4) demonstrating the
feasibility of modulated in-source Deuterium/Hydeog back-exchange using a

conventional nano-electrospray source.

4.1.1. Experimental

If the exchange of the labile hydrogen atoms of 2hdeoxyguanosine in f© is
experimentally simple, the principal experimentafficulty arises from partial
reexchange of deuterium atoms by collision with@gpheric water molecules in the
ion source after sample vaporization[26]. In thespnt study the hydrogen atoms are
exchanged in solution with D and use is made of back-exchange in the gas-phase
(by collision with atmospheric water in the higregpsure region of the ion-source) to
modulate the number of labile deuterium substituded study the origin of the

hydrogen transferred.

The back-exchange is performed by collisions wittmaspheric HO in our open
nano-electrospray source with the(H partial pressure unknown. To control or
prevent the back-exchange prior to ion entrancéh@nlow pressure region of the
instrument, the kD partial pressure is modulated by means of a clbedl saturation
in nitrogen of the source. For the back-exchangeements, all ions were allowed to
react for the same duration with the atmospheriteswdhe charge is a proton or a

deuteron depending on the solvent nebulizef) dr D,O respectively. Once in the
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instrument and under vacuum conditions, the prdézha’-deoxyguanosine ions were

mass selected by a quadrupole and then fragmewntedllisions with argon.

Back-exchange essentially provides the same infiomas direct-exchange in gas
phase. It is however far easier to implement. Thmaler of labile hydrogens back-
exchanged is determined from a comparison of E®kttsp obtained from f®
solutions with a source saturated or not in QID spectra were obtained for parent
[M+H]" ions and the exchanged analogs [W(BD]". Composition of product ions
was determined and mechanisms of decompositiondalec! by comparison of the
CID mass spectra of the undeuterated and deutesptaries. The hydrogen transfer
from the deoxyribose to the nucleobase was studyecthonitoring the mass of the
sole charged fragment, the protonated guaninepd&oent molecules with different

numbers of hydrogens substituted by deuterium atoms

The analytes were prepared by dissolving each maneoside to a concentration of
10 puM either in a 100% 4D or a 100% BO solution. The non-deuterated 2’-
deoxyguanosine was obtained from Sigma-Aldrich amked without further
purification. Partial or total replacement of tleven exchangeable hydrogen atoms of
the neutral 2’-deoxyguanosine by deuterium atoms #@ane by dissolving the non-
deuterated 2’-deoxyguanosine in purgDThe extended exchange was performed by
annealing the molecule in pure® at a temperature of 95°C and letting the solution
stand for several weeks to ensure the replacenfetiteoH8 hydrogen atom. The
molecules with deuterium on carbon atoms,’d]2’-deoxyguanosine, [2’,2"%H.]2'-

deoxyguanosine (Deuterium enrichment 97 atom-%2fdd and 89% for 2"-H as
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determined by'HNMR) and [5’,5"-?H,]2’-deoxyguanosine, were purchased from

Omicron Biochemicals Inc. (South Bend, IN, USA).
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Fig. 4.1.3.Sites of deuteration by exchange of the protonktbile hydrogens. The
exchange of H8 is also known to occur upon heatimglongated exchange or at

basic pH.

In the present work a distinction is made betwearhange(-able) and transfer(-able)
atoms. The exchangeable atoms are those that caplaeed by deuterium/hydrogen
upon collisions with water. The transferable ataams those which can be ceded to
the nucleobase upon fragmentation. For all gasepbggeriments done on partially or
totally exchanged 2’-deoxyguanosine electronebdlitem D,O the protonation is

effected by a deuteron.

Collision-induced dissociation (CID), commonly usedtandem mass spectrometry
to extract information on the primary structurenaflecules emitted in gas phase, was

used to promote fragmentation.

The instrument used in the present study is a dyQrTOF Ultima Global™ mass

spectrometer (Micromass Ltd., UK) with an open apieric pressure nanospray

source.
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4.1.2. Results

As discussed in the introduction, the chemical ipocation of deuterium followed by
mass spectrometry plays a major role in the stratttharacterization of molecules,
in gaining information on the mechanisms of cheimecaenzymatic reactions and the
interpretation of mass spectra. Gas-phase hydrdget@rium exchange, on the other
hand, can be used to determine the number of lapdeogens, distinguish between
isomers of a molecule, deduce structural featuresthe molecule, and infer
thermochemical properties such as proton affirjidi@s6, 41, 42]. The aim of the
collision induced dissociation of protonated 2’-ggguanosine parent ions with
hydrogens replaced by deuterium atoms is to deterrakperimentally the origin of
the hydrogen atom transferred from the 2’-deoxysédao the protonated guanine

upon fragmentation.

4.1.2.1. Unlabelled 2’-deoxyguanosine

The fragment signal shown in Fig. 4.1.2 and 4.td&aesponds to the neutral guanine
augmented by a single proton. As in chemical idiong29], a rearrangement
between the sugar and the nucleobase takes plaerdarrangement involves the
transfer of a hydrogen atom from the sugar to tlmtopated guanine. Indeed, from
the mass spectrometer characteristics — argon hesed as collision gas and no
hydrogen being transferred between molecules dre@ns have been mass selected
by the quadrupole — the only possible origin osthydrogen is the sugar. On the
basis of mass spectra, it is not possible to aséélse N-glycosidic bond breaking
occurs before, simultaneously with, or after thdrbgen transfer. Assuming that no

undetected fragmentation of the sugar occurs,stofliinduced fragmentation of the
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protonated 2’-deoxyguanosine yields two closed Isfragments: the protonated

guanine and the neutral dehydrogenated deoxyribose.
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Fig. 4.1.4Collisional Induced Fragmentation of the most ataum isotopic form of
the protonated 2’-deoxyguanosine (spectrum a, 288mf protonated [12H]2'-
deoxyguanosine (spectrum b, 269m/z), of protonfe®’- °H,]2’-deoxyguanosine
(spectrum c, 270m/z), and of protonated [5' %%,]2’-deoxyguanosine (spectrum d,
270m/z). The observed fragment signals correspotite protonated guanine (bH2
at 152 m/z).

4.1.2.2. [L'2H]2'-, [2’,2"- ®H]2"-, and [5’,5"- °H]2’-deoxyguanosine
Fragmentation of [13H]2"-, [2",2"- ?H,]2'-, and [5',5"-?H,]2'-deoxyguanosine yield
the same fragment as the unlabelled dG as carebeoseFig. 4.1.4. Apparently, the
labelled deuterium atom&H), incorporated at carbon sites upon synthesisnat
directly involved in the fragmentation since orihe torotonated nucleobase without

deuterium atoms is observed.

4.1.2.3. 2’-deoxyguanosine with partial or total xxchange of the labile
hydrogen atoms
Control of the back-exchange extent was achievedabying the source saturation in

nitrogen (partial pressure unknown) as shown in &i§).5. For a given incorporation
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level of deuterium, the back-exchange in gas pluigbe deuterium exchanged in
solution increases as the volume rate of nitrogekdd into the source is reduced.
Spectra 4.1.5-a to 4.1.5-d were obtained followaniygvo hours exchange in solution
(spectrum a further required annealing yOlat a temperature ~90°C prior to the two
hours exchange). Spectra 4.1.5-a’ to 4.1.5-d’ heerésult of annealing inJD at a
temperature ~90°C followed by weeks of exchangeJ @ at room temperature. The
maximum number of deuterium atoms incorporated {spéctrum 4.1.5-a’) which
corresponds to the replacement of all the exchdmgdeydrogens, H1, H21, H22, H
on O3, H on O5’, H7 (the “protonation” site) an@Kksee Fig. 4.1.3). In solution, the
slowest exchange most likely involves the hydrogeid8 as will be further discussed
in the next section. From the comparison of ma#gsfei the pairs of spectra (4.1.5-a,
4.1.5-d) and (4.1.5-a’, 4.1.5-d") it is found th&kbm the 6 and 7 hydrogens
respectively exchanged on short and long time scatdy 3 are back-exchanged by
collisions with HO in the gas phase.

Experimental conditions reducing the amount®af in the isotopic signal singled out
were used for the CID measurements (see Fig. 4.3@ctrum 4.1.5-b for example
illustrates experimental conditions for a negligiblC contribution of the labelled ion
at m/z 272 to the m/z 273 ion signal which corresjsoto one more deuterium

exchanged.
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Fig. 4.1.5.Partial back-exchange in the gas phase of 2’-dpeiyosine deuterated in
solution. lon abundances observed for the same bachkange reaction times from
the reaction of protonated 2’-deoxyguanosine afedkht controlled levels of
saturation of the instrument source in Nthe N partial pressure is decreased from a
to d, and from a’ to d’, respectively. The rightlwon corresponds to extended

exchange in solution.

Collision induced dissociation of partially andljuexchanged 2’-deoxyguanosine is
reported in Fig. 4.1.6. Spectra 4.1.6-a and 4.1shwaw that fragmentation of dG with
respectively 6 and 7 exchangeable hydrogens sutestityields the protonated
guanine with 5 and 6 deuterium atoms. The presehseven deuterium on the parent
ion implies that all exchangeable hydrogens wenglaced by deuterium. Six
deuterium atoms on the protonated guanine fragnnepiy H1, H21, H22, H7 (the
“protonation” site), H8 and the hydrogen transfdrrdom the sugar unit are

exchanged in solution.

67



I

T
L

270 270

a 150 160 a 159 160

|
|

270

I
S}
N
o

(a.u.)
i—; .
N )

(&)

70

I
N
-
o

270

I
N
]
o

(a.u.)

m/z m/z

Fig. 4.1.6.Collision induced dissociation spectra of 2’-degugnosine with partial or

total exchange of the labile hydrogen atoms. a&’}7 labile hydrogen atoms
exchanged. [274-275 Da parent gives 157-158 Darfeag] b-b’) 5-6 labile hydrogen

atoms exchanged. [273-274 Da parent gives 156-1&7ragment] c-c’) 4-5 labile

hydrogen atoms exchanged. [272-273 Da parent di%8s156 Da and 156-157 Da
fragments] d-d’) 3-4 labile hydrogen atoms exchahd271-272 Da parent gives a
155-156 Da fragment]. The MSMS spectra correspoadthe isolation and

fragmentation of one peak the MS spectra of Fi}54.

The spectra 4.1.6-c and 4.1.6-c’ are most intergstince nd>C contribution can be
accounted for in order to explain the isotopic grattof the fragments. As can be
inferred from the fragment isotopic patterns thatdeum involved can end up either
on the protonated guanine or on the neutral 2’-gebase fragments. This implies
either scrambling or a competition between twossitégh comparable back-exchange
rates. This will be further discussed in the nexdtion. Since the protonated guanine

fragment has a mass to charge ratio of 155 andrila@espectively compared to 152
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m/z for the non-deuterated fragment, spectra 4laéd 4.1.6-d’ show, respectively,
that the 3 and 4 deuterium atoms exchanged inisol@nd that are not back-
exchanged in the gas phase are already or ending be the guanine. Finally, at
least one of the three most labile deuterium atbatk-exchanged by collision with
H,O has to be one of the hydroxyls on the 2'-deoxosé since the mass of the
protonated guanine fragment only decreases by twts between 4.1.6-a and 4.1.6-d
or between 4.1.6-a’ and 4.1.6-d’ while the mass¢hefparent ion decreases by three

units.

4.1.3. Discussion

In solution, (2’-deoxy)guanosine is known to hygu# through fast initial
protonation followed by a hydrolysis rate limitiyjgocess of cleavage of the N-
glycosidic bond[43, 44]. The available theoreti@atl experimental data show that the
protonation of 2’-deoxyguanosine in the keto-N9Rvfpreferentially occurs at the
acceptor site N7 of the nucleobase[41, 45, 46, #7]s also known that upon
fragmentation a hydrogen atom is transferred tonth@deobase unit, the guanine. For
molecules in solution this hydrogen can originaterf water molecules. However, for
nucleosides isolated in gas phase the only sodriteschydrogen is the ribose.
2’-deoxyguanosine differs from guanosine by theeabs of a hydroxyl group in C-2’
of the ribose, even though it yields the same dathrifagment, the protonated
guanine, as shown in Fig. 4.1.4. The mass of thaimknt isotope of the non-
deuterated 2’-deoxyguanosine is 267 amu. Upon pabiton the mass increases to
268 amu. Fragmentation yields, as charged fragnieaprotonated guanine of mass
152 amu. All the deuterated 2’-deoxyguanosine gtodied in the present work yield

the same charged fragment with a varying numbdrydfogen atoms substituted by
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deuterium atoms and thus different masses. Theféntémce of*°C in the collision
induced fragmentation signal of all the differeabtopes studied can be neglected
since care has been taken to isolate isotopesaniigligible lower mass neighbour.
In other words, the difference of mass betweenis@topes is the consequence of a

different number of deuterium atoms almost exclelsiv

4.1.3.1. Labelled 2’-deoxyguanosine
The most stable tautomer of the protonated guafregment is known to have
hydrogens in N7 and N9, not N3 [48]. However N@lso known to be the least basic
site of 2’-deoxyguanosine[49]. Consequently tranefehe hydrogen atom located in
C-1' was considered. The collision induced dissimia of the [1'2H]2'-
deoxyguanosine (see Fig. 4.1.4b) shows that theedeon in C-1' is not transferred
since the mass of the protonated guanine fragmeheisame for both the deuterated
and non deuterated precursors (see Fig. 4.1.4) eHenyit is interesting to note that
the replacement of the hydrogen atom in C-1' byeaterium atom influences not
only the spectroscopic properties of the 2’-deoaywsine[23] but also its
fragmentation threshold as can be seen from thavaliyield curves in Fig. 4.1.7.
The collision induced dissociation of [2’,2H,]2’-deoxyguanosine and of [5,5"-
’H,]2’-deoxyguanosine shows that the deuterium atom€-2’ and C-5' are not
transferred since the mass of the protonated gedragment is the same for both the
deuterated and non deuterated precursors (sed.Eig). However, noticeable kinetic
isotope effect is observed for the [2',2M,]2"-deoxyguanosine whereas none is
observed for the [5’,5"%H,]2"-deoxyguanosine. This suggests the involveménhe

hydrogen atoms in C-2’ in a concerted fragmentétiansfer mechanism.
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4.1.3.2. 2’-deoxyguanosine with partial or total xxchange of the labile
hydrogen atoms
When no annealing is done, only 5 (spectrum 4.).6Fthe 6 labile hydrogen atoms
typically exchangeable byJD in solution are replaced by deuterium atoms. Upon
annealing one more exchange takes place and tohceseventh deuterium can be
found (spectra 4.1.6-a). Substitution at the C8tjposis most likely the last exchange
to take place in solution. Reaction at the C8 pmsiin a DO solution, involves the
abstraction from the neutral or N7-protonated dgoeyosine of the hydrogen in C8
by OH giving rise to an ylide type intermediate, whitien is “reprotonated” at C8.
In the case of guanosine, the protonation of thecNuld also occur due to the
formation of a zwitterion[50, 51, 52]. Numerous plependent kinetic studies of
exchange processes have been performed[52, 53].edleon is usually carried out
in a slightly alkaline (pH = 7.8) solution[53] orybincubation of guanosine
triphosphate and guanosine monophosphate in nébig@l at 50°C for 24 hours[54].
In the present work, however, nucleosides, noteuices, are considered. Complete
exchange of the 7 exchangeable hydrogen atomsché&svad by annealing inJX at
a temperature ~90°C followed by weeks of exchand&0O at room temperature.
The hydroxyls of the 2’-deoxyribose are assumektoery labile and easily replaced
in the gas phase by collisions with@®molecules with the possible exception of O5’
which can be involved in a hydrogen bond when Zxgguanosine is in theyn
form[45]. From spectrum 4.1.6-a’ it is found thatom replacing the 7 exchangeable
hydrogens by deuterium atoms, 6 end up on the patéd guanine fragment.
Furthermore, one of the deuterium atoms that cdmalbk-exchanged in the gas phase
does not lead to a mass increase of the protog@imaine fragment. This can be seen

from the mass difference between the fragmentspettsa 4.1.6-a and 4.1.6-d, or
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4.1.6-a’ and 4.1.6-d’ (see Fig. 4.1.6) since thasya the parent ion decreases by one
more unit than the fragment ion. Consequently ohehe hydroxyls of the 2'-
deoxyribose transfers its deuterium to the guamihereas the other one does not.
Since geometrically the H on O3’ does not easibgract with the nucleobase, the
hydrogen transferred is very likely to come from’.05

From spectra 4.1.6-d and 4.1.6-d’ and the madseofragment, the 3 and 4 deuterium
atoms respectively exchanged in solution that doback-exchange in gas phase are
found to be or end up being on the guanine. Theedem in O5’ could be among
those since it is transferred and would consequemitl up on the protonated guanine;
however, this would require tiggn conformation to be dominant in gas phase and the
involvement of the deuterium in O5’ in hydrogen dosirong enough to prevent

back-exchange.

The two mass to charge ratios observed for therfesnq signal in spectra 6-c and 6-c’
are only observed for a given® partial pressure. We suggest a competition betwee
the back-exchange of the hydroxyl in O3’ and eithe hydroxyl in O5 or an
exchangeable deuterium on the guanine since th@etttton must involve two sites,
one leading to a guanine fragment higher in mas®ri®y unit than the other one.
Exchange of hydrogen or deuterium between H5' aRd eannot be held responsible
for the observed isotopic patterns since the atanOb’ would nonetheless be
transferred to the guanine. Based on the protanitss calculated by Green-Church

et al.[29] the competition most likely occurs between @bd O3'.

4.1.3.3. Kinetic Isotope Effect (KIE)
A kinetic isotope effect [55] is observed for thédRoxyguanosine upon the
substitution of some of its hydrogen atoms by dewte, as can be observed for the
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shifted survival yield curves in Fig. 4.1.7. Th&Ks expected to be measurable only
for deuterium atoms directly involved in the hydeagransfer process or in the close
vicinity of the bonds formed or broken. It is r@dtto the ZPE shift, to the kinetic
shift related to the densities of vibrational statnd caused by the limited time-
window of the mass spectrometer, as well as tadifierent tunnelling probabilities
for hydrogen and deuterium. A kinetic shift is tyglly assessed based on the ratio of
the rate constants of the light (H) and heavy 4B), species at the same excitation

energy E in the reactant. Using the quotient of RRidte constant, one gets

Ky, (E) G; (E B EO(H))ND (E)
Ko (E) G*D (E - EO(D))NH (E)

The sum of vibrational states functions, (¥, for the transition states does not
include the reaction coordinate but is neverthetéfescted by the deuteration via the
other vibration modes; hence, at the same energy,hasG,(y)> G, (y) because

most of the isotopically substituted vibrational adee have lower frequencies.
Deuteration also reduces the zero point energhefréactant molecule — probably
much less so that of the transition state if thetel@tion occurs for one of the atoms
involved in the reaction coordinate — and therefaftects the critical energy,

Eqo) > Eo(), Which tends to reverse the inequality of theyls functions, so that

Gy, (E B EO(H)) G, (E B Eo(H))

overall, — >1 . But because the—(—) is evaluated at a lower
G, (E — Ey(p) ) Gp (E = Eg(p)
N5 (E)

, the latter ratio is more important. Sincg <v,, one gets

energy than N E)

H
ND(E) >1 and the overall result is then thg’(@ >1. The decomposition of the
N, (E) ko (E)

deuterated reactant with a smaller rate constaménvihe rates are compared at the

same excitation energy in the reactant, is callednal KIE [56]. Figure 4.1.7
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illustrates the influence of deuteration on th@fm&ntation threshold of several of the
species studied. Under identical experimental dmrd, the survival yield curves are
shifted to the higher collision energies for 2-dggxanosine deuterated in C1’ or in
C2',2” (normal KIE); deuteration in C5’ has no sifigant effect. A normal KIE is

also observed for the most extensively exchangBdand 6 exchangeable hydrogen

replaced by deuterium — 2’-deoxyguanosine ions.

Toyama et al.[23] reported for guanosine, using Ultraviolet mgoce Raman
spectroscopy, that upon deuteration in C1’ mosthef in-plane vibrations of the
guanine rings in the 1420-1100 ¢mwere upshifted, while those in the 1100-700%cm
region were downshifted. The frequency shifts assed with the C(1’) deuteration
have been explained by assuming couplings of tlaige vibrations with a ribose
C(2)-H bending mode, which involves a hydrogen imoin the plane of N(9)-C(1')-
H °. Furthermore the N(9)-C1’ stretching mode showresl largest (+60 cif) shift
upon C(1") deuteration[5]. Although these obsemnadi alone are not sufficient to
explain the KIE observed for [fH] 2’-deoxyguanosine, they concur with the

observed influence of C(13+ on fragmentation.

A similar effect of C2’-deuteration on the in-plam#rations of thymine has been
reported by Tsubait al.[57]. No results are however available, to our kiealge, for
[2,2”- ?H,]2’-deoxyguanosine which precludes the assessnfeGRodeuteration of
2’-deoxyguanosine normal modes. However, sincehydrogen atoms in C2' are
remote from O5’ and from the glycosidic bond, a kexakinetic isotope effect than
the one observed might have been expected. Thigestgy a fragmentation

mechanism involving at least one of the two hydnsgéen C2'. The following
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mechanism is proposed to explain the strong KIEeokesl upon deuteration in C2’.
The cleavage of the N-glycosidic bond and the feansf the hydrogen in O5’ would
yield a highly unstable bi-radical species withaabonyl and a radical oxygen. The
bi-radical would then rearrange by transferring ofehe two hydrogens in C2' to
O5’. This mechanism involves a highly endothermiegmentation followed by an
exothermic intramolecular rearrangement. It hasnbreported by Hine[58, 59] that
stepwise bond makings and breakings in a reaatieoiving highly unstable reaction
intermediate may be avoided by combining such bdrahges into a concerted step.
The fragmentation could thus occur in only one swdth the C2’-deuteration

responsible for a primary KIE explaining the ragetmining role of H-2'.

The absence of effect for the [5’,5H,]2’-deoxyguanosine suggest that the hydrogen
atoms in C-5" are not involved in the hydrogen sfan mechanism or at least not in a

rate determining step.

For the species emitted from,®, only the species with the higher number of
deuterium atoms replacing labile hydrogen (respelti 5 and 6 hydrogen
exchanged) present an increase of the fragmenttireshold. These two species are
believed to correspond to exchanged hydroxyl grougse involvement of the
hydroxyl in hydrogen bonds, their impact on theeothibrations is indeed likely to

affect the fragmentation.
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Fig. 4.1.7: Survival yield (Y) curves of unlabelled and ldkdl protonated 2’-
deoxyguanosine. The collision energy units corradgo energy in the laboratory
frame, however, no calibration of the collision \jyescale was made.

Finally, although it is likely that several confaations are populated in the gas phase
as supported by the dependence of the conformétioemogeneity of 2’-
deoxynucleoside crystals and solutions e the temperature, the nature of the
solvent and a possible residual influence of thtutmm or electronebulization
conditions on the protonated 2’-deoxyguanosine ghase conformations, the
hydrogen transfer most likely proceeds fronsya conformer since it is the only
conformation that allows to transfer a hydroxyl togen from the sugar to an

acceptor site on the nucleobase.

4.1.4. Conclusion

Few results were so far available in the literatoe the protonated 2'-
deoxyguanosine. The present systematic study optb®nated 2’-deoxyguanosine

aimed at giving experimental evidence of the orgfithe hydrogen transferred from
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the 2’-deoxyribose to the nucleobase using H/D argke and chemical incorporation
of deuterium and proposing a mechanism to explam fragmentation of the
protonated 2’-deoxyguanosine. The number of hydisgeeplaced by deuterium
atoms is shown to be tunable. The present resalteVver do not allow determining
the exact location of the exchanged labile hydresgenthe nucleobase.

Based on the mass of the nucleobase fragmentytlreden transferred from the 2’-
deoxyribose to the nucleobase originates from (&e significant isotope effects
observed for deuteration in C1’ and C2’ suggestitiwwlvement of the hydrogen
atoms on these two carbons in the fragmentationgg The normal KIE of C1'-
deuteration is easily explained by its close viginb the glycosidic bond and its
impact on the normal modes of vibration whereasiniense normal KIE observed
for the hydrogen atoms in C2' supports a fragmenatmechanism with a
rearrangement step involving one of these. Thenfeagation mechanism proposed
for protonated 2’-deoxyguanosine in the gas phaselves the cleavage of the N-
glycosidic bond followed by the concerted trangbérthe hydrogen in O5’ to the
nucleobase and of one of the hydrogen atoms int€®5'. It is suggested that the
fragmentation proceeds from tegn conformation with N3 as acceptor site since for
the hydrogen transferred it is the only conformattbat allows the direct transfer

from O5’ to the nucleobase.

The syn conformer intermediate of reaction is further supgd by the theoretical
calculations performed. The conformational space té 2’-deoxyguanosine
protonated in N7 (the most likely protonation ditesed on the published results
currently available) has been explored at the B36Y31+G(d,p) level. The total

energies, including zero point energy (ZPE) coroast, of all model complexes have
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been compared, and it was found thati conformers were the most stable by ~5
kcal/mol. The lowest energy transition state reldie the fragmentation found — it
corresponds to the transfer of the hydrogen ataraténl in O5’ to the N3 nitrogen
atom for a C1’-N9 distance of 3.44 A — correspotodasyn conformation and is ~25
kcal/mol higher in energy than the lowest grouratestanti conformer. These
theoretical results are not reported in the pregemk; they will be complemented by
further exploration of the phase space and intinsaction channel (IRC)

determination.

4.2. Gas phase formation of fullerene hydrides byeaaction of G anions with

methanol at room temperature

Hydrogen, easily generated from renewable energycss, has great potential as a
fuel. Its storage however involves pressures ofdhenfs of atmospheres in the gas
state and cryogenic temperatures in the liquicestahiting its use in hydrogen fuel
cells (HFCs). In most near-term applications, hgér has been supplanted by
hydrocarbons and alcohols. The current methanedaadt-methane fuel cells either
include a reformer that converts hydrocarbon fuefoi hydrogen or involve
temperatures of several hundred Celsius degreesctDnethanol fuel cells (DMFCs)
use polymers as electrolytes, and suffer from nmethpermeating the membrane. In
order to increase the use of HFCs and DMFCs inaptetand embedded systems,
further improvements of the hydrogen storage malerand proton-conducting
membranes are required. Fullerenes and functie@uhlfallerenes have respectively

been investigated as potential hydrogen storageerrabhtand, dispersed within

membranes, as reducers of methanol permeationpiEsent section reports @y,

reaction with methanol, on the formation &, hydride anions and on their

78



reversible dehydrogenation using £@ser irradiation in the gas phase, at room
temperature, and pressures in the microbar rabhgepports an enhancement effect of
fullerene anions within DMFC membranes and suggésiisthe release of hydrogen
from fullerenes and related materials such as carlalerenes, nanotubes,
peapods,...could be efficiently performed using GQaser irradiation. Finally, it
provides evidence that contaminants added}p upon methanol reduction can be
efficiently removed using CPOlaser irradiation contributing to achieve and help
maintain high performance DMFCs and HFCs. Bothhydrogen storage capabilities
of fullerene hydrides [60, 61] and the enhancingt@m conductivity ability of
polyhydroxylated fullerenes [62, 63] have been pete for use in hydrogen storage

materials and proton conducting membranes.

The present investigation focuses aia Gydrogenation under mild conditions. Most
of the synthetic approaches described in the titeeato produce fullerene hydrides,
CeoHx (2<x<60), involve extreme conditions with temperaturéseveral hundreds
Kelvin, pressures on the order of several megadPasccondensed phase condition
[1]. These synthetic approaches include the Bisthuction (443-543 K,36, in the
presence of t-BuOH) [64, 65, 66] (195 K, in liquhHs-tetrahydrofuran, in the
presence of t-BuOH) [67] (240 K, in liquid ammon[&B], the Benkeser reduction
(363 K, 3&x<44) [69], polyamine reduction (at boiling temperatux=18) [70] (at
boiling temperature with Co catalysts34) [71], reduction by anhydrous hydrazine
(in benzene in presence of methanai8) [72], reduction by diimides (at room
temperature, in benzenes4) [73], hydroboration (in toluene, x=2) [74] (2233 K,

in toluene in presence of tetrahydrofuragdX[75], hydrogen transfer reduction (by
9,10-Dihydroanthracene, 623 K<36) [76, 68] (by 9,10-Dihydroanthracene, 523 K
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with [7H]benzanthrene added as catalyst44) [77, 66], photoreduction (by 10-
methyl-9,10-dihydroacridine, at room temperatures2)x [78], transition metal
catalyzed hydrogenation (at room temperature, PhM, x=2) [79] (573-673 K, 5-
10 MPa H, x<36) [80] (423-523 K, in toluene while bubbling,)H[60], Zinc —
concentrated hydrochloric acid reduction (at refltemperature, in benzene or
toluene, x8) [81] (at room temperature with light exclusiom,benzene or toluene,
x<40) [82, 83], Zn(Cu) reduction (323 K, in toluemepresence of water<g) [84,
85, 86], hydrozirconation (at room temperature,benzene, %6) [87], hydrogen
radical induced hydrogenation (using iodoethanleyasogen radical promoter, 673K,
6.9 MPa H (cold), x36) [88], electrochemical reduction [89, 90, 91dnEation
[92], direct reduction by hydrogen (573-623K, 5048%a, x18) [93] (960K, W
filament at ~1900 K, ~3 kPa, x~18) [94] (673 K, 6{4Pa H, x<37) [80, 95], (using
LiAIH 4 as hydrogen source, 723-823K, 2 GPa&x4452) [96], and direct exposure to

atomic hydrogen [97, 98].

Mass spectrometry (MS) combined with field desampifFD) [69, 76, 99], desorption
electron ionization (DEI) [82, 100], matrix-assistdaser desorption ionization
(MALDI) [66, 101], atmospheric pressure photoioniaa (APPI) [102], and
chemical ionization [103] has mostly been usednaracterize the §Hy produced by
the synthetic approaches listed above. Fullerendridg cations and anions
undergoing no fragmentation within the observatiome window of the mass
analyzer used are expected to be indicative of theitral precursors. Few results
have, however, been reported up to now on the basepreactivity of g mono-
charged ions. & was reported to lack reactivity in the gas phasth wi,O,
(CH3),CHOH, CRCH,OH, GHsCOOH, CRECOOH [104] but its reactivity with
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methanol has not been investigatedy Cwas also observed to be essentially
unreactive with alcohols and esters such as;@H GHsOH, CHOCH;,
C,Hs0OC,Hs, c-GHgO, n-GH7OH, i-C3H;OH, and HO [105]. It undergoes, however,

hydrogenation in the gas phase upon reaction watmia hydrogen [106].

Fullerene hydride dehydrogenation, on the otherdh&as been investigated using
thermal activation [65, 67, 76, 82, 83, 107, 108&nsition metal catalysts and
photochemical catalytic dehydrogenation [109], atettrochemical oxidation [91].
Thermal decomposition of ggHx (x<36) into Go with hydrogen release has been
reported for temperatures ranging from 660 to 92F& 82, 108, 61] with, for the
higher hydrogen contents, some degradation intaowsr hydrocarbon species
(methane, ethane, benzene, etc.) [82, 80]. Eldwdraccal oxidation in solution has
provided evidence of the electrochemical reverigjbdf Cgo hydrogenation following

cathodic reduction, and ofsgHx dehydrogenation upon anodic oxidation [91].

In short, the present work (summarized in Fig. ¥.2lemonstrates the gas phase
hydrogenation ofC;, by methanol at room temperature and low vapoussuees.

Ceso hydrides anions with up to eleven hydrogen atonesi@entified via elemental
composition analysis using Fourier transform ioctofron resonance (FT-ICR) mass
spectrometry. Dehydrogenation of tli&, hydride anions and reformation &,
have been achieved using infrared multiphoton atitm with a low intensity
continuous-wave C@laser within the ion cyclotron resonance cell ftIER mass

spectrometer.
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Fig. 4.2.1.Schematic representation of the results discussex present section.

4.2.1. Experimental

The [60]fullerene was purchased from MER Corporati a purity of 99.9%. The
HPLC grade toluene (+99% purity, water content 81&) and acetonitrile (LC-MS
grade, water content < 0.02%) were purchased framsdB/e (Valkenswaard, The
Netherlands). The CiDH (99.9 % purity, spectrophotometric grade) wasclpased

from Sigma-Aldrich (St-Louis, The U.S.A.) and CD3@&99.96 % purity), CH30D

(>99% purity) and CD3OH (>99% purity) from EurisofI (Gif sur Yvette, France)..

The experiments were performed on a hybrid quadedipd-ICR mass spectrometer,
APEX-Qe 9.4T (Bruker Daltonics, Billerica, MA), eigped with a standard Appolo |
electrospray source. A slightly rust colored saltof G in toluene:acetonitrile (4:1
or 3:2) was electrosprayed at a flow rate of 12@huith the assistance of;Nis
nebulizing gas (250 °C). After a while the signakcrkases due tos&tendency to
precipitate within the injection capillary. Pureeganitrile can be used in these
conditions to elute thedggand obtain an over long periods of time stableaigeven
though no differences were detected between theerelift electronebulization
conditions used, the electrospray conditions fgiven set of experiments were kept

constant in order to permit comparison. For alusoh conditions used, the off axis
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needle was grounded with the end-plate and inlgitlaey respectively set to 3.54 kV

and 4.1 kV.

A given bunch of ions formed in the source regibthe mass spectrometer enter the
mass selector quadrupole (see Fig. 4.2.2, regioandl) either the full isotopic ¢
distribution is transferred, or the signal corresging to'*Ces only. For the selection
of the *2C signal, since the characteristics of the quadeupsed do not allow to
select only one isotopic signal, the selected ndg downshifted, with the upper m/z
cutoff shifted between the first and second isatogignals. The bunch of ions
transmitted by the quadrupole used for mass sefedsi trapped within the reaction
cell (see. Fig. 4.2.2, region B). The bunch of idrapped within the reaction cell
hexapole is allowed to react with room temperatasthanol (CHOH) for variable
periods of time ranging from 10 ms to 512s. Metharapor at 20°C continuously
diffuses within the reaction cell via a nozzle \&ahA pressure at the vacuum gauge
adjacent to the reaction cell of 58 0.1 nbar is maintained throughout the
experiments, approximately corresponding to 1 phidinin the reaction cell. The
bunch of ions is then ejected from the reactioh aedl captured by static trapping in
the ion cyclotron resonance (ICR) cell of the mgssctrometer (see Fig. 4.2.2, region
C). Within the ICR cell, the fullerene hydrides cagain be mass selected and/or
undergo infrared multiphoton activation using ttesdr intensity delivered by a
continuous wave Synrad 48-2 g¢@ser (20-40 W/cfhat 10.6 um) through a BaF
window for irradiation times of several hundreds rmoilliseconds. The overlap
between the ions within the ICR cell and the IRrbaa confirmed by the complete
dissociation of the species stored. The currenipsdbes not allow the fine tuning of

the laser power nor its measure within the ICR, agily the irradiation time being
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practically tunable. The ions present in the ICR eee then detected, prior to
allowing a new bunch of ions within the reactioll.c& scheme of the experimental

setup is provided in Fig. 4.2.2.

In FT-ICR mass spectrometry one should ideally E$eabsorption-mode spectral
peak areas to determine the relative numbers derdiit species [110]. In a
frequency-domain spectrum obtained by discrete iEotnansformation (FFT) of the
time-domain response following a delta-function i&@atmn, the absorption-mode
spectral peak relative areas are directly propoealito the time-domain relative initial
amplitudes of the sinusoidal signals, which in tara proportional to the numbers of
oscillators at those frequencies [110]. Howevels ihot always possible to phase-
correct a complex FT spectrum to obtain its pureogition-mode component. This
results into unavoidable auxiliary “wiggles” in éaspectral peak [110]. In the present
work, due to difficulties in integrating areas amdo, for some of the spectra, to the
existence of some overlap between peaks with eiftenumbers of H:*C, and**C
atoms, the peak intensities as defined in Data/Aml$.4 (Bruker) — not the peak

areas — were used to determine the relative nunabelifferent species.

Mass spectra were internally calibrated, and eléah@mposition assignments were
based on accurate mass measurements. The massngegmwer is typically very

high (10000& nyAm,,, <700000) and mass accuracy is typically better than

ppm.

84



Fig. 4.2.2. Experimental setup used in the present sectiomuagrupole used for
mass pre-selection, b) reaction cell, c) ICR cdileme both infrared multiphoton
activation and mass analysis take place. The nwsmegresent the different steps on

the timeline.

4.2.2. Results

Reaction of the full isotopic signal ok& (see. Fig. 4.2.3-a) for 256 s with gbH or
CDsOD at room temperature yields the mass spectrumgf4.2.3-b and 4.2.3-c, in
opposition to G~ found to be unreactive to methanol [105]. Usireuterated
methanol, CROD, the presence of different isotopic distribuiooan easily be
assessed. However, even for the deuterated spéb@ssuperposition of thé&C
isotopic signal of the different hydrides complesthe determination of the number

of hydrogen atoms added and of the related iomgities.
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Fig. 4.2.3.C4o full isotopic signal before (a) and after reactisith CH;OH (b) and
with CDsOD (c) for 256 s at room temperature (~20°c) atesgure of about 1 pbar

I

(the spectrum is oriented bottom-up in order tamlifate comparison). The reaction
products are mostlydgHy (b) and GoDx (c) with some traces of oxygen or hydroxyl
adducts. A small isotopic effect can also be i@rirom the comparison of the two

spectra.

Elemental composition determination allows us teniify the different isotopic
distributions (Fig. 4.2.4.B-b, B-c, and B-d) ance tbxtent of hydrogenation. The
isotopic distributions below 736 m/z correspond ftolerene hydrides, §£Hy,
exclusively, with a maximum of eleven added hydrogéoms detected. The higher
m/z isotopic distributions correspond tegd8xOy with y>0. The three high resolution
scale-ups of Fig. 4.2.4.B illustrate the contribof to the ion signal ofCgHg,
12Cs6=CseHg, and *Csg™C,H; (Fig. 4.2.4.B-b) and their equivalent for species
containing one (Fig. 4.2.4.B-c) and two (Fig. 4.B-) oxygen atoms. The presence
of oxygen containing adducts pertains to the foromatf fullerenols and degradation
of fullerene hydrides into fullerenols [73, 111h the present conditions, it has to

involve either direct abstraction of hydroxyls framethanol or the replacement of

86



hydrogen atoms by hydroxyls. Direct addition 6fd® O, is expected to be negligible
due to their very low partial pressure within tle@action cell. Finally, the recovery of
the Go~ ion signal upon infrared multiphoton activatioringsa CQ laser of all the

ion species present (see Fig. 4.2.4.C) with ongligible CH, and GHj losses, points

to reversible addition processes and suggestshib &k, cage remains intact.

. o, X
Ceo Coo™ * > H,
A.
720722 \ / 680 720 740 760
+ CH;0H IRMPD (H' formation)
CboH ()-
(+ « residues ») |
B
A o | |
:; 729.04 729.08 C(“"M.M.i.l. Mﬂ/k
s 745.04 74508 g |
H H 761.04 761.08
) — ,..’ e M“‘ 'HM“ ..... '....i.‘.‘!.'.“\..| ................... ,

720 800 820 m/z

Fig. 4.2.4.C4o full isotopic signal before (A) and after reactiaith CH;OH for 512s

at room temperature (~20°c) at a pressure of abqliar (B-a). The scale-ups (B-b,
B-c, and B-d) make elemental composition deternonaipossible. The dashed
vertical lines drawn in scale-up (B-b) corresponuhf left to right to™?Csg"*C,H7,
12Cse"3CseHg, and™CgoHg . Their equivalents are also drawn in scale-ups)(Bnd
(B-d) describing species respectively containing and two oxygen atoms. Spectrum
(C) represents the result of 1.2 s infrared mutitph activation (IRMPA) (~20W)

applied to an ion mixture corresponding to the jBectrum.
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Fig. 4.2.5.Mass spectra of the product ions formed by regcfiis;~ with CH;OH
for 64 (A-a), 128 (B-a), 192 (C-a) and 256 (D-a)lke spectra A-b, B-b, C-b, D-b
correspond to the result of 1.2 s infrared multiphoactivation (IRMPA) of the
previous ion signals with recovery rates (ion sigafger IRMPA / ion signal before)
of 83, 88, 108, 106 % respectively (with the rated400% a consequence of the
uncertainty on the intensities of the oxygen caomia species).Per se the residual
signal of*C containing species is negligible, it amountsessithan 2.5% of the total
ion signal. The mass spectra D-c and D-d resuth®iRMPA during 0.6 s (D-c) and
0.8 s (D-d) of the ion signal reported in d.
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In order to accurately measure the ion intensftie<CeoH,"”~ with x=0-7 and extract
kinetic information, it is necessary to avoid thH€ contributions. The?Cgy~ ions
were thus mass selected and reacted witgGEHfor 14 time periods ranging from 10
ms to 256 s (see Fig. 4.2.5). The highest levehyafrogenation for**CeH, and
12CeoHxO", confirmed by elemental composition analysis (&re< 0.5 ppm)
corresponds again to eleven hydrogen atoms add&drdd multiphoton activation
during 1.2 s and for ~20 W laser intensity at 1r6 yields back thé“Ces". The

conclusions obtained fdfCs;™ are expected to hold also fS€ containing anions.

4.2.3. Discussion

Information about the kinetics of the successivdrbgenation steps can be extracted
using a model described in Fig. 4.2.6. With a pressn the pbar range within the
constant flow reaction cell, methanol can be cared to be in large excess
compared to the ions, leading to successive psdudtorder hydrogenation
reactions. Only &~ anions with up to seven hydrogen atoms added »grkcily
considered in the model. The signals of all othmsi (GoHys7, CsoHxOy>1) are
summed up and included in a residual contributidhe total ion intensity is
normalized to one and neutralization of fulleremgonas is neglected. In order to
accurately measure the relative ion populationChai, (" with x=0-7, it is necessary
to avoid the'®C contributions to the ion intensities. THE&s;™ ions were thus mass
selected and reacted with gPH for 14 time periods ranging from 10 ms to 256 s
(Fig. 4.2.5). The conclusions obtained f6€s,~ are expected to hold also fbiC
containing anions. The highest level of hydrogematfor *“C isotopically pure

12CeoHx and *?CgoH,O’, confirmed by elemental composition analysis (er00.5
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ppm) also corresponds to eleven hydrogen atomsdaaiae the infrared multiphoton

activation during 1.2 s and for ~20W laser intgnait10.6 pm yields back tH&Cs".

Each GoHx (x=0-7) ion is potentially involved in two kindsf geactions with
methanol, respectively yieldingsx+1 with rate constant; and GoH,O, (u=x or
x+1, y>0) with rate constani.t (Fig. S2). The rate constants (see Fig. 4.2.8 and
Table 1) leading to &H (x=1-7) and GH.Oy (y>0) are obtained from the fit (Fig.
4.2.7.) of the relative population of ions measuaed4 different times, 4 of which are
shown in Fig. 4.2.5. Formation ofs§Ex+> and formaldehyde, a by-product detected
in direct methanol fuel cells (DMFCs) [112], upaartsfer of two hydrogen atoms
from one methanol molecule yields, when inserted the model, negligible rate
constants and has been ruled out. ThgHC ions can be organized in two groups

respectively corresponding to radical (x even) tmdosed-shell (x odd) ions.

The origin (CH or OH groups of CkDH) of the hydrogen(s) transferred to the
fullerene was probed using isotopically labelledtimmaol (CHOD and CROH).
Even though the ion signal distributions differe thbservation of the anionsgEl™ in
both cases — suggesting that either both; @Hd OH groups contribute or that
exchange takes place following hydrogen additiorihi® Gy — and the unresolved
CesoH2" and GoD™ signals did not allow to reach a definite conauasusing this

approach.

The ion intensities corresponding to three indepahdets of experiments were then
fitted to the kinetic model of Fig. 4.2.6 using tMATLAB multi-experiment fitting

toolbox PottersWheel [113]. The kinetic parameteese estimated via the
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minimization of the weighteg® = (Voo

i=1

value where N is the

)}
(i)

total number of data points amg,.. (i) is the standard deviation of measurenignt

-

y(i) (see Fig. 4.2.7). The inferred reaction rateseperted in table 1.
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Fig. 4.2.6.Kinetic model used to describe the formation dfefene hydrides from
Ceo by reaction with CHOH. Each GoHy (x=1-7) reagent is assumed to be involved
in two different reactions respectively yieldingoBx+1 and GoHyOy (U=Xx or x+1),
with rate constants labelled &nd r. Only GoHx (x=1-7) are explicitly considered
due to increasing errors on the intensities medsame the inferred rate constants for
x>7. “Residue” represents all the reaction produgtected that do not qualify as

CeoHy (x=1-7).
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Fig. 4.2.7.Example of normalized ion intensities fitted usthg model of Fig. 4.2.6.

Table 4.2.1. reaction rate constants (iff)sand their standard deviations obtained for

the reaction model described in Fig. 4.2.6.

i ki o(k) | i o(ri)
1]10.029 | 0.002| 0.000 0.000
210.015| 0.001| 0.000 0.000
310.023 | 0.002, 0.000 0.001
410.015| 0.002| 0.000 0.001
510.019| 0.001| 0.002 0.008
6|0.015 | 0.001, 0.000 0.000
710.017| 0.005| 0.007 0.010
8- - 0.012 | 0.009
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radical

closed
shell

Fig. 4.2.8.Summary of the kinetic model used to describefdinmation of fullerene
hydrides from Gy~ by reaction with CHOH. The rate constants (in 1" are

displayed next to the reaction arrows with theanstard deviation in parentheses.

The reversible dehydrogenation ofp@ydride anions is demonstrated using IRMPA
(Fig. 4.2.4 and Fig. 4.2.5.). Upon low intensityMRA using a continuous-wave GO
laser, the hydrides and oxygen containing adduored in the ICR cell of the mass
spectrometer and resulting from the reaction @f @ith methanol during 512 s yield
back Go~ isotopic distribution with only negligible GHand GHy losses (see Fig.
4.2.4.C). The recovery rates of tH€g,~ ion signal upon IRMPA (see Fig. 4.2.5.A-b,
B-b, C-b, and D-b) also points to reversible additprocesses. This suggests that the
Cso Cage remains intact with the oxygen containinguatikl being hydroxyls [99].
Dehydrogenation is favoured upon other reactiomuhbs, since the relatively slow
IRMPA process leads to selective dissociation thhothe lowest threshold channel

[114]. No evidence of electron detachment frogy @r its hydrides upon IRMPA
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was observed; the fluctuations observed in tkg €ignal intensities and thus in the

signal recovery rates measured upon IRMPA have hssigned to small instabilities

in the electrospray process.

The approach generally used to discuss multiph@xeitation involves a set of

spectroscopic molecular states (eigenstates ofmiblecular Hamiltonian in absence

of electromagnetic field) interacting with the ration field [115, 116]. Some

mechanisms of interest in multiphoton excitatiorarbitrary many level systems are

[115, 116]:

(i)

(ii)

(iii)

(iv)

a direct multiphoton process between two statellowitinterference from
any further states by electric dipole coupling hetnumber of photon
exchanged is odd;

a Goeppert-Mayer process involving necessarily wogpo intermediate
states, that are assumed to be so far off resonthat¢éhey can always be
treated by perturbation theory. These intermediatesls are hardly
populated and Goeppert-Mayer process is possibleafy number of
photons (even and odd);

a quasiresonant stepwise process involving intelatedevels close to
resonance. An arbitrary borderline can be drawraratoff-resonance
energy of the intermediate levels & >v/2 with 4v the mismatch and
the excitation frequency, beyond which the defomtof the quasiresonant
approximation is of little use [117];

an incoherent stepwise excitation that can be oiggly described using

Einstein coefficients for thermal radiation.
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All these processes occur under appropriate camditiDirect transitions (i) between
spin states have been proved in the radiofrequesmoge, Goeppert-Mayer (ii) two
photon excitation appears to exist abundantly ia tsible laser excitation of
polyatomic molecules and there is no reason to toureshe Einstein coefficient
transition rates for excitation with thermal radat (iv) [116]. In the infrared

multiphoton high-intensity regime, there is howewgerwhelming evidence that the
IR-multiphoton excitation of polyatomic molecules dominated by the coherent

guasiresonant-stepwise excitation mechanism {ifip].

From the dehydrogenation oggEl” and the spectra of Fig. 4.2.5. (D-c and D-d)sit i
clear that one of the observed dissociation meshamvolves Hloss, in agreement
with the theoretical predictions reported by Bejénet al. [118]. This does not
however preclude the paralleb lbss mechanism. Indeed, the ion signals enriched i
CeoH2x~ after weak IRMPA could be explained either by ald$s or by two different
H® loss rates, one for radical speciesgHzx , and another one for closed-shell
species, GHax+1. The presence of different isomers formed uporrdgehation of

Ceo by methanol is also expected to affect the delyaination process.

Provided that (i) energy relaxation processes titeast as fast as laser up-pumping
for molecules near the dissociation threshold tli€ dissociation kinetics is governed
by the laser up-pumping processes near threshadanby the rate of crossing a
low-energy bottleneck, (iii) collisional relaxatiors unimportant compared with
spontaneous radiative relaxation, the infrared iphditon low-intensity regime
corresponds to an incoherent stepwise thermaldia@tation [114, 119] leading to

extensive internal energy randomization [120]. Bitlge previous assumptions are
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most likely to hold for a low-intensity (~20W) camious wave laser (10.6 pum), low
pressure (1&* bar) conditions, and large molecules with a qeasitinuum of
vibrational states at room temperatures(Bas about 1§ states per cih at the
average thermal energy of 0.5 eV, at 300 K [122, 1123]), Go  and its hydrides
may be assumed to undergo upon IRMPA a thermaldéte/drogenation comparable

to the thermal dehydrogenation previously repoftéd 82, 83, 65, 107, 108, 67]).

;U WU ¥ V'V SO U W RS e
720 725 720 725 720 725 720 725 720 725

m/z

Fig. 4.2.9.Selective infrared multiphoton activation of hytes GoH, with hydrogen
content ranging from 1 to 5. The parent ions preduby reaction with methanol
during 96 (a-c) and 256 s (d-e) are isolated withimn ICR cell by multiple ejection
pulses prior to infrared multiphoton activation.ripation of GoHx.1™ is observed for
all CsoHx parent ions whereas the spectra (for example H) wiarked two m/z
differences could also be explained by a differencesactivity between closed-shell

and radical ions.

4.2.4. Conclusion

Overall, Go~ hydrogenation in the gas phase by reaction wittham®l| vapour was
demonstrated at pressures of the order of one bacran methanol and room
temperature conditions. For the experimental camditised, a maximum of eleven

hydrogen atoms were added tapC Kinetic studies are compatible with the
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assumption that only one hydrogen atom is trarsfieto the fullerene or its hydrides
upon reaction with a single methanol molecule. Bar longer reaction times, a
second addition mechanism comes into play and léadke addition of oxygen
atoms or hydroxyl groups to the hydride fulleren@as. Hydrogen release fromdC
anions was successfully performed using low-intgnanfrared multiphoton
activation with a 10.6 pm continuous-wave Ll@ser. Based on the experimental
evidence, a multistep mechanism for radical hydnoggess is most probable, in
agreement with previously published theoreticalultss[118]. Fullerene hydrides
therefore appear to be a potentially interestingra® of hydrogen radicals when
irradiated by infrared radiation. Molecular hydragisses cannot, however, be
dismissed based on the experimental evidence.réafrenultiphoton activation was
also found to lead to the successful removal ofurntigs such as hydroxyl or oxygen

adducts from fullerene anions.

The present work pertains to the study of the hyenostorage capabilities of
fullerenes as well as of the reactions between nmedaced fullerene and methanol
for applications in direct methanol fuel cells gdhogen generation from methanol. It
further suggests that infrared multiphoton actvatin the pm range is potentially
well suited for the recycling of fuel cell membranand electrodes covered by or

embedding fullerenes.
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Chapter 5. Covalent modification of G

The remarkable spectroscopic, photochemical, atoixreroperties of g make it an
interesting constituent for sensing systems. Melstvant to the present chapter are its
high electron affinity, and low reorganization egpethat results into rapid charge
separation and rather slow charge recombinatid)[3, 4]. Go-based donor-acceptor
or donor-bridge-acceptor systems have been inastgor their possible application
as photovoltaic devices and as component of sermdguges[5, 6, 7, 8, 9, 10, 11].
DNA strands linked to g have been shown, for example, to induce the $edect

cleavage of a DNA sequence incorporating the comgiteary strand[12, 13].

Incorporation of Go in molecular systems involved in photovoltaic asehsing

devices can be achieved through either functioa@in or complexation [14, 15, 16,
17]. The present chapter discusses the interatietween G and the covalently

added 3'-azido-3’-deoxythymidine (AZT), a thymidin@analog, using mass
spectrometry and related techniques. The synthefsithis compound was first
reported by Ungurenasat al.[18]. The study of the 3’-imino[60]fulleryl-3'-

deoxythymidine is motivated by its use as modelesys[17] for conformational

analysis, for rearrangement studies, and for speotas or photoinduced electron
transfers characterization between a DNA strand Gydthe two being covalently
bonded. The model system is well suited for thesgmé purpose. Indeed, 3'-
imino[60]fulleryl-3’-deoxythymidine has the abilitpy form Watson-Crick base pairs
with 2-aminopurine, a fluorescent reporter molecaiel adenine analogue widely
used to probe the structures and dynamics of rudeids. Quenching of its
fluorescence occurs when, involved in a hydrogempiex with an acceptor

molecule, electron transfer to the acceptor takesep[8]. Furthermore, the free 5'-
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end of the deoxythymidine caped at the 3’-end bynano[60]fullerene can serve as
precursor for the synthesis of DNA strands by aoiditof nucleotides using

phosphoramidite chemistry [19]. Thymine high phetmtivity can also lead upon
absorption of ultraviolet light by adjacent thymsén® the formation of a cyclobutane
photodimer [20, 21, 22, 23]. Finally, thymine, thgmne, and 3'-azido-3'-

deoxythymidine, are also known to adsorb on si&ret gold surfaces [24, 25, 26, 27,
28]. The present system can thus bindea fGolecule to metallic surfaces via the
adsorption of the nucleobase subunit, the [60]falie being available to further

functionalization.

The present chapter describes work published iereate [29] (section 5.1.) and
reference [30] (section 5.2.). Section 5.1 deseribde synthesis of 3'-
imino[60]fulleryl-3’-deoxythymidine and the characization of its ions using
collision induced dissociation. Section 5.2 focuses deprotonated 3'-
imino[60]fulleryl-3’-deoxythymidine and its differg behavior compared to
cationized and reduced species. The rearrangemmedthe charge transfer occurring

upon deprotonation are probed using action spexipysandab initio calculations.

5.1. Synthesis and mass spectrometric characterizan of 3’-imino[60]fulleryl-3'-

deoxythymidine

Covalent attachment of a single functionalizing wxtdon a [60]fullerene can in
principle yield up to four different isomeric praata: [6,6]-closedd), [6,6]-open b),
[5,6]-closed €), [5,6]-open @) as illustrated in Fig. 5.1.1. Among these foure t
[6,6]-closed and [5,6]-open, in which the adduqtleced respectively at the junctions
of two hexagons or across the single bond at thedon-pentagon junction, are

dominant. Furthermore, as a general rule, the {&p@h derivatives synthesized are
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less stable and less abundant than the [6,6]-cigsaters. For some compounds such
as methanofullerenegonversion from the [5,6]-open into the thermodyitaity
more stable [6,6]-closed isomer can even occur 32133, 34, 35, 36, 37, 38, 39, 3,

40].

6,6 closed 6,6 open 5,6 closed 5,6 open

Fig. 5.1.1. The four isomeric products that can in principle bbtained upon
functionalization of a [60]fullerene by imino bongdi a [6,6]-closedb [6,6]-open,c
[5,6]-closed andi [5,6]-open.

Iminofullerenes are obtained by the direct addimdmitrenes [36, 37] or through the
addition of organic azides [31, 34, 38, 39, 3, 40llowed by thermal or
photochemical B elimination. These reactions are the only geneoaltes that
currently provide access to [5,6]imino adducts [40je imino-[60]fullerenes formed
through the 1,3-dipolar cycloaddition (1,3-DC) afganic azides followed by the
thermal elimination of W differ from the methano-adducts case; they reisuthe
open [5,6]-imino[60]fullerened, as major or even only product [31, 34, 38, 3313,
and the open [5,6]-imino structure is not knowrtoéovert into the closed [6,6]-imino
configuration even though this isomer is still thedynamically more stable [31, 3].
The preferential formation of the [5,6] adductsthgrmal elimination of nitrogen can
be explained by the stepwise mechanism first pregds/ Luh and coworkers [39]
and further studied by Sola and coworkers [40] Ege5.1.2). From their results, the

azide addition takes place on a [6,6] bond andllswed by the cleavage of the N-N
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bond. The cleavage of the C-N bond occurs simuttaslg with the formation of the
new C-N bond. However, since the, Mholecule sterically prevents the nitrene
substituent from adding to the originally attack&g] bond, the nitrene substituent is
forced to attack either of the two adjacent [5j6frjunctions [39, 3, 40]. The 3'-
imino[60]fulleryl-3’-deoxythymidine synthesis by didion of 3’-azido-3’-deoxy-
thymidine on a [60]fullerene followed by nitrogehn@nation is described in Fig.

5.1.2. The elimination can also be followed usiragmspectrometry (see Fig. 5.1.3).

Fig. 5.1.2. Formation of the 3’-imino[60]fullerene-3’-deoxytiiydine (I). The
cycloaddition of the azido group followed by theetmal elimination of nitrogen

results in the [5,6]-open isomer as illustrated.
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Fig. 5.1.3.Negative ion electrospray mass spectrum of 3'@3ddeoxythymidine
reacted with [60]fullerene at a temperature of 606€C 24 h. The isotopic pattern
starting at 986 m/z corresponds to the deprotona&edzido-[60]fulleryl-3'-
deoxythymidine whereas at 958 m/z we have the depated 3’-imino-[60]fulleryl-
3’-deoxythymidine obtained by nitrogen eliminatiofhe ions present in traces (at
974 m/z and 1002 m/z) are the mono-oxidized pradUdie electronebulized solution

was composed of Toluene:ACN (80:20 v:v) with 1% TEA
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The electronic structure of the [5,6]-open imingivkive is very appealing because
it largely conserves the GBelectron system of the fullerene core even thotlgh
presence of the nitrogen atom affects the excita®nergies due to an electronic
interaction between the nitrogen lone pair andftiierene core [3]. This system can
furthermore undergo the attachment of virtually &myctionalizing group [3]. This is
particularly relevant for the functionalization @{60]fullerene by polyadducts.

The present section aims at: (1) describing thehsgis, the purification and the
experimental characterization of the system congbosk a fullerene molecule
functionalized by 3’-azido-3’-deoxythymidine (2)sdussing fragmentation and an
intramolecular charge transfer using mass spectrgméth electrospray ionization

(3) discussing interaction between the thymine enizhse and the [60]fullerene.

5.1.1. Experimental

The [60]fullerene and the 3’-azido-3’-deoxythymidimused in the synthesis were
purchased from Sigma-Aldrich respectively at pasitof 99.5% and 98%. The HPLC
grade toluene (+99% purity, water content < 0.0184% purchased from Biosolve
(Valkenswaard, The Netherlands).

The 3’-imino[60]fulleryl-3’-deoxythymidine (see Fig5.1.2l1l) was prepared
according to the general procedure for the addioazides developed by Prato et al.
[31]. A mixture of Go (74 mg) and 3’-azido-3’-deoxythymidine (25 mg) weesated
at a temperature of 80°C in 60 mL of toluene urmerstant agitation for about 96
hours. Reaction at 80°C yields the monoaddugtéxclusively whereas polyadducts
are observed for temperatures above 120°C. Themgelt heating was required for
the total conversion of the triazolind) to iminofullerene I ) by nitrogen emission.
Figure 3 presents the mass spectrum of the prodoicteed when the reaction takes
place at 60°C for 24 hours; the conversion frojrtd (1) is only partial.
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The 3’-imino[60]fulleryl-3’-deoxythymidine obtaineds easily separated from the
unreacted [60]fullerene by liquid phase chromatphyausing a C-18 column [41, 42,
43, 44]. The purification was carried out on a seneparative HPLC system with a
10 x 250 mm C-18 PrincetonSPHER Semi-PREP HPLCnwol(60 A pore size,

carbon load of 20%, 5 um particle size, Princetdmo@atography, Cranbury, NJ,
USA) at a temperature of 20°C. The eluent used mmteratic conditions was

acetonitrile-toluene (27:73, v:v) at a 2 mL miflow rate. 200 pL of sample were
injected repetitively. A Waters 2487 UV-visible detor set at 320 nm was used for

automatic peak detection and collection.

The collision induced dissociation mass spectrameteasurements were performed
on a hybrid quadrupole time-of-flight, Q-Tof UltinfsVaters), equipped with either a
standard or a nano-electrospray source. The ioes naass selected using a
guadrupole, activated by collisions with argon maetopole and analysed in a time-
of-flight operated in reflectron mode calibratedings phosphoric acid. The
identification of the 736 m/z fragment was perfodrigy exact mass determination
using a hybrid quadrupole-FT-ICR, APEX-Qe 9.4T (&), equipped with a
standard electrospray source. The ions are masstaglusing a quadrupole, activated
by Infrared Multi-Photon Dissociation (IRMPD) andadysed in the ICR cell. The
time of irradiation (~60 ms) is adjusted so thathbihve parent ion and its fragments
are observed. Internal calibration was performadusthe isotopes ofs& and the
first isotope of the deprotonated 3’-imino[60]fulje 3’-deoxythymidine using linear

interpolation.
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5.1.2. Results
The structural integrity of the synthesizegh Gerivative, the 3’-imino[60]fulleryl-3'-
deoxythymidine, was controlled by tandem mass spectry and'H NMR

spectroscopy.

A. NMR spectra
The *H NMR spectral data (Not shown) obtained in 100%itelated toluene
(Aldrich) revealed peaks corresponding to the dabrge and thymidine units. As
observed by Pratet al. for other adducts and by Ungurenasial. [18] the'H NMR
spectrum of the nucleoside unit is very similatttat of the starting nucleoside analog
with a small downfield shift due to the influencé the fullerene. No apparent
hydrogen transfer from the nucleoside to the [@@fane is detected.

B. Mass spectrometry
The ESI-MS and nanoESI-MSMS spectra were obtaingzbsitive ion mode from a
solution of acetonitrile-toluene (20:80, v:v) sai@d in sodium chloride and in
negative ion mode from a solution of acetonitrd&sene (20:80, v:v) with or without
1% of triethylamine added to induce deprotonatlarpositive ion mass spectrometry
the 3’-imino[60]fulleryl-3’-deoxythymidine was obsed sodiated. In negative ion
mass spectrometry, on the other hand, two diffe@nproduction mechanisms were
observed to take place leading to two differentatiggly charged species. Depending
on the amount of triethylamine in the solution adthe diameter of the capillary
used for electronebulization, deprotonation (legdman isotopic distribution starting
at 758 m/z) and/or reduction (leading to an isatapstribution starting at 759 m/z)

can occur (see Fig. 5.1.4).
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Fig. 5.1.4. The two ion production mechanisms of 3’-imino[&@0lryl-3’-

deoxythymidine taking place in negative ion modec&bspray mass spectrometry.
The deprotonation spectrum (isotopic distributiterteng at 758 m/z) was obtained
using standard electrospray from a solution with T4 added both on a Q-FT-ICR
and a Q-ToF. The reduction spectrum (isotopic itstion starting at 759 m/z) was

obtained using nanoelectrospray without triethylaon a Q-ToF.

The electronebulization of the solution containingthylamine results in standard
electrospray — flow rate about 4 pL/min and a ¢apildiameter about 300 microns —
only in the formation of deprotonated moleculex(Bey. 5.1.4). In nanoelectrospray
on the other hand — flow rate ranging from 0.5 {ol/bhour and a capillary diameter of
the needle about 1 micron — both deprotonation eettiction can take place.
Reduction occurs when the electrospray source Ileshaas an intrinsic

electrochemical cell and was first demonstratedfiiierenes by Dupongt al. [45]

and for fullerene derivatives using nanoelectrogfmaDrewello and coworkers [46].
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Since reduction also takes place in nanoelectrgspréhe absence of triethylamine,
triethylamine is not required for the radical ioonrrhation. Consequently ion
production by photoinduced electron transfer betwibe excited singlet &g and the

amine can be ruled out [47, 48].

Collision induced dissociation (CID) using argoncadlision gas of the mass selected
parent ions in positive and negative mode was edrout. Nanospray was used for
the CID measurements because of the improved Bsatysiand lower sample

consumption. Larger needle diameters and triethylanwere used to study the
deprotonated ions in presence of negligible redactExperimental conditions can
also be devised to study simultaneously deprotonaind reduction (see Fig. 5.1.5).
The Laboratory frame collision energies are givaly @s indications. The amount of
energy transferred to the ions upon emission inp@se from an acetonitrile/toluene
solution is highly dependent on the ion productiesblvatation mechanism and the

source conditions e.g. needle diameter and voltages
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Fig. 5.1.5. The isotopic abundance &fC and**C obtained from the experimental
mass spectrum of the pristine [60]fullerene, topctum, are respectively p=023D9
and (1-p)=0.0@6. They are used to extract the two contributionth®experimental
spectrum of the 3-imino[60]fulleryl-3’-deoxythymige obtained using
nanoelectrospray ion production with 1% triethylaenadded. The two contributions
to the isotopic pattern of bottom spectrum abod®o5and 4% respectively
correspond to the deprotonated and radical anioihs3-amino[60]fulleryl-3’-

deoxythymidine.
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The different fragments observed upon collision ucetl dissociation of the
protonated, deprotonated and radical 3’-imino[6ldfyl-3’-deoxythymidine ions

and discussed below are summarized in Fig. 5.1.6.

HiC
H | /k
/S

833 m/z ( How

734 miz N

720 m/z

Fig. 5.1.6.Fragments of the 3’-imino[60]fulleryl-3’-deoxythydine observed upon
collision induced dissociation of the parent ioesuiting from cationization by Na,
from deprotonation (N-3 is one of the two possitigrotonation sites, the hydroxyl

on the deoxyribose is the other obegnd from reductiowe.

B.1. Fragmentation in positive mode

For collision energies in the laboratory frame op~0eV, the collision induced
dissociation of the sodiated 3'-imino[60]fulleryl-Beoxythymidine vyields the
sodiated thymine ion exclusively (see Fig. 5.1Higher collision energies lead to the
increasing observation of thed, CsoH" cations. The thymine fragment of mass to
charge ratio 149 m/z corresponds to the closed shtébn [Thymine + Na] The
transfer of a radical hydrogen atom from the deitxoge to the nucleobase upon the

cleavage of the N-glycosidic bond is commonly obsdrin nucleosides [49].
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Fig. 5.1.7. MSMS CID spectra of the sodiated 3-imino[60]fuile3’-
deoxythymidine parent ionF{g. 5.1.6-3 (982 m/z) with a collision energy in the
laboratory frame about 50 eV. The only fragmenteobsd at 149 m/z for low

activation energies is the sodiated thymidine.

B.2. Fragmentation in negative mode

When 3’-imino[60]fulleryl-3’-deoxythymidine is nasprayed from a solution of
acetonitrile-toluene (20:80, v:v) with 1% triethgiane both deprotonated and radical
ions formed by reduction can contribute to theapat pattern of the parent ion as can
be seen in Fig. 5.1.5. Deprotonation results fromdddition of triethylamine to the
solution. Reduction, on the other hand, is sigaificor even dominant when gold
coated needles made of borosilicate with an orifibeut 1 micrometer in diameter
are used. The percentage of radical and deprotsgecies strongly depends on the

capillary used and the amount of triethylamine adde

To discuss the collision induced fragmentationhaf deprotonated and radical parent
ions, the ions responsible for th¥C only” peak of the parent ion isotopic patterns
(see Fig. 5.1.8 and 5.1.9) were mass selectedragohénted, see Fig. 5.1.10 (ions of

m/z 958) and 5.1.11 (ions of m/z 959).
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Fig. 5.1.8.MS spectrum of the deprotonated 3’-imino[60]fuleB’-deoxythymidine
(Fig. 5.1.6-) (958 m/z for the *°C only” isotopic signal) as major ion obtained at a
collision energy about 70 eV with argon in the lattory frame. A small contribution
of the radical 3’-imino[60]fulleryl-3’-deoxyribosean be inferred from the isotopic
pattern of the parent ion (intensity of the 959 mstopic signal) and the negligible
signal at 833 m/z (see Fig. 5.1.7).
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Fig. 5.1.9.MS spectrum of the radical 3’-imino[60]fulleryl-8teoxythymidine anion
(5.1.6-9 (959 m/z for the **C only” isotopic signal) as major ion obtained at a
collision energy about 70 eV with argon in the latory frame. The negligible
presence of deprotonated 3’-imino[60]fulleryl-3'adgribose can be assessed from

the isotopic signal at 958 m/z.
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Fig. 5.1.10.MSMS CID spectrum of the first peak (958 m/z) lud isotopic pattern of
the deprotonated 3’-imino[60]fulleryl-3’-deoxythydine parent ion 5.1.6-b
obtained at a collision energy about 70 eV in #imtatory frame. Reduction does not
contribute to the fragments since the 959 m/z @otsignal has been excluded upon
mass selection. The small peak at 721 m/z liketyesponds to gH'.
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Fig. 5.1.11. MSMS CID spectrum of the radical 3-imino[60]fulig-3’-
deoxythymidine parent iorb(1.6-9 of mass to charge ratio equal to 959 m/z at a
collision energy about 70 eV in the laboratory feanThe contribution of the
deprotonated ions to the signal is negligible as loa inferred from the negligible
signals at 736 and 737 m/z. The main fragments rebde are the [3'-
imino[60]fullerene-3’-deoxyribosg]the radical g~ and the GN" anions. The small

peak at 721 m/z likely corresponds tele.
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5.1.3. Discussion

In most fullerene based donor-acceptor dyads sludmlecular spacers are used to
avoid electronic delocalization and electron transttypically occurs upon
photoexcitation [15]. In the present system a tmgmnucleobase is linked to a
[60]fullerene by a 2’,3’-deoxyribose. lon productias observed to take place via
cationization in positive mode, deprotonation aredluction in negative mode.
Discussion of the charge carrying site will be parfed according to the
methodology used in MALDI by Faét al. [50, 51] for amphiphilic and dendrimeric
fullerene derivatives and by Zenobi and coworkéis¢r donor-acceptor and donor-
bridge-acceptor fullerenes.
Depending on the ion production mechanism diffefesyments are observed upon
collision induced fragmentation (see Fig. 5.1.77.8H) and 5.1.11). The different
charged fragments observed are summarized in th@alpaeaction schemes
hereunder.
[3'-N-Cgc-3'-deoxythymidine + N&] - [Thymine +Na]
[3’-N-Cg0-3'-deoxythymidine] = [3’-N-Cgo-3'-deoxyribose — H
[3'-N-Cg0-3’-deoxythymidine] > CgoN°
[3’-N-Cg0-3'-deoxythymidine] = Cgo and GoH"
[3’-N-Cg0o-3’-deoxythymidine — H]=> CgoNHy
[3’-N-Cg0-3'-deoxythymidine — H]=> Cso ™ and GoH’
Functionalization of fullerene molecules by compdsinsuch as crown ethers,
containing a binding site for alkali metals wasffireported by Wilson and Wu [52].

Collision induced dissociation of the sodiatedr@ino[60]fulleryl-3’-deoxythymidine

(982 m/z) in tandem mass spectrometry yields tltkased thymine fragment (149
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m/z); see Fig. 5.1.7. This result is consistentvalkali metals interacting with the

nucleobase rather than with the sugar units [2553p

In negative mode two ion production mechanisms ke place: reduction and
deprotonation (see Fig. 5.1.4). For some experiaienbnditions the two ion

production mechanisms can be present simultaneassgen in Fig. 5.1.5.

Even though Guldet al. [54] showed that stepwise functionalization @b Caused a
gradual destruction of the fulleremesystem and correlated linearly with its redox
properties, the radical electron is most likelydit®xl on the fullerene due to the small
predicted electron affinity [55], 0.44 eV, and gaection of the thymidine compared
to the 2.7 eV electron affinity [56] and cross sgattof the [60]fullerene. Collision
induced dissociation of the radical anion 3’-imi@@Jfulleryl-3’-deoxythymidine
yields two fragment anions resulting from the chage of the N-glycosidic bonds as
well as the radical aniongg". The radical anion [3’-N-g-3’-deoxyribose — H™ (833
m/z) results from the cleavage of the N-glycoshiboid between the deoxyribose and
the thymine and the transfer of a radical hydrofyjem the sugar to the nucleobase.
This cleavage is similar to the cleavage takingela positive mode for the sodiated
parent ion that yields the sodiated thymine fragn{@49 m/z). The [3'-N-Gy| (734
m/z) fragment results from the cleavage between deexyribose and the
imino[60]fullerene. The observation of the radical Cso ™ (720 m/z) is likely a direct
consequence of the charge location on the [60fkrle. Guldiet al. [3] showed that
the fullerenern-system was affected by the free electron pairhef imino bond
nitrogen atom. From their theoretical and experitaleresults the [6,5]-open isomer
of the imino[60]fullerene is characterized by am6@lectron system [3fhat does not
isomerize upon extensive illumination. The preseate radical electron on the

[60]fullerene core however increases the numbeeleftrons by one and is likely
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responsible for the destabilization of the bondween the fullerene and the N-
glycosidic nitrogen, yielding thegg™ fragment. Eiermanat al. [33] indeed observed
that [5,6]-open isomers of methano[60]fullereneldaionvert to [6,6]-closed isomers
when a radical electron was added to the fullere. Their suggested mechanism
adapted to the present system would involve thesitian structure between the [5,6]-
open and the [5,6]-closed imino[60]fullerene witheoof the C-N bond broken as

intermediate structure before the cleavage ofeéhgarning C-N bond.

Upon deprotonation, the closed-shell deprotonatedimi®o[60]fulleryl-3’-
deoxythymidine anion has its charge initially lazatl on the thymidine subunit since
there is no proton on & Analysis of the Raman spectra of thymine, 2'-
deoxythymidine and 3’-azido-3’-deoxythymidine bathsolution at different pH and
adsorbed on Ag colloids by Rivaa al. [25, 26] gives evidence that their
deprotonation takes place in N-3 of the nucleohase(see Fig. 5.1.6). However, in
the present casegEpresence might affect the deprotonation site disbsifurther
discussed in the next section. The fragments presethe CID spectra of the
deprotonated 3’-imino[60]fulleryl-3’-deoxythymidinare the radical aniongg and

an anion of mass to charge ratio equal to 736 s&e Fig. 5.1.8). Based on the mass
obtained using the hybrid quadrupole time-of-flighiis fragment corresponds either
to G5O’ (735.9955 m/z) or to §NHy (736.0193 m/z). Exact mass determination
was performed using a hybrid quadrupole FT-ICR nspestrometer. Deprotonated
3’-imino[60]fulleryl-3’-deoxythymidine was selected the quadrupole, transferred to
the ICR cell and partially fragmented using infdarenulti-photon dissociation
(IRMPD) since collisional activation with Argon win the collsion cell of the FTMS
spectrometer proved unsuccessful. The fragmentingat correspond to the radical

anion Gy~ and an anion of mass to charge ratio equal to0188. m/z (see Fig.
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5.1.12). The only composition found for this m/#oavith an error less than 2 ppm is
CsoNH2 with an error of 1.2 ppm. It is believed that atinal activation with argon
results in the same fragments as with IRMPD — lawéhslow activation techniques
allowing rearrangements — provided multiple cadiis occur, which is the case on
our hybrid time-of-flight instrument. Identificatioof the hydrogen atoms transferred
from the thymidine unit to thedghas proved elusive. Hydrogen/deuterium exchange
was inconclusive due to hydride attachment whenhamsll was used for the

exchange in gas phase.

CqoO* CgoNH,- C70NzO4H 1y

I (a.u.)

Fig. 5.1.12. MSMS IR-MPD FT-ICR spectrum of the deprotonated- 3’
imino[60]fulleryl-3’-deoxythymidine parent ion (gNsOsH12). A 736.0184 m/z ratio
is obtained for the first isotopic peak of the mimgense fragment signal, following
linear internal calibration using the first thresetopes of & ~ and the first isotope of
the parent ion. It corresponds within a 1.2 ppnoreto the GoNH2 anion. No signal
corresponding to a g0’ anion is detected. The resolution at half heighhigher

than 3 168. The three small peaks about 732.3847 m/z argfénémces.

However, since all the fragments include the [603fene, a charge transfer from the
thymidine subunit to the & occurs. The detection of thesdC fragment is an
argument in favour of this transfer since the addél electron on the [60]fullerene
core would destabilize the bond between the N-glgbo nitrogen and the

[60]fullerene in the same way as for the radicabias discussed before.
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The presence of thegfH fragment of m/z 721 (see Fig. 5.1.10 and 5.1.bL)ccbe
explained by the 6zZ-electron system characterizing the fullerene came the
nitrogen free electron pair of the [6-5]-open isorsudied?® or follow from the
transfer of an additional electron to the fullereoee (63r-electron system). Indeed
Cliffel and Bard* showed that €& is a very weak base whereas the dianion is a
relatively strong one. No evidence of the origirtteé hydrogen transferred to theyC
has been obtained even though it is expected, rathéoGoNH," fragment ion, to

come from the 2’,3’-deoxyribose.

5.1.4. Conclusion

Successful synthesis, purification and characteozavere demonstrated for the 3'-
imino[60]fulleryl-3’-deoxythymidine. = Characterizati was performed using

electrospray mass spectrometry both in positiveiamegative ion mode. In negative
mode mass spectrometry two ion production mechanisike place, reduction and
deprotonation. The ion production mechanism andgeguent charge localization can
be experimentally controlled by using gold coateddies with a very small diameter

for reduction and by using triethylamine for deprwition.

Interaction between the g and the deoxythymidine was studied using collision
induced dissociation (CID) in mass spectrometryD Cbdf the sodiated 3'-
imino[60]fulleryl-3’-deoxythymidine vyields the saated thymine with a radical
hydrogen atom transferred from the deoxyribosééattymine upon cleavage of their
shared N-glycosidic bond. Upon reduction the chasgecated on the [60]fullerene
and similarly to the sodiated 3’-imino[60]fullergl-deoxythymidine, the cleavage of

the N-glycosidic bonds is observed. Deprotonationhe other hand is known to take
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place on the thymidine subunit, and results in & §pectrum different from those of

the other 3’-imino[60]fulleryl-3’-deoxythymidine rcs.

5.2. Characterization of 3’-imino[60]fulleryl-3’-deoxythymidine using electron

photo-detachment and ab-initio calculations

As described in the previous section, both the aedi and reduced 3'-
imino[60]fulleryl-3’-deoxythymidine fragments indlie the ionic site, respectively the
thymine and G subunits and the only observed rearrangementésettwo species
involves a radical hydrogen transfer from the deirogse to the thymine upon the
cleavage of their shared N-glycosidic bond. Theraemated 3’-imino[60]fulleryl-3’-

deoxythymidine behaves differently. Firstly, upoallision induced and infrared
multiphoton dissociation the fragments do not ideluhe most likely deprotonation
sites, N-3 and O-5. Secondly, elemental compasitemalysis of the fragments
formed Dby infrared multi-photon dissociation of theleprotonated 3'-

imino[60]fulleryl-3’-deoxythymidine resulted in tire identification as & and

CeoNH2 (Cs0O™ was ruled out, see Fig. 5.1.12) [29]. This imptiest both an electron
transfer and a double radical hydrogen transfénedG, take place. Understanding of
these processes and of the mechanisms involvedqisred prior to studying the

interaction with 2-aminopurine.

If the electron affinity of G has been extensively studied and is reported io tee
2.65-269 eV range [57, 56, 58], only a limited n@mbf experimental and theoretical
results are available in the literature on thoseeftral and dehydrogenated thymine
and thymidine. The reported experimentally measueddes of the thymine electron

affinity are ~0 and > 0 [59, 60]. Theoretically,ethadiabatic electron affinities
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calculated at the B3LYP/DZP++ level for thymidinedathymine are respectively
equal to 0.44 (0.31) and 0.20 (0.06) eV with (antheut) zero-point vibrational
correction [55]. The vertical detachment energy tftymidine was calculated to be
0.94 eV [55]. The adiabatic electron affinities hwi{and without) zero-point
vibrational correction, vertical electron affingieand vertical detachment energies
calculated for thymine dehydrogenated in N3 (sag bil.6)at the B3LYP/DZP++
level are respectively equal to 3.69 (3.74), 3.2d a.89 eV [61]. If dehydrogenation
occurs in C6 (see Fig. 5.1.6), the values are otsjedy 2.61 (2.60), 2.08 and 3.13 eV
whereas if it occurs in N1 (see Fig. 5.1.6), thtues are respectively 3.21 (3.22),

3.05, 3.27 eV, in agreement with recent measures6éaj.

In the present section, the focus is on chargelo@@)zation and molecular
rearrangements following deprotonation of the deprated 3’-imino[60]fulleryl-3’-
deoxythymidine (FuNdT). Different questions ariseni their observation. What is
the deprotonation site? Two deprotonation sites pesible, the N3 site on the
thymine known to be the preferential deprotonatssie of thymidine in aqueous
solution and the site in O5’ on the deoxyribosd (see Fig. 5.2.1). What is the origin
of the hydrogen atoms transferred? The most pleubjadrogen atoms are located in
Cl, C5 and O5'. How does the rearrangement taleeg? Where is the charge
located on the molecule? If deprotonation occufd3nthe negative charge is initially
localized on the thymine unit. However, since tmdydragments detected in mass
spectrometry are dg and GoNH,', an electron migration to the acceptay @nit
accompanied or not by H migration must take pldt¢e present set of experiments

and theoretical calculations aim at clarifying gnéssues [29, 30].
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Fig. 5.2.1. The two poteatial deprotonation sites of_ 3’-imigoffulleryl-3'-
deoxythymidine, respectively N-&) and O-5’ ). The deprotonation is performed
by addition of 0.4-1% TEA in a toluene : ACN 80:29 solution. Also shown are the
fragments of the deprotonated 3’-imino[60]fulleB/ldeoxythymidine.

5.2.1. Experimental and modelization

The action spectroscopy measurements were perforatethe Heinrich-Heine-
Universitat in Professor Weinkauf group and theiitepublished in reference [30].
The molecules are brought into the gas phase bstrespray ion production at
atmospheric pressure and transferred through depenaping stages into the Paul
trap of the mass spectrometer. Prior to undergphgodetachment or detection, the
ions stored in the Paul trap thermalize by colhsiavith helium. However, due to the
heating and cooling processes inherent to the felmsrm the solution to the gas-
phase, some of these ions may exist as higher ywgergormers or tautomers. As a
consequence and since the composition of the amefomixture cannot be assessed,
averaging over the whole ion population stored dagtace. The ion populations
stored in the ion trap are photoexcited by oveilagpgheir trajectory with 5 laser
shots (1 to 4 mJ/shot) at wavelengths correspontirte five first harmonics of a

Nd:YAG of 1064nm fundamental (see Fig. 5.2.2). $hecessive harmonics are used
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to bracket the electron photodetachment threshdidthe deprotonated 3'-

imino[60]fulleryl-3’-deoxythymidine anions.
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Fig. 5.2.2. Typical set of raw photodetachment data: Total éoinrents associated
with deprotonated FdT in absence (+) and in presé€rgof laser excitation at 535
nm (5shots 1mJ/shot). The contribution of the fragmions in presence of laser
excitation to the total ion current is also showh (Note that the laser effects are

much larger than ESI source fluctuations over time.

All the computations were carried out at the B3L¥RAG level using the quantum
chemistry package GAUSSIAN 083]. The 3-21G is a good compromise in view of
the size of the system, e.gsog®ond lengths at this level are equal to 1.39 ané &

in good agreement with the experimentally reportedues: 1.41 and 1.46 A,
respectively ¢4]. A few conformers were further optimized at th8LB'P/6-31G(d)
and B3LYP/6-31+G(d) levels with no significant gestnical changes found.
Thermodynamically, the enthalpies and entropiesevestimated from the partition
functions calculated at room temperature (298.1%Jer a pressure of 1 atm, using
Boltzmann thermostatistics, the rigid-rotor-harnmaoscillator approximation, and

unscaled harmonic vibrational frequencies.
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5.2.2. Results and discussion

For photons ranging from 5.08"(Bharmonic) to 2.32 eV (2 harmonic) electron
detachment (corresponding to a loss of signal mgrakformation) is observed to be
predominant with for photons of 2.32 eV more thd®o7of the ion population

detached.
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frac.

Ion popul.

Photon energy (eV)

Fig. 5.2.3. Percentage of the ion populations undergoing tetaat (+),
fragmentation (x) and not affected (*) by laserigat®on using 5 shots of 1 mJ at
213.5, 266, 355, 535 and 1064 nm.

Using 5 shots of 1 mJ at 1064 nm (1.17 eV), limiteblotodetachment and
photofragmentation of deprotonated 3’-imino[60J&mil-3’-deoxythymidine are
observed (see Fig. 5.2.3). SinceyTphotodetachment at 1064 nm corresponds to a
multiphoton process and already occurs at a putsegg of 1 mJ, the observed
excitation is most likely resonant. Indeedy @bsorbs at 1080 nm in solution [65, 66,
67, 68, 69] and 6 undergoes delayed detachment at 1064 nm in theplyase.
Deprotonated thymine, on the other hand, does lpsxira 1064 nm radiation even at
high pulse energies (6 mJ/pulse) and high shot ewsnlpup to 50 laser shots).
Detachment at 1064 nm suggests either that thegehanigrates to the &
immediately following deprotonatiolor that formation of fragments with the charge

sitting on the G precede photo-detachment.
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[3’-N-Cgo-3'-deoxythymidine — H] » CgoNH2

[3’-N-Cg0-3’-deoxythymidine — H] - Cgso ™ and GoH™ (negligible)

The second harmonics (532 nm, 2.32 eV) radiationdedgach with high efficiency. In

a simplified approach 3’-imino[60]fulleryl-3’-deo¥yymidine can be considered as

composed of two chromophores, g @nd a thymine, linked by a non absorbing

spacer, the deoxyribose. In that case, the EAia#faof the isolated £ and thymine

hold locally, and detachment occurs although thetgh energy of the second

harmonic, 2.32 eV, is below the measured EA gf €2.67 eV [57, 56, 58]. Within

the local ionization potential (IP) hypothesis [701, 72, 73, 74] different

explanations are possible:

)

ii)

The amount of vibrational energy present is sudfitito allow direct
detachment at lower excitation energies. Indeegd, 8erage excitation
energy at 300K is 0.52 eV [75, 78hd additional internal energy could
potentially be retained after the ion productiord atectro-nebulization
processes.

The electron affinity of deprotonated 3’-imino[60lferyl-3'-
deoxythymidine is lower than that of ¢ However, because
photodetachment is observed for both the depratdnat3’-
imino[60]fulleryl-3’-deoxythymidine and thedg™ anions with comparable
yields at a photon energy below they €lectron affinity, the detachment
mechanism, their cross sections and their electfamties are expected to
be similar.

Two or more photons are absorbed and cause eledetachment.

Because & ~absorbs green light at 532 nm [57, 5], a cyclidtiplbioton
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excitation mechanism can happen: Thg Gnion is electronically excited
by one photon to SThen the electronic energy is converted to vibre
energy by internal conversion (IC). In a subsequsrdtoexcitation the
same electronic excitation can be performed alkdrfitst step; IC happens
again and so on. The resulting high internal energy then lead to a
delayed statistical electron detachment as preliontsserved also with
532 nm excitation by Wang et #7]. Obviously the optical cross section
at 532 is already so big that 1 mJ slightly focuséith a 200 mm lense

allows this multiphoton scheme.

Theoretically, in order to assess the contributioh different conformers, a
conformational analysis was performed. The confdional space of the 3'-
imino[60]fulleryl-3’-deoxythymidine molecule is, never, too large to allow a fully
systematic study. The conformational space of thami®o[60]fulleryl-3’-

deoxythymidine was thus explored using the educgtexss approach. Four families

of neutral conformers have been identified (see %@ 4).

IO I1O ITIO IVo

Fig. 5.2.4.The neutral four conformers of 3’-imino[60]fullés§’-deoxy-thymidine
investigated.%and IP are stabilized by an intramolecular H-bond invodyiO5’-H of
the deoxyribose unit. The N3 and O5’ deprotonationrespectively circled in orange

and pink.

129



The four lower-energy neutral conformers computetily investigated differ by the
values of the dihedral angles, that is, by thenbaigon of the spacer deoxyribose unit
with respect to both the thymine cycle and tlgNQunit. Their geometries are drawn
in Fig. 5.2.4. They are energetically ordered as
0.17 0.04 0.41
T < P <P <
where the quantity above the inequality sign indisahe zero-point corrected energy

difference (in eV) between the isomers.

The neutral conformers can be subdivided basethi®presence of an intramolecular
H-bond between the sugar and the thymine and oin $patial extension. In the
conformers 9 and I, the Q-H group of the deoxyribose residue forms the
intramolecular hydrogen bond with the, <@, group of thymine, which is an
additional stabilizing factor. Thes@H s’ D, H-bond of ! is characterized by R¢®
Hs) = 0.977 A, r(H'ID,) = 1.877 A, and a stretching frequend®s-Hs) = 3291
cm® (IR intensity amounts to 696 Kol ™). In conformersd (y=59°), I° (x=60°) and
IV® (x=64°) the orientation of the nucleobase relativielythe deoxyribose isyn
whereas in conformer Ri(y=-140°) it isanti. In conformers 9 (y=38°), I (y=32°)
and 1P (y=71°) the hydroxyl group in O5' interacts with thacleobase, whereas in
IV® (y=-178°) such interaction is negligible. (The comfier anglesy andy are
defined according to the IUPAC convention). Addiadly, the neutral conformers
differ by the orientation of the hydrogen in C1tatévely to the Go. In I° and IIF, H1’

is above the hexagon involved in the imino bondnehs in If and I\, H1' is above

one of the carbons bonding the nitrogen N3'. THew differ by the inclination of the
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C3'-N3’ bond relatively to the §. When measured relatively to the segment joining
N3’ to the opposite summit of the pentagon involuethe imino bond, the values of

the angle in9, 11°, 111° and I\ are respectively 177°, 108°, 176°, 154°.

Deprotonation of 3’-imino[60]fulleryl-3’-deoxythyrdine either takes place in N3 on
the thymine nucleobase (see Fig. 5.2.5) or 4haDthe deoxyribose residue (see Fig.
5.2.6). The deprotonation energies (DPE) are redart Table I.There is clear trend
in the DPE’s for thel- 11° and for the 1If -IV° families. In absence of rearrangement,
i.e. for the two lowest energy neutral conformdfsand I, and in general for
deprotonation in N3, the anions deprotonated in @848 more stable than those
deprotonated in O5’. The higher O5’ deprotonatiorrgy is easily explained by the
extra energy needed to break the sugar-base ingantar H-bond. Furthermore, N3
deprotonation strengthens the intramolecul@®-H---O2 ; the H-bond becomes
shorter by 0.18 A and 0.15 A upon deprotonation’afnd 1. Thermodynamically,
the calculated deprotonation energies of the N3alepated anions (see Table 5.2.1),
DPE.v(N3), fall within a range of 346 - 353 kcal/molagreement with ref. [77]. On
the other hand, when a stabilizing rearrangemeatirsg e.g. for the conformersAll
and I\V° deprotonated in O5’, the O5’ deprotonation sitedmees the most favourable.
The conformer (lll-kbs) is stabilized by a O5 — C bond (1.546A), whileeth
conformer (IV-Hs) undergoes a H atom transfer from C5’ of the sugahe C3
(using the numbering used in Schlegel diagram)hef @G, moiety, forming a C-H

bond (1.098A).
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'y c . C
(1 (1 (1 (1
(I-Hys) (IT-Hys) (ITI-Hys) (IV-Hys)

Fig. 5.2.5.0ptimized geometries and isocontour of the higloesupied molecular
orbital for the I-IV conformers depronated in N3e@otonation at N3 reinforces the
intramolecular H-bond O5’-H...02. The orange cindpresents the N3 deprotonation

site.

(I-Hos) (II-Hos) (ITI-Hos) (IV-Hos)

Fig. 5.2.6.Optimized geometries and isocontour of the higloesupied molecular
orbital for the I-IV conformers depronated in O%he deprotonation at O5’ leads to
the formation of a C-O bond (1.546A) for the ()6 conformer and of a C-H
covalent bond (1.098A) for (IV-H)s. (Ill-H) o5 is the most stable deprotonated
conformer investigated (see Table I). The pinkleirepresents the O5’ deprotonation

site.

Table 5.2.1. ZPVE-corrected energy differences;, ZPVE-corrected deprotonation
energies, DPE, and deprotonation Gibbs free erefy8) of the conformers | to IV
at N3 and O5’ (in kcal/mol).

(-H) [ (-H) [ Q=AY [ (-H) | (-H) ™ [ (-H) | (IV-H) " [ (IV-H)

05 | N3 o5’ N3 05’ N3 05’ N3

AEzpve 439 | 259 | 47.7 30.3 0.0 38.2 3.2 44.3

(98]

DPExpve | 364.3| 346.3| 364.1 | 346.7| 315.4| 353.6/ 309.1 350.

N

AGppe= K | 364.7| 346.6| 364.9 | 346.4| 317.3| 353.00 310.1 350.
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Table 5.2.1l. Mulliken charges on the dg subunit for conformers 1 to IV,
deprotonated at N3 and O5’. Conformers Illp and &rp nearly isoenergetic with Il
and IV respectively, and differ by the spatial esien.

(-H) T (-H) T (=H) [ (av-H)" | (p-H) " | (1IVp-H)’
N3 N3 N3 N3
C60(H) |0.019 | 0.146| 0.154| 0.211
C60N(H) | -0.590| -0.501| -0.470 | -0.462

o5’ 0]5) 0]} o5’ 0]} O5'(1H)
C60(H) -0.147| -0.103| -0.282 | -0.520| -0.340 -0.504
C60N(H) | -0.768| -0.754| -0.920 | -1.210| -0.967 -1.142

Table 5.2.11l. Electron affinities (eV) of conformers I-IV depootated at N3 and
O5'. EA, EAspve and AGea?*®¢ are computed for the relaxed geometry of the
dehydrogenated species. Efs computed for the dehydrogenated species at the
geometry of the deprotonated one.

(I-H) [ (1-R) " [ (n-H) " [ av-H) " [ (1-H)" [ (-H) [ (11-H) " | (IV-H)"
N3 N3 N3 N3 o5 | O% o5’ o5’
EA 3.82 | 3.64 3.29 3.51 1.84 1.83 2.98 2.81
EAzpve | 3.78 | 3.63 3.32 3.51 196 1.95 3.02 2.84
AGea”™™ [3.72 | 360 | 330 | 347 | 197 194 298 284
EA, 4,10 | 3.94 3.64 3.78 215 2.16 3.19 2.98

According to our computational model, when the loshe proton occurs in N3 on
the thymine, the negative charge is mostly delaedlion the dT moiety. This can be
seen from the analysis of the Mulliken chargeshef ¢onformers deprotonated in N3
reported in Table 5.2.11. It is also supported lhgit adiabatic electron affinities in the
3.3-3.8 eV range (Table 5.2.1lI) that compared welth the electron affinities
computed for thymine at higher levels [61]. Thehagt EA (I-Hy3) is equal to 3.82
eV. Since it is larger than the EA ofd-the negative charge formed upon the loss of

the proton in N3 is expected to be mostly localizad the dT subunit. Another
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indication of the charge localization on the thyeis the gross strengthening of the
Os'-Hs' [, H-bond of ¥ upon deprotonation in N3; it is characterized by a
elongationAR(Os-Hs) = 0.03 A, a contractionAr(Hs [MD,) = -0.18 A, and a red-
shift of v(Os-Hs') by 543 cmi' consistent with the H-bond acquiring an anionic
character [@-Hs [D,]". Finally, for all the conformers deprotonated ir8,Nhe
HOMO of the deprotonated (see Fig. 5.2.5) and unpgin densities of the
dehydrogenated molecule prior to geometrical rélargsee Fig. 5.2.7) are localized
on the thymine moiety. The HOMO of the deprotonagpdcies represents the less
bounded electrons, those most susceptible to uaddetachment. The unpair spin
density corresponds to the unpaired electron gestwraipon detachment. By
comparison with the HOMO, it gives additional ewide about the origin of the

detached electron.

When the loss of the proton takes place at thedd®e deoxyribose residue of dT,
the picture of localization of the negative chatigesignificantly different. The
electron detachment energies of the species defatet in O5' are significantly
lower. The EApve of (I-Hos') and (lI-Hos) are ~1.95 eV while the conformers Ill and
IV have EApve of 3.02 and 2.84 eV respectively, closer to the zmint corrected
electron affinity of Gy computed for this study at the B3LYP/3-21G leved &qual

to 2.56 eVand that of &N (3.13 eV) The lowest values of the adiabatic EA
correspond to a localization of the HOMO of the @Bhydrogenated species mostly
on the deoxyribose (see Fig. 5.2.6). When the aegament occurs and the lowest
energy conformers are formed, the HOMO is localiardhe Go(see Fig. 5.2.6) and

the unpair spin densities of the dehydrogenatedispelso (see Fig. 5.2.7). This
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clearly supports a charge migration from the sugahe Gy subunit upon geometry

relaxation,in agreement with the experiments.

() r;f\ g (?\5 (rﬁé

(I-Hys) (IT-Hys) (III-Hys) (IV-Hys)

Fig. 5.2.7.I1socontours of the unpaired spin density of thié i{l,I\V-H) N3-
dehydrogenated conformers computed for a vertieadhment at the geometry of

the deprotonated species.

(I-Hos) (II-Hos)

Fig. 5.2.8. Isocontours of the unpaired spin density of thgl,il,IV-H) O5'-
dehydrogenated conformers computed for a vertiethahment at the geometry of

the deprotonated species.

In short, deprotonation takes place on the 3’-déouwidine (dT) subunit, either on
the thymine at N3 or on the deoxyribose residu@%it Deprotonation in N3 leads to
negatively charged molecules with an extended g&gmend the excess charge
largely localized on the dT. Deprotonation in N3mere favourable for the neutral

conformers for which the proton on O5’ is engageid ian intramolecular H-bond
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with the thymine subunit. The O5’-deprotonation deato lower-energy folded
conformers for two of the four families of conforraeinvestigated. For these
conformers deprotonation in O5’ is accompanied byearrangement and the
formation of the O5’-G, bond or the transfer of a hydrogen atom to thg ©©rming
a negative gNH unit. Additional work is however necessary taicitiate the
mechanism for the double H atom transfer and emjpigithe GoNH, formation.
Experimentally, multiphoton photodetachment expenis at 1064 nm indicate the
negative charge to be on thgy@nit in good agreement with deprotonation occgrrin

in O5’. No indication for a photoinduced chargensfer was found.

5.2.3. Conclusion

Based on the experimental and theoretical evidegathered, the most likely
deprotonation site on -imino[60]fulleryl-3’-deoxymidine is O5’ on the deoxyribose
bridge between the g and the thymine. Upon geometry relaxation, ituggested
that the charge migrates to the subunit of the dagkelectron affinity, i.e. . The
present work suggests that steric hindrance shbeld prevent charge migration

following e.g. rearrangement from deprotonated gsoio the Go.
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Chapter 6. Non-covalent complexes of &

Many molecular systems can be assembled througkconadent interactions using
cyclodextrins [1, 2, 3], calixarenes [4, 5, 6, @ljown ethers [8, 9, 10], cyclens [11],
cryptands... and their derivatives [3, 12]. Sectidh @ the present chapter reports on
the non-covalent £g:y-cyclodextrin complex 1:2 formation and on its dwerization
using electrospray ionization mass spectrometrygbgs the strength of the
interactions stabilizing the gas-phased ionizedmerby collisional activation, and
discusses the electron and radical hydrogen tremsfeserved upon the dissociation
of the gas phase deprotonated complex. SectiomeSilts have been published in
reference [13]. Section 6.2 reports on the gasehasbilities of the [C60yCyD);,]
complex ions, infers additional structural inforioaton the encapsulation of a¢C
molecule by ay-cyclodextrin dimer by the comparison of the expmmtal cross
sections obtained from gas phase ion mobility memseants with those obtained
from semi-empirical andab initio calculations, compares the three dimensional
structures of the deprotonated and sodiategh:(CyD),;] ions and highlights the
influence of the ionization mechanism, and finatifiers the area of theggaccessible
to reagents or to the solvent in aqueous solutrah discusses the influence of the

ionization method influence on the complex stailit

The complexation of g aims at different purposes. Firstly, the negligisblubility
of the [60]fullerene in polar solutions hindersute in many applications. Among the
strategies developed to increase water solubifitfulkerenes is the inclusion ofgg
within water-soluble hosts such as cyclodextring, [15, 16, 17, 18, 19, 20, 21, 22,
23, 24, 25, 26]. Secondly, the encapsulation of @gg by cyclodextrins inhibits
reactions with dissolved species, since the cagsweides a mechanical barrier [16,
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17, 18, 19, 20]. 6s complexation can also help prevent direct intéoacbetween &
and DNA strands fullerene-DNA systemsso@ the close vicinity of DNA strands
has been reported to induce cleavages of DNA strahduanine positions [27, 28].
Finally, numerous regio-selective additions o kave been reported in the literature
[29, 30, 31]. G encapsulation can be used to direct additionshéounprotected
areas. In short, the aim of the present sectida contribute to the description of the
complex structure using gas phase techniquesstusk the interactions taking place
between the cyclodextrins and thg,&nd to open the road to applications relying on
complexation to enhance g water-solubility, regio-selective additions, and

protection against unwanted side-reactions.

The y-cylodextrin (-CyD) is a macrocyclic oligosaccharide consistirigemht D-
glucose residues connected dnlL,4-linkage (see Fig. 6.1.1). Since all the glesos
are aligned incis with the secondary O2 and O3 hydroxyls connectgd b
02(n)...03(n-1) hydrogen bonds on one side, and timeapy O6 hydroxyls on the
other sidey-CyD has the overall shape of a hollow, truncai@akecwith the wide side
occupied by O2 and O3 and the narrow side by Op [@# inside of its cavity, due
to the C3-H and C5-H hydrogen atoms and glucosther-like O4 oxygen atoms, is
hydrophobic whereas the periphery, because the araslined with primary and

secondary hydroxyl groups, is hydrophilic [33, 38].
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Primary hydroxyls O(6)H
N O (
O ®
e 0, ® e 0O
O a® @
OY S e
O

Secondary hydroxyls

O(2)H and O(3)H O . e (2) 0 O

Hydrophobic cavity

Primary hydroxyls O(6)H

Fig. 6.1.1. (A) Hollow, truncated cone shape of theCyclodextrin. (B) Labelling
convention fory-cylodextrin D-glucose residueg(C1-O1-C4’) is the inter-D-glucose
bond angle@O5-C1-01-C4’) andp(C1-0O1-C4’-C3’) are the torsion angles about
the glycosidic linkages.B;(C2-C3-C4-C5) and6,(C3-C4-C5-05) are the two
endocyclic ring torsions around,.GxO5-C5-C6-06) describes the orientation of the

primary 6-OH relative to the pyranose ring.

Saengeket al.[32] based on X-ray and neutron diffraction measwents describe the
glucose residues as fairly rigid and the structugility of the CyD macrocycle,

especially off- andy-CyD [36], as remarkable [32]. The structural rigidof the
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macrocycle appears primarily due to the formatibmtsamolecular hydrogen bonds
between O2-H and O3-H hydroxyl groups of adjacémtage residues [32, 37]. The
0O2(n) and O3(n-1) atoms are part of a three cehyelrogen bond. The minor
component donates to the O4 atom linking the tvapeetive glucose residues and
strengthens the major O2(n)...03(n-1) hydrogen banditeractions, adding rigidity

to the macrocycle [32] (see Fig. 6.1.1).

The description of the D-glucose units forming &lagiextrin can be reduced to five
torsion angles, one bond angle and one tilt afdie.torsion angleg (05-C1,-O1,-
C4n.1) and¢ (C1,-01,-C4,.1-C3,.1) describe the rotations about the glucosy)-O1,
and 03-C4,, bonds [38]. The endocyclic torsion angles, 8,C2-C3-C4-C5) and
0,(C3-C4-C5-05), of the glucose residues (see Fif).1p.are confined within a
narrow range of the (+)- or (-)-gauche rotamerates whatever the guest included in
the cavity [32]. The primary O6-H hydroxyl groups) the other hand, can rotate
about the C5-C6 bond. The O5-C5-C6-06 torsion angksee Fig. 6.1.1) can, in
principle, adopt three staggered orientations (#9ba, (-)gauche, and anti/trans.
Crystal phase measurements report a marked preéerfen the (-)gauche over the
(+)gauche state whereas the anti form is not olesef32]. The anglé(C1-O1-C4’)

is the inter-D-glucose bond angle and the amngleee Fig. 6.1.2) describes the tilt of
the least-square fit plane of the pyranose ringtingdly to the least-square fit plane of

all the inter-glycosidic oxygen atoms. Absoluteu@|r| >90° are associated with

the 6-CH-OH group turned towards the cavity center. Gudstside the y-
cyclodextrin cavity) have been reported to hautelior no influence on the glucose

conformations, only slightly distorting the macrotgyof the cyclodextrin [32].

145



glucose
mean plane

cyclodextrin O
mean plane ;

inside g outside

Fig. 6.1.2.Definition of the angla as the tilt angle between the least-square fitgpla
of the pyranose ring and the least-square fit plainall the interglycosidic oxygen
atoms as defined by Lichtenthaégral.[39].

The formation and stability of cyclodextrin inclasicomplexes with guests of similar
volume but of different shape usually results fregveral attractive forces whose
effective contribution depends on the nature oft laosl guest. Most intermolecular
interactions responsible for noncovalent assembdies described by the non-
relativistic molecular Hamiltonian of chapter 3.ikfs perturbation theory, the total
intermolecular interaction energy between closeell smolecules in their ground

states and forming noncovalent complexes can ligipaed into several fundamental
long- and short-range intermolecular contributioinspractice, the long-range terms
are conveniently expressed in terms of multi-poéxies (monopoles, dipoles,
guadrupoles, octopoles, etc.) about several pdiypgally the atom centres and bond
midpoints [40, 41]. The interaction energy can thiea calculated using the

expressions for classical multipolar interactiohbe free energies of interaction of
the different types of noncovalent interactionst thecur between particles that are
either charged, or carry a dipole moment, or alarEable, are given in table 6.1.1

[42, 43].
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The perturbation theory and the distributed mulgpanalysis allow decomposition of
the noncovalent interactions as follows. (1) Thecbstatic interaction is the
interaction between the molecular or atomic permaneno- and multi-poles. It can
be attractive or repulsive depending on the sigithef monopoles and the relative
angular orientation of the interacting multi-pol€®) The induction interaction is the
interaction between the permanent mono- and mal&gpon one molecule (or atom)
and the induced multi-poles resulting from the pe&tion of the other molecule (or
atom) in the electric field of the first one. (3nd dispersion interaction arises from
dynamic electron correlation: fluctuations in eteat density give rise to
instantaneous electronic multi-poles, which in tuneuce multi-pole in neighbouring
atoms or molecules. The instantaneous dipoles areelated (in absence of
retardation effect) so that they do not averageeto. When two molecules (or atoms)
are an appreciable distance apart (on the orddi00fnm), the time taken for the
electric field of the first entity to reach the ead one and return can become
comparable with the period of the fluctuating deatself. When this happens the
field returns to find that the direction of the tieastaneous dipole of the first atom is
now different from the original and less favourabdysposed to an attractive
interaction. This so called retardation effect (@msPolder effect) will not be further
discussed [42]. (4) The exchange repulsion arises the Pauli Exclusion Principle.
It occurs when two molecules are brought close ghaand their charge densities
overlap. (5) The charge penetration interactiolm alscurs when two molecules are
brought close enough, so that their charge deasirerlap. In that case, the nuclei on
one molecule will no longer be shielded by its oefectron density, and will
experience a greater attraction for the electronsitie associated with the other

species. The energy difference resulting from ithiseased attraction is referred to as
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charge penetration [44]. (6) Finally, the internoolar charge transfer interaction is
characterized by electronic transition(s) to anitedcstate in which there is a partial
transfer of electronic charge from one moleculaitgncalled the electron donor, to

another, called the electron acceptor.

The long-range interactions are due to electrastaolarization (induction), and
dispersion; while exchange repulsion, charge patetr, and charge transfer are

considered to be short-range [45].

Table 6.1.1. Types of noncovalent interactions

Type of Formula Name
noncovalent

interactions

charge-charge Z,Z, Coulomb energy
Er
charge-dipole _ Zucosd
gr?

(fixed dipole)

charge-dipole 7242
. 6(e, )?kTr?
(freely  rotating
dipole)
dipole-dipole

u,u : :
—ﬁ(Zcos@l cosé, —sing, cospsiné,)
(fixed dipole) r

dipole-dipole u2u? Keesom energy (van

_ 3(e, )’ kTr® der Waals energy
(freely rotating

1
dipole) O r—ﬁ)
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charge-nonpolar 720

2e,J'r
dipole-nonpolar uza(1+ 3c0< g)
o 2e, )re
(fixed dipole)
dipole-nonpolar ula Debye energy (van
(freely  rotating (g, )°r® der Waals energy
dipole) 1
0—)
r
nonpolar-nonpolar _3ayay, (1, London dispersion
2, )re 1, +1, energy (van der
Waals energy] rie)
hydrogen bond special, directed interaction
hydrophilic special interaction
interaction
hydrophobic special interaction
interaction

Adapted from Israelachvili [42, 43].Z= charge, u=dipole, r=distance,
a =polarizability, ¢ =dielectric constant,I=first ionization potential,# =angle
between dipole and vector connecting the intergcparticles,¢ =polar angle of

second dipole.

Although it is often referred to, hydrogen bonddaes not correspond to a single and
unique type of interaction. “Hydrogen bonding” isntmonly used to describe

extremely different interactions involving a hydesgatom and can be summarized by
the isoelectronic sequence, (FHHFeeeHF, and NeesssHF, suggested by Legon [46].

In (FHF), the hydrogen bond is very strong with a bindimgrgy [47] of ~167 kJ
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mol-1, that borders a covalent bond. In HFeeeHFe thipical hydrogen bond has a
binding energy [48] of ~19 kJ mol-1, that is domethby electrostatic forces. Finally
in NeeeeHF, the weak interaction has a binding ggef49] about ~1 kJ mol-1,

dominated by dispersive and inductive interactions.

Another interaction — not described above — issthhealled hydrophobic interaction.
It represents the tendency of non-polar surfaceastmciate in agueous solutions.
Different models have been proposed to explainititeraction, i.e. entropic effects
due to molecular rearrangement of water near hywije surfaces, electrostatic
effects, correlated charge fluctuations or coreglatipole interactions, the bridging of
sub-microscopic bubbles, and cavitation due tonteastability of the intervening
fluid [50, 51]. However, no existing model seemspalale of explaining the
hydrophobic interaction over the entire range ofsevbed distances, solution
conditions, methods of hydrophobization, surfaceigfmess and fluidity, and
“hydrophobicity” of specific chemical groups [51].

As discussed in chapter 2, the transferabilityhaf present gas phase results to the
solution phase is unknown. They are neverthelegsea®d to provide useful

information for dehydrated media.

6.1. Synthesis and mass spectrometric characterizah of the Gso:(y-

Cyclodextrin), Inclusion Complex

The formation of an inclusion complex of-cyclodextrins with the apolar
[60]fullerene was first reported by Andersson ef{Bd]. This water soluble complex
of stoechiometry 1:2 [§. (y-CyD);] has been studied using UV-VIS and IR

spectroscopy [14, 15, 19, 22], NMR spectroscopy, B 26], circular dichroism
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[21], powder X-ray diffraction [19, 26], thermogiaetry [19, 25], fast atom
bombardment mass spectrometry [23, 24, 52], fldshtgbysis and pulse radiolysis

[16, 17, 18, 19, 20].

The initial experimental characterization of thegfC y-CyD);] complex was
performed by Anderssoat al. [14] using UV-VIS spectroscopy. Using molecular
modeling, Anderssoet al. [14, 15] also reported that the hydrophobic cawityy-
CyD was just a little too small to accommodaig. @Vhereas in a 1:1 complex, the
Cso molecule would present a relatively large areaatols water, in a 1:2 complex,
the guest is perfectly enclosed by the two hostemdes, which are close enough to
allow for hydrogen bonding between their respecs@eondary hydroxyl groups, with

the access to the solvent phase significantly redifsee Fig. 6.1.1).

Mass spectrometric characterization of they]G/-CyD),] complex was first achieved
by Anderssonet al. [23], Giesaet al. [24] and Heret al. [52] using fast atom
bombardment (FAB) on a solid “magic bullet” matridithiothreithol
dithioerythritol, 5:1) both in positive and negaivmode. The negative-ion FAB
spectra exhibited peaks due teyT(719.9 m/z), -CyD) -H] (1295.2 m/z), [Go:(y-
CyD) -H] (2016.5 m/z), [Go:(y-CyD),-H] (3313.9 m/z) and $CyD),-H] (2591.9
m/z) [24]. Anderssoret al.[23] raised the question whether the monochar@egl(f-
CyD),] complex anions consist of a negativey Csurrounded by an intagtCyD
dimer or a neutral £ surrounded by a deprotonate€yD dimer. Both Anderssoet
al. [23] and Gieseaet al. [24] conclude from the relative abundances ofdHerent
isotopic signals that a contribution of the radical [Cso:(y-CyD),] " may be assumed

to be superposed to the signal okf(-CyD), -H] (the two isotopic distributions
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overlap). Gieseet al. [24] also observed that the isotopic pattern & @o ions
(starting at 720 m/z) revealed that the intensit¢shigher mass (e.g. 721 m/z
corresponding td°C *°Csg) are too high to representdC alone. The 721 m/z peak is
the base peak instead of having a 66% relativasitiecompared to the peak at m/z
720. This was interpreted in terms of hydride dtaent. Heret al. [52] observed
using fast-atom bombardment mass spectrometry rttzaty Go derivatives form
stable complexes with-cyclodextrin in a ratio 1:2. They also reported first CID
spectra of the g/y-cyclodextrin complex. From their results they doded that it is
likely that the negative &y-cyclodextrin 1:2 complex mono-anion detected irBFA

MS mainly consists of adg ion in the cavity of g-cyclodextrin dimer.

Finally, Priyadarsini, Guldet al.[20] carried out pulse radiolysis experiments loa t
reaction of the [g:(y-CyD),] complex with primary radiolytic species, suchQ@id’,
H® and éin aqueous solution. Their results showed that @H mainly to hydrogen
abstraction from the cyclodextrin followed by tleaction of the resulting radical with
Ceo to yield a radical adduct which absorbs at 290 Rnom the similitude of the
transient spectra and all the formation and dedagtiks of the H case as compared
to the OH case, Priyadarsini, Guldit al. concluded that the reactions of{Ty-
CyD),] with OH", H’ radicals are of similar nature. They react witayWCyD moiety
via hydrogen abstraction rather than with the felhe and they-CyD radical is

suggested to add subsequently gg[20].
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In short, section 6.1. aims at: (1) describing eélectronebulization and ionization of
the [Go:(CyD),;] complex in electrospray mass spectrometry, (8pjmg in gas phase

by tandem mass spectrometry and collision indugssiodiation the strength of the
interactions involved in the complex stability, @kcussing the electron and radical
hydrogen transfers observed in gas phase uponiskecthtion of the deprotonated

complex.

6.1.1. Experimental

The [60]fullerene :y-cyclodextrin complexation was performed accordiiog a
method similar to that described by Yoshielaal. [21]. 20 ml of a 5.2x18 M
agueous solution of-cyclodextrin were stirred at a temperature noteexiing 80°C
for 48 hours in presence of 20 ml of a 2.8%1@ toluene solution of [60]fullerene.
Removal of part of the excess of freeyclodextrin from the aqueous phase was
performed by repetitive collection of the violetepipitate and resolubilization in
water (about 20°C). The violet residue was themplyized at room temperature.
Prior to characterization and analysis using ebsgiray mass spectrometry partial
elimination of the uncomplexed cyclodextrin wasfpaned again by suspension in
MQ water at room temperature of an excess of coxmplecantation and separation of
the precipitate from the supernatant. The remairj@g:(y-CyD),] complex was
dissolved in pure water at room temperature. A mauof the saturated aqueous
solution obtained was then mixed with 2 to 3 volsméa solution 30% in methanol
and 20-40 mM in ammonium acetate (}0Ac) for analysis in negative mode ion
mass spectrometry whereas a solution 30% in mekhaitttout ammonium acetate

was used in positive mode to avoid ammonium addddie concentration, whose
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precise value is unknown due to the washing st@ps,optimized to obtain a stable

signal of maximum intensity using electrospray aation.

6.1.2. Results

A number of parameters including the flow rate, leggpvoltage, conductivity, and
liquid surface tension must be properly balancedoider to accomplish stable
electrospray (ESI) operation [53, 54]. In the prgésstudy, nanoelectrospray was
performed in absence of back pressure which alliwesflow rate to automatically
adjust to the correct value. The conductivity o #6SI solution, necessary for the
process of charge separation at the tip, dependlseoamount of ionic analyte, added
electrolyte (such as acetic acid or ammonium aegtand/or of charge products of
the electrochemical reaction. By varying systenadificthe instrumental parameters
and the solution composition, the best conditiarsttie ionization of [g:(y-CyD);]
using nano-ESI were determined empirically. In tiegamode, the optimal solution
composition was 20 % methanol and ~15 mM ;8Hc. In positive mode, Na
adducts are commonly observed and,NKc is best avoided (as described in section
6.1.1) to prevent additional ammonium adducts faiona(see Fig. 6.1.3-B and 6.1.3-
C). Low concentrations of sodium (on the order 6f M) typically derive from

glassware and storage bottles [54].

The mass spectra were obtained using electrospiayaadem mass spectrometry on
a Q-ToF Ultima Global™ mass spectrometer (Micromask). For the collision
induced dissociation experiments, the ions are nsagscted using a quadrupole,
activated by collisions with argon in an octopoled aanalysed in a time-of-flight

operated in reflectron mode calibrated using phosptacid. Typical MS spectra of
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the [Gso:(y-CyD),] complex are presented in Fig. 6.1.3. The sigaals655.4, 1657.4
and 1679.4 m/z correspond to thed(@-CyD),] complex doubly charged, those at
1295.4, 1297.4 and 1319.4 m/z to theyclodextrin monomer monocharged or dimer
doubly charged and those at 647.2, 649.2 and 6hlz2to the monomer doubly
charged. The successive m/z ratios correspondetaléprotonated, protonated and
sodiated ions respectively. Besidesyclodextrin dimers (see Fig. 6.1.3), which are
known to form easily in electrospray, small diffeces are observed upon comparison
of the electrospray mass spectra with the FAB rspsstra [23, 24]. Anderssa al.
[23] state that both 1:2 and 1:1 complexes betw@gnandy-CyD are believed to
exist in water and both species are detected uBHkIB mass spectrometry even
though the intensity of the 1:1 complex is very Bm@nly the [Go:(y-CyD),]
complex was detected in our electrospray massrspgsge Fig. 6.1.3). There was no
evidence of a [6:(y-CyD)] complex. A reason might be an excess of free

cyclodextrin contained in the aqueous solution carag to the FAB conditions.
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Fig. 6.1.3.MS spectra of the [£.(y-CyD),] complex in negative (A) and positive (B
and C) modes. The signals at 1655.4 (scale-up A&&7.4 (scale-up A-d) and 1679.4
(scale-up A-c) correspond to the doubly deprotahateubly protonated and doubly
sodiated [Go:(y-CyD),] ions respectively. The other scale-ups are assigas
follows: (A-a) doubly deprotonategicyclodextrin (CyD), (A-b) mono deprotonated
CyD, (B-a) protonated CyD, (B-b) ammoniated (NHCyD, (B-c) sodiated CyD, (C-
a) doubly sodiated CyD and (C-b) sodiated CyD. @sacf doubly charged dimers
can be seen. Spectrum B was obtained from the salagon as spectrum A which is
15mM in NH,OAc. Protonation ofy-cyclodextrins is observed to be inefficient
compared to cationization. Spectrum C was obtafrmd a [Go:(y-CyD),] complex
solution without NHOAc added.
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The [Gso:(y-CyD),] complex is unambiguously identified from the caripon of the
experimental mass and isotopic distribution ofpigsent ions (see the insets of Fig.
6.1.3) with the corresponding theoretical specffhe experimentaf*C isotopic
abundance for theggwas determined experimentally (see Fig. 6.1.4)\aelds a'°C
isotopic abundance (0.9(®)) lower than the expected value (0.011). This might
explain the small difference between the experialeand expected theoretical
spectra. However, from the isotopic pattern of [tBg:(y-CyD),] complex, it can be
asserted that no hydride attachment to the comatexa whole takes place upon

electronebulization.

In positive mode both protonation and cationizatipn sodium cations take place
even though protonation is less efficient. In negatnode, only deprotonation takes
place. Indeed, if deprotonation and reduction tplaice simultaneously, the center of
the resulting isotopic distribution would be shifte the higher masses. Furthermore
the isotopic patterns of the deprotonated, protxhaind sodiated ions match almost

perfectly, which suggests only one species to begnt in negative mode.

| (a.u.)

I(a.u)

Fig. 6.1.4.The isotopic abundance &fC and**C obtained from the experimental
mass spectrum of the pristine [60]fullerene, arspeetively p=0.992(4) and (1-
p)=0.007(6). The isotopic abundances obtained frdra doubly chargedy-

cyclodextrin monomer are respectively p=0.98(7) @ngd)=0.01(2).
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A straightforward strategy for measuring bond gthnis to deliver progressively
increasing amounts of internal energy into theaad observe the threshold at which
bond cleavage begins or the value of the colligaergy at which the parent ion
survival yield amounts to 50% of the total ion ewmt: Collision-induced dissociation
(CID), surface-induced dissociation (SID), heatagikary dissociation (HCD), and
blackbody infrared radiation dissociation (BIRD)eacommonly used in mass
spectrometry to probe the strength of interactiomsgas phase. In CID, the
translationally excited parent ion is collided wiglaseous atoms or molecules to

induce dissociation.

Collision induced dissociation of the {§y-CyD),] inclusion complex ions only
allows to probe the interactions responsible fairtistability — hydrogen bonding,
charge transfer, electrostatic and Van der Waatsranotions — as a whole.
Furthermore, since mass spectrometry cannot be tesetudy neutral molecules,
direct assessment of the interactions for the akatrmplex is not possible. Finally
since the ions produced by electronebulization doebly charged, intramolecular
coulombic repulsion has to be considered althotigiannot be easily evaluated due
to unknown location of the charge. Collision inddickssociation provides, however,
besides purely structural data, some useful mestiamformation as will be further
discussed in the next section. The MSMS spectralifterent collision energies are
presented in Fig. 6.1.5, 6.1.6 and 6.1.7 for theébtiodeprotonated, doubly protonated

and doubly sodiated ions respectively.
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Fig. 6.1.5.CID spectra of the [&:(y-CyD),-2H]* complex ion normalized to the total
ion current. The amount of fragments in the [1760( m/z range is negligible, see

Fig. 6.1.8 for the isotopic distribution of the pifitagment observed above 1700 m/z.
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Fig. 6.1.6.CID spectra of the [&:(y-CyD),+2H]** complex ion normalized to the
total ion current. Negligible amounts of fragme(rist shown) are also observed in
the [1700:2200] m/z range.
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Fig. 6.1.7.CID spectra of the [&:(y-CyD),+2Naf* complex ion normalized to the
total ion current. No fragments are detected in[@#0:3500] m/z range. See Fig.

6.1.9 for the isotopic distribution of the fragmenetected.
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Since for the low collision energies only one mdmarged fragment, &~ or GsoH', is
detected per complex dissociated and for the higblision energies the ggH™ and
v-CyD intensities are not proportional, charge coveston in negative mode suggests
that a small fragment of a deprotonatedyclodextrin of m/z outside the mass range
of our mass spectrometer in MS/MS (80 m/z) goes undetected. Different
fragmentation mechanisms occur depending on thenimehe and the collision energy
used to induce dissociation. For the deprotonatednt ions, as can be seen from the
spectra in Fig. 6.1.5 and scaled up in Fig. 6.th8 dominant fragment for collision
energies above 30 eV isdE". The protonated ions (see Fig. 6.1.6), fragmetatyn
cyclodextrin sub-units while de sodiated ions, F&l.7, yield a sodiated-
cyclodextrin as main fragment. As can be seen ffeign 6.1.8 and 6.1.9, the
deprotonated and sodiated parent ions also vyield Idav collision energies,
respectively in the [30:60] a.u. and [20:40] a.oergly ranges, a doubly charged
cyclodextrin dimer fragment. This fragment likelynverts to monochargeg-

cyclodextrin monomers at the higher collision ernesg
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Fig. 6.1.8. Isotopic distributions of the ions detected upoolligion induced
dissociation of the [&:(y-CyD), - 2.HF" complex anion for collision energies ranging
from 30 to 60 a.u. The first column correspondsthe superposed isotopic
distributions of Gy~ and GeH". The second column corresponds to the superposed
[(y-CyD), - 2.HF (dominant in spectrum A-b) andyfCyD) - HJ (dominant in
spectrum D-b). The third column corresponds to gheent anion, [6:(y-CyD), -
2.HJ*. The fourth column spectra corresponds most likelghe monochargedyK
CyD), - 3.HJ ions (2590.3 m/z).
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Fig. 6.1.9. Isotopic distributions of the ions detected upoaolligion induced
dissociation of the [&:(y-CyD), + 2.Naf* complex cation for collision energies
ranging from 10 to 50 a.u.. Superposition of theGyD) + NaJ and [(-CyD), +
2.Naf" isotopic distributions is observed.

161



The survival yield curves for the §&(y-CyD), - 2.HF", [Ceo:(y-CyD), + 2.HF" and
[Cs0:(y-CyD), + 2.Naf" ions are presented in Fig. 6.1.10. No fragmeniatizcurs for
collision energies below 20 eV. The values of thl#ision energy corresponding to a
50% survival yield and inferred from Fig. 6.1.1@ aespectively equal to 37, 48 and

59 eV in the laboratory frame.
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Fig. 6.1.10.Survival yield curves of [6:(y-CyD), - 2.HF, [Ceo:(y-CyD), + 2.HF*
and [Go(y-CyD), + 2.Naf* ions. The survival curves obtained from the signal

ranging from 90 to 3500 m/z and taking into accdehtirge conservation”.

6.1.3. Discussion

In mass spectrometry, the ions detected are usesfigcted to mirror the molecular
species present in solution. According to Fenn,[5&gctrospray ionization” refers to
a complex of independent component processeswihenbst important of which are
electrospray dispersion, the electrostatic disparsf sample liquid into charged
droplets, and ionization, i.e., the transformatidrsolute species in those droplets to
free ions in the gas phase. Electrospray dispersioolves the high electric field

applied between the metal capillary and the cowelestrode which causes the
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accumulation, at the solution-air interface, ofsaf the same polarity as the voltage
applied to the capillary [53, 55, 56, 57, 58]. Tédecumulation of charged species
destabilizes the liquid at the capillary tip andiges the emission of charged droplets
in gas phase [53, 55, 56, 57, 58]. The rate ofctherge separation process which
determines the average current that flows betwieerlectrodes is determined by the
flow rate, applied voltage, conductivity and liqusdrface tension [53, 54, 55]. The
involvement of electrochemical processes in theaimn of electrospray sources was
emphasized by Kebarle and coworkers [57] as welbyasnany others [55, 57, 58,
59]. As summarized by Van Berkel [55, 58], reduatioxidation reactions involving
solvents or analytes, and/or the elimination ofocet /anions from solution, must
occur during the negative/positive ion mode of afien to supply the necessary
excess negative /positive charge. However the Idethithe ionization step and the

different agents involved are often not controlled.

The optimal solution composition for the electromitation and ionization of the
[Ce0:(CyD),;] complex is empirically determined to be 20 % naethl and 15 mM
NH4OACc in negative mode, and 20% methanol in preseheesodium concentration
on the order of 1M in positive mode. The bicapped structure of Bg:[y-CyD),]
inclusion complex is unambiguously identified fralme mass to charge ratio, the
isotopic patterns and the fragments of its doubdprdtonated, protonated and

sodiated ions (see Fig. 6.1.3, 6.1.5, 6.1.6 andp.1

The formation of the [g:(y-CyD), -2H]* anion in negative mode is significantly
increased by the addition of ammonium acetate ® dlectronebulized solution.

Charge separation induces the accumulation of i@cataons in negative ion mode
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and sodium cations in positive ion mode at the waiteinterface as reported by
Kebarle and coworkers [60]. These ions accumulatedhe surface of the leaving
droplets contribute to the analyte ionizati@g. double acetate adducts observed

under particularly soft experimental conditions t&seen in Fig. 6.1.11.
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Fig. 6.1.11.Negative ion mode MS spectrum of agfC/-CyD),] solution 20% in

methanol and 150mM in N#Ac. The isotopic pattern at 1715.4 m/z correspdids
the [Gso:(y-CyD)+2.Ac]” ion. The ion composition was checked using tandeass
spectrometry. The signal at 1655.4 m/z correspomdie [Q;o:(y-CyD)z-Z.H]z' ions.

The reason for the absence of the acetate (Ac) rmddoct is not known.

Furthermore, electron accumulation at the gold embatapillary tip causes the
formation and accumulation, at the capillary tipendthe solution is in contact with

the gold coating, of hydroxyl anions accordingte following half-reaction:
—in negative mode: Or 2.H,O(l) + 4.6 > 4.0H (aq) (Freq=0.16 V vs. SCE)

pH changes resulting from the electrochemical reacbf water can affect the
appearance of the mass spectrum [61, 62]. Thete$f@articularly pronounced when
low flow-rates such as those common to the nangsmrede (tens of nl mif) are

employed and non-buffered solutions are used [3B, &s suggested by Wang and
Agnes [63] and Van Berkel and coworkers [55], thedpcts of the electrolysis

reaction may be concentrated on the surface dighi exiting the capillary.
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In conclusion for the negative mode, the ionizatbrthe Go:(y-CyD), complex ions

likely involves the following reactions:
Ce0:(y-CyD)z + 2.0H = [Ceq:(y-CyD), - 2.HF + 2.H,0 (1)
Ceo:(y-CyD), + 2.CHCOO - [Cep:(y-CyD), - 2.HF + 2.CHCOOH (2)
In positive mode, the [ (y-CyD), +2H]** ions result from the electron depletion at
the gold coated capillary tip causing the formatemmd accumulation of protons,

where the solution is in contact with the gold aogtaccording to the following half-

reaction:
— in positive mode:  2.30() > Ox(g) + 4.H(aq) + 4.& (E%eq=0.99 V vs. SCE)

The [Gso:(y-CyD), + 2.Naf* ions, on the other hand, result from the chargarsgion
that induces the accumulation of sodium cationgasitive ion mode at the water-air

interface as reported by Kebarle and coworkers. [60]

In conclusion for the positive mode, the ionizatafrthe Go:(y-CyD), complex ions

likely involves the following reactions:
Cei(y-CyD)2 + 2.H > [Ceoi(y-CyD), + 2.HF* (3)
Co0:(y-CyD), + 2.N& - [Ce0:(y-CyD), + 2.Naf* (4)

The fact that only doubly charged ions were detkatgght be a consequence of the
decreasing sensitivity of the instrument for thghler masses or result from the
dimeric nature and symmetrical structure of the glem and of the mechanisms

responsible for the ionization.

The interactions responsible for the complex sitgbitere probed in gas phase using

collision induced dissociation with Argon. The ilbn induced dissociation

165



experiments were performed by varying only theiswlh energy in the laboratory
frame with all the other parameters, including vioiage differences in the negative
and positive mode, kept constant. In our experialesgtup the activation takes place
in a stepwise fashion due to multiple collisioneeTime between the collision steps
and before the dissociation is long compared to witeational periods so that
reactions can occur during the activation procesamore generally before the

detection step [64].

As discussed in the experimental section, actimatip multiple collisions of a large
molecular complex in mass spectrometry can onlyded to probe the interactions
responsible for the ion stability as a whole. Fenthore, in gas phase, the interactions
responsible for the complex stability — hydrogenndiag, charge transfer,
electrostatic and Van der Waals interactions — ban strengthened and may
completely mask weaker interactions since ionidomr-dipole interactions are no
longer screened by the solvent molecules. The engst of the complex and the
influence of dehydratation were studied by Yoshelaal. [21] using circular
dichroism (CD). Since-CyD is chiral but nonchromophoric ango@hromophoric
but achiral, circular dichroism can be used to ytin¢ encapsulation ofggby y-CyD
[21]. Increasing dehydration was observed to gige to more intense negative and
positive CD bands suggesting an increasing intemaclue to orbital steering between
Ceo and the functional groups (active sites2Gand —&H) of y-cyclodextrin units
and supporting a charge transfer interaction. HBinabesides the solvatation
conditions, the stability of the molecular compkdgo depends on their charge state
and on the charge location. In the case of doubbrged ions, g can act as a

dielectric and reduce the perception of the tworgbs However, for the
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deprotonated complex, an electron and radical lggirdransfer to §5 occurs prior to
dissociation. This is likely to affect the repulsibbetween the two charges and
therefore the complex structure and stability. Adawg to the values of the collision
energy corresponding to survival yields of the patiens of 50% (Fig. 6.1.10), the
deprotonated, protonated and cationized ions foltbe following stability order

[Co0:(y-CyD) + 2.HF" < [Cog:(y-CyD), — 2.HF <[Cé0:(y-CyD), + 2.Naf ™.

From the collision induced dissociation of thesd(-CyD), - 2.HF and [Go:(y-
CyD), + 2.Naf" complex ions which yields intagtcyclodextrin ions, it is suggested
that the release of the [60]fullerene occurs framopeny-cyclodextrin cavity. The
detection of the M—CyD)z-Z.H]z' , [(y-CyD),-3.H] (see Fig. 6.1.8) and yK
CyD),+2.Naf" (see Fig. 6.1.9) dimers even suggest an openitilgeo€avity similar

to a bivalve shellfish.

Besidesy-cyclodextrins,y-cyclodextrin dimers and their fragments (see Bid.5 to
6.1.9), GoH™ and Gy~ fragments of the [€:(y-CyD), - 2.HF complex ion are also
detected (see Fig. 6.1.8). Both fragments werergbdeby Giesat al. ** using fast
atom bombardment (FAB) mass spectrometry. ThglTfragment was interpreted in
terms of hydride attachment. It contributes ascaiseé process in the ionization o§sC

in FAB. The abundance of theE™ is lower in FAB than in electrospray.

The Go  formation can be easily explained by the transfeone electron from the
deprotonated cyclodextrins to thgoClue to its large electron affinity, 2.7 eV [65].
Two mechanisms are proposed to explain the formatib the Gy~ and GoH™

fragments, involving an electronic transfer (a’9rad an acid-base reaction (b):
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Mechanism 1:
Ceo[(y-CyD)z - 2.HF > [Ceo:(y-CyD)z - 2.H] " + “ € “
[Ce0:(y-CyD) - 2.H]"™ = [Ceo:(y-CyD) - H] " + [(y-CyD) - H]

[Ce0:(y-CyD) - HI > Ceo ™ + [(y-CyD) - H]’ (@)

Mechanism 2:
Ceo[(y-CyD)-2.HF" = Cso”:[(y-CyD)p-2.H] @)
Cso [(y-CyD)2-2.H] = CeoH:[(y-CyD)>-3.H] (b)

CeoH:[(y-CyD)2-3.H] > CeoH™ + {[(y-CyD)o-H]" + [(y-CyD)o-2.H]}

The electronic transfer steps (a or a’) are suppldoly the following arguments. First,
Yoshidaet al.[21] concluded from the chemical shifts of the€ NMR and**C NMR
spectra that the specific interaction leading taratity induction in the circular
dichroism experiments and to the stability of tlenplex is the charge transfer from
the n-donor oxygen atoms (Y& and —&H ) to the Gy (see Fig. 6.1.12). The
reasons are that 1x6does not behave astdase but as an extremely strong electron
acceptor (E.A. = 2.7 eV [65]) and ether oxygen atwbholic oxygen are known to
serve as n-donor in the formation of charge-transbenplexes; 2) molecular models
and X-ray structure of-CyD and G indicate that the ether oxygen atori{® and
the strongly hydrogen-bonded oxygen atom at C®)(Between adjacent glucose
units are favourably situated for charge transterCy, [21]. However, since the
characteristic NIR and ESR spectra of the aniongfwere not observed, the
amount of charge transfer in the neutrado[@-CyD),] complex is considered to be

smaller than one elemental charge [21]. Secondl{he present study using negative
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mode mass spectrometry, deprotonation of two hydrgeoups of the [Gp:(y-CyD);]
complex yields two alkoxide groups. Yoshida and odkers [21] reported, using
VIS/NIR spectroscopy, the generationyetyclodextrin bicapped &~ and G¢ by
electron transfer to thegefrom alkoxide anion(s) following the addition o&®H or
NaOH+NaSQO, to the [Go:(y-CyD),] complex solution, at 25°C under argon. The
alkoxide groups of the [§(y-CyD), - 2.HJ anion thus interact with theg§ which
acts as an electron acceptor and reduction of gge@ccurs. If Gy has a significant
first electron affinity of 2.7 eV [65], & anions have only been observed by mass
spectrometry following highly energetic processashsas laser ablation [66, 67, 68]
even though their lifetime is considerably grediti@n 1 ms [66]. This suggests for the
present system that more than one electron isféniaed to the fullerene core, the
second electron likely being loosely bound. Thedkein the case of mechanism 1 to
an electron loss consistent with the observatiat th small fragment negatively
charged (below our mass spectrometer detection difd0 m/z) or an electron has to
go undetected to respect charge conservation uplisian induced dissociation of

the Go:[(y-CyD)s - 2.HF complex anion.

The acid-base reaction (b) occurring in mechanisim gupported by the following
arguments. The [60]fullerene dianiong€ is known to have a significant basic
character compared toggCand Go~ [69, 70, 71]. Cliffel and Bard [69] showed that
reduction of G to the radical anion, &, is unaffected by the presence of weak
proton donors ir-dichlorobenzene, indicating that the monoaniom iweak base.
They also observed that upon addition of trifliddaco a solution of @ in
acetonitrile the near-IR spectrum of the resulpngduct resembles that o£&. Two

mechanisms were proposed to explain this resuéidlax reaction (6% + H* > Cso™
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+ H’) and a protonation @& + H" > CgH’) [69]. Evans and coworkers [70] used
voltametric techniques to monitor the acid-basetreas of reduced forms ofggin
dimethyl sulfoxide (DMSO) solution. They found thK, of Cs¢ to be in the
[10.8:16.4] interval. Finally, Ohlendorét al. [71] determined the pKof singly
reduced G encapsulated iry-cyclodextrin and dissolved in a water/propan-2-ol

mixture to be 4.5(x0.5) on the basis of a spetRi@bsorption band fordg - y-CyD.

These results suggest that the [60]fullerene dram@éosmed in mechanism 2 by the
electron transfer from the alkoxide groups of theyclodextrins captures a proton
from one of its host molecules, as can be seen frmrexperimental tandem mass
spectra (see Fig. 6.1.5 and 6.1.8). The mechanispoped is also consistent with the
results of Priyadarsirgt al.[20] for the reaction of thedg (y-CyD), complex with the

OH’ radical.

A radical or proton transfer to the [60]fullerenecarring in the bulk of the solution is
unlikely to take place since the complex would h&vdose three protons from the
cyclodextrins to match the experimental isotopidtgya that corresponds to the
[Ceo:(y-CyD), - 2.HF anion. Furthermore, in that case, thed@CyD), + 3.HF"
and [Go:(y-CyD), + H + 2.Naf" ions would also likely be present and the isotopic
distributions shifted to the higher mass to chaeg®ms by 0.5 m/z (since the complex
ions are doubly charged). Further indications sujmp an intramolecular hydrogen
transfer in gas phase are the double acetate addiosérved in standard electrospray
(see Fig. 6.1.11) supporting a late double depaiton as the ionization mechanism,
and the trace fragments observed which inclugg'a®d [(-CyD),-2H]* (see Fig.

6.1.8).
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Fig. 6.1.12.Charge transfer interactions from the n-donor exy@toms of the-

cyclodextrin units and thegg(adapted from reference 8).

6.1.4. Conclusions

Electrospray mass spectrometry is suitable to sty [Go:(y-CyD),] inclusion
complexes. The electrospray and collision inducegatiation spectra of Ka(y-
CyD),] ions are reported for the first time, both in pesitand negative ion mode
mass spectrometry. Structural information using BI& tandem MS has been
obtained confirming the bicaped structure of themplex. Evidence for electron and
proton transfers following double deprotonatiortted complex has been provided. A
stability order in gas phase has been provideth®doubly deprotonated, protonated
and sodiated [6:(CyD),] ions: [Gs:(y-cyclodextriny + 2HF" < [Ceq(y-
cyclodextrin} - 2H'<[Ceq:(y-cyclodextriny + 2Naf*. Finally, this work opens the
way to further studies and applications of thgy]@-CyD),] inclusion complex ions

in gas phase using electronebulization as the atioiz technique.

6.2. Cross Section Measurements of thegf(y-CyD)> complex using gas phase

ion mobility

In a non-covalent complex, the properties of thigioal subsystems are relatively

unperturbed compared to the isolated molecules.eftle®less, the formation of a
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non-covalent complex does affect properties ofsthiesystems, and these changes are
important for the detection of the complex formati@he stronger the non-covalent
interaction, the larger the changes in the propemif the subsystem [72]. In order to
gain information on [Gy:(CyD),] ions and their properties, to clarify the inflewenof
desolvation, and to improve the description of hbacovalent interactions involved,

the 3D structure of the complex in gas phase igired.

Gas phase conformations are typically inferred froigirect methods such as ion
mobility measurements, ion-molecule and ion disstoamn reactions [73, 74, 75]. The
mobility of a polyatomic ion describes its abiltty move through a buffer gas under
the influence of a (weak) electric field [76, 78].71t depends on its average collision
cross section and can be used to separate stiuidonaers [76, 77, 78]. Compact
isomers have higher gas phase mobilities and smatbss-sections than distributed
ones. Reduced ion mobilities/average cross secticas be respectively

measured/inferred accurately and used to deducemation about the gas phase
geometries of ions by comparison with their theoadty predicted equivalents [76,

77,78].

Model structures of cyclodextrins were reportechgdiorce field based [79, 80, 81,
82, 83, 39], semi-empirical [84, 85, 86, 87] aiwinitio [87] methods. Koehlegt al.
[79, 80] reported molecular dynamics simulationsueandp-CyD with the Gromos
package. Their molecular crystal simulations repoed the distorted, collapsed
molecular structure o&-CyD and the more regular, round structurepe€yD as
observed crystallographically [81]. Lipkowitz [823] analyzed the inherent features

of isolated cylodextrins void of water as well agstal-lattice effects using AMBER
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and MM2 empirical force fields. Symmetry breakingssfound to lower their energy
leading to considerable deviations from their raguhighly symmetrical shape.
Using the PIMM empirical force field Lichtenthalemd Immel [39] reached a
different conclusion, cyclodextrins are symmetridak to the stabilizing interactions

of the interglucose hydrogen bonds.

Avakyanet al. [85, 86, 87] and Guet al. [84] performed semi-empirical studies of
cyclodextrins using AM1 and PM3. PM3 is reported e more accurate in
reproducing the geometries of intermolecular hydregonded complexes [88], with
cyclodextrins retaining the overall circular shdpend in crystals. Structures of the
free B-CyD having exact €symmetry were reported to correspond, at the PMB a
AML1 levels, to the global minimum of the potenteergy [86]. Thex- andy-CyD

were also reported to be very close to the strisfijmmetric forms at the PM3 level

[87].

Avakyanet al.[87] also performed full geometry optimizationsosef -, andy-CyD
using the quantum chemical program Priroda [89, 8§ Perdew-Burke-Ernzerhof
(PBE) exchange-correlation functional and a tripd¢éa Gaussian basis set with the
electron density expansion in an atom-centeredianxbasis set [89]. All structures
are stabilized by a ring of interglucose hydrogends formed between the secondary
hydroxyl groups [85, 86, 87]. The lowest energyentation of the H bond ring
corresponds either to the (2)OH and (3")OG growgspectively acting as H donor
and H acceptor or the converse depending on thmulaibn level [85, 86, 87].

Clearly, in the case of-cyclodextrin, an accurate description of the molec24
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hydroxyl groups (8 primary CHOH and 16 secondary CH-OH) and related hydrogen

bonds is desirable.

Finally, isolated cyclodextrins dimers were alsaudstd in the three possible
orientations between CyD units, i.e. the head-tmdhéHH), tail-to-tail (TT), and
head-to-tail (HT) structures [91, 92, 86]. Usingleonlar mechanics and dynamics
simulations, Jaimet al.[91, 92] found the HH orientation of the isolaticher to be
the most stable faxr-, B- andy-CyD whereas Avakyaat al. [86] concluded the head-
to-tail (HT) dimer of thep-CyD to be thermodynamically more stable at the PM3

level.

In the HH orientation, they-CyDs can interact via a maximum of sixteen
intermolecular H bonds involving a system of fonterglucose H bonds connecting
(2)OH and (3)OH groups of adjacent and oppositacgse residues. Due to
stereochemical restrictions, major intraresidue rbgdn bonding components
between O(2) and O(3) of the same glucose cannfatrbveed [93]. X-ray and neutron
diffraction studies have furthermore demonstrakeddccurrence of circular chains of
minimum four hydrogen bonds involved in a cooperteffect. The “cooperative
effect” is the mutual polarization of hydrogen-borgl groups, which are
interconnected to form larger arrangements [94 984, It strengthens a H-bond if the
donor accepts an H-bond from another donor [97{hé&y-CyD dimer, three different
orientations of the ring system of four interglueds bonds connecting (2)OH and
(3)OH groups of adjacent and opposite glucosedues are worth considering. In
one case, the H bond ring on each of {f@yD is formed by H atoms of (2)OH

groups and O atoms of (3')OH groups ((2)©8(3’)H), called “clock-wise” (H),
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with the y-CyD linked through the secondary (3)OH groupsthe reciprocal case,
the H bond ring on each of theCyD is formed by H atoms of (3")OH groups and O
atoms of (2)OH groups ((3')OtO(2)H), called “trigonometric” (T), with the-CyD
linked through the secondary (2)OH groups. The tase is the alternation of the

two: (2) OH>0(3')H, (3))OH>0O(2)H, etc. (see Fig. 6.2.1).

“T” orientation alternated orientation “H” orientation

Fig. 6.2.1.Schemes of the three inter-molecular H-bond caitgots that can stabilize
a y-CyD dimer of the “head-to-head type”. “Head-to-titayclodextrin complexes
involve the cyclodextrins interactinga their secondary hydroxyls and are the only

one relevant to the complexation ofoC

Experimentally, Betzekt al. [96] found, while using neutron diffraction, thtte
interglucose O(2)...0(3") hydrogen bonds in crystat cyclodextrins are of the flip-
flop type [98, 96, 99], in dynamic equilibrium [9&ee Fig. 6.2.2) as well as attracted
by the neighbouring glucosidic O(4) atoms [96]. €equently both left and right

orientations are expected to exist in the gas piuaspopulation.

Fig. 6.2.2.Flip-flop hydrogen bonds in dynamic equilibriumagted from reference
[98].
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Even though, the-CyD is more flexible than thg-CyD and could thus deviate from
a round-shape symmetric structure, thg fQllerene is expected to act as a template

and constrain the-CyD to round-shape provided tight encapsulaticcuos:

An overview of the experimental studies performed the [C60:¢-CyD),], first
observed by Anderssaet al.[14], can be found in section 6.1. Additional inf@tion
can however be inferred froft NMR and circular dichroism. Th#d NMR spectra
of the complex in solution obtained by Anderssbral. [15] and Yoshidaet al. [21]
show the presence of two differenCyD species; one with the same shifts as free
CyD, the other with slightly shifted proton signalkhe substantial downfielf’C
shifts of C1 and C4 andH shift of 3-H as well as the slightly upfield seil 1-, 2-, 4-
and 5-H led Yoshida&t al. [21] to conclude that the specific interaction leadiag t
chirality induction and stabilization of the comple/as the charge transfer from the
n-donor (the hydroxyl oxygen atom bound to C3 ahd éther oxygen between
adjacent glucose units) tas$CIn addition, since the observed inducedNMR shifts
for all but one of the protons are very small, osigall conformational changes are

expected foy-CD upon complexation of 4

The [Gso:( y-CyD);] complex has been the subject of a limited nundfeheoretical
studies, all of them using empirical force fieldtheds [14, 15, 100, 101]. Besides the
results of Anderssoet al. [14, 15] (see section 6.1),swas also reported to be
perfectly enclosed in the §g( y-CyD),] complex with the secondary hydroxyl groups
of two y—cyclodextrin involved in intermolecular hydrogeonds by Marconi and
Coworkers [100]. Using the MM3 force field, Montex® simulations and semi-

empirical methods to compare the measured and latddu induced circular
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dichroism spectra, they found highly symmetrichtig bound complexes to be the
most probable structures. Jaimeal. [101] studied the [6s:( y-CyD);] complex by
molecular dynamics simulations with the AMBER pag&aDummy atoms were used
to incorporate the various electron densities @nftitierene bonds into the molecular
mechanics scheme. According to their molecular oyos simulations the &g is not
completely encapsulated and the tw@yDs are not round-shaped but adopt a V-

shape only strengthened by a few intermoleculardgeh bonds.

In the present section as in the previous, elegtaysionization (ESI) effects the
transfer of molecules from solution to gas phasagcarrently to their ionization and
desolvation. Although solution specific complexes e detected by electrospray
mass spectrometry, the extent of the similitudevben the structures in solution and
ionized in gas phase as well as between the intesnmlar interactions in both phases
is unclear [75, 102, 103]. Interactions not presmnhot dominant in solution which
form or strengthen during or after the ESI proceage been shown to contribute
significantly to the stability of some specific cplaxes in the gas phase. Among
those interactions intermolecular hydrogen bonassteongly influence the energetic
and kinetic stability of gas phase complexes [{&,1103]. Klassen and coworkers
[103] suggested that the solution phase interastioould impose conformational
constraints preventing, in some cases, the gaeptwmaplex from adopting a lower
energy structure. Complementarily they also suggksitat the disappearance of the
solution phase interactions might allow the compterxplore a greater region of the

conformational space and to relax to a lower enstgycture [103].
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In short the gas phase ion mobility measuremeniispnavide accurate information
on the gas phase structures of unknown transfégabil the solution phase. Inter-
studies transferability is further disputable sitice [Go:( y-CyD),] can be produced
and stored under different conditions [14, 16, 18, 19, 21, 22, 24, 52, 25, 26].
Steiner and Koellner [104] suggested that the pedjmem and storage conditions
could affect the structure of the cyclodextrins ptemes. Indeed, a strengthening of
the hydrogen bonds is expected to occur upon rehufwaater and the interactions
between the-CyDs and the g increase under increasingly hydrophobic conditions
[21]. Therefore, preparation conditions involvindyaphilization step, as used in the
present study, could help overcome a complexatrergy barrier and stabilize the
[Ce0:( y-CyD),] complex in a lower energy compact structure wigh to sixteen
intermolecular hydrogen bonds between the w@yD, closely related to the ion gas
phase structures. This structure is expected teeleyant to both solution and gas

phases.

In short, the present section aims at: (1) repgrtiee gas phase mobilities of the
[C60:(y-CyD),;] complex ions (2) inferring additional structuraformation on the
encapsulation of adg molecule by &-cyclodextrin dimer by the comparison of the
experimental cross sections obtained from gas ploasenobility measurements with
those obtained from semi-empirical aatal initio calculations, (3) comparing the three
dimensional structures of the deprotonated andasedli [Go:(CyD),] ions and
inferring the area of the ¢ accessible to the solvent and available for
functionalization in agueous solution, (4) discaogsihe ionization method influence

on the interactions responsible for the stabilityes, [Gso:(y-cyclodextriny + 2H <
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[Ceo:(y-cyclodextriny - 2H]*<[Ceo:(y-cyclodextriny + 2Naf*, determined by

collision induced dissociation in the gas phase.

6.2.1 Experimental and Theoretical

The [60]fullerene :y-cyclodextrin complexation was performed accordiiog a
method similar to that described by Yoshiglaal. [21]. Both complexation and
preparation for electrospray mass spectrometry wleseribed in detail in section
6.1.1 and reference [13].

The ion mobility measurements were carried ouhatniversity of California Santa-

Barbara in Professor Bowers group.

Information about the shape of conformers presetité mobility data is obtained by
comparing the collision cross sections derived fril@ mobility measurements to
those calculated for trial structures. The expenitale setup for the ion mobility

measurements has been described in reference §bdshas provided mobility data
for many systems, e.g. DNA and PNA [106]. The istgdied are electronebulized
using nanospray and metalized boro-silicate (PROAANeedles. They enter the
instrument via an ion funnel and are injected at4.5 cm long drift cell filled with

~5 Torr of helium (at room temperature). After exgtithe drift cell, the ions are mass
analyzed in a quadrupole mass filter, which careibiger set for the acquisition of a
mass spectrum or for detecting one specific m/a d&snction of time, yielding an

arrival time distribution (ATD).

The mobility of a single isomer can be determineanf its arrival time distributions

(ATDs) by two different approaches.
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In the first approach, the mean arrival times ofaies of ATDs, obtained by
changing only the voltage across the drift celg &tted by a straight line as a
function of the voltage inverse. In that case thabitity of the isomer is extracted
from the fit slope and the intercept equals the sdithe time spent outside the drift

cell (equation 6.2.1).

L2 27315 1
tA :td +t0 :[V?EC)TK_j-FtO (621)
0

with t, the arrival timet, the drift time,t,the time spent outside the drift cdll the

drift cell length,V the voltage across the drift cgtl,andT the pressure (Torr) and

temperature of the buffer gas inside the drift aelll K, the reduced mobility.

The uncertainty associated with these measurenmmmsbe slightly affected by
systematic effects such as penetration of the iotwsthe drift tube upon injection
(which decreases the effective length of the duifbe). However, ion mobility
distributions recorded at varying injection enesgend buffer gas pressures vyield
similar mobilities and suggest that these effecéssaall. The statistical uncertainty

of the mobility values obtained this way is usudlstter thant 2% [76].

In the second approach, if the time spent by tims ioutside the cell is known, the
mobility can be determined by fitting the arrivahé distributions with a theoretical
model. This approach allows extracting from thekpe@ths information about the
number of conformers present within each peak eftoal drift time distribution [76,
107]. When the measured drift time distributionsignificantly broader than the
calculated distribution, it indicates that at leasb conformers with similar cross
sections or conformers interconverting over theeeixpent time scale are present. In

case good agreement is achieved between the mdaande calculated drift time
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distribution, either a single conformer or conforméaving identical cross sections
are present [108]. For a cylindrical drift tube arwhstant electric field [109, 110,

111, 76], the ATD of a single ion type can be meddly equation 6.1.1.

dt) = C(VD—@{l—ex;{%‘iH ex;{—wJ (6.1.1)

Adyt) t 4Dt
where v is the measured drift velocity, L is the lengthtlod drift cell, g is the size of
the drift cell entrance aperture, C is a scalirggdafor the intensity, and,2and Q3 are
the longitudinal and transversal diffusion coetfiais. Under the low field conditions,

Kk, T
VA4S

Dy and b can be calculated from the Einstein relatidh, = D, = with

« = VoL __ 7607
V  p27315

K, the mobility. The above equation is valid for dtalgulse

entering the cell. If the input pulse width is camgble to the width of the ATD, the
above expression has to be convoluted with thehwofithe input pulse. For multiple
ion types with different drift velocities (and tleéore different diffusion coefficients),
the resulting ATD is just the sum of the ATDs foetindividual ions [76]The ATD

fitting is performed using the Levenberg-Marqualgodathm and the drift velocity

Vp :t_ as fitting parameter. If more than one isomerresent a linear combination
D

of qa(t) is considered with the fractional abundances agdmto 1, a scaling factor,

and the individual drift velocities as fitting pamnaters [76].

Only the first approach was used in the presenkwbine measured mobilities were
converted for comparison with theoretical resultéoi orientationally averaged

collision integrals using
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2

Q§$g= 3ze( 2m 2 1 (6.2.2)
16N, \ kT ) K,

with zethe ion chargeN, the buffer gas number density at standard temyreraind

pressure (STP) the ion-buffer gas reduced mag&gthe Boltzmann constant arid

the effective temperature [112, 111].

Three different approximations of decreasing coxipteand computational cost can
be used to infer orientationnally averaged crosgiaes from theoretical model
structures: the trajectory approximation (TA), thehanced hard sphere scattering
approximation (EHSS) and the hard sphere projecipproximation (HSPA). A
fourth approximation (SIGMA) developed by the Bosigroup and in some ways

comparable to the trajectory approximation can bisosed.

The trajectory calculation (TA) approach has bemplémented by Meslekt al.

[112]. The average collision mtegra( 1) is used for comparison with experiments. It

avg
is obtained by averaging the first order transpasss section over the anglés ¢,
and y that define the orientation of the polyatomic i@md by averaging over the
relative Kkinetic energy of the ion-neutral collisio The scattering angles,
x(8.4,y.v.b), used in the calculation of the collision integfai a given collision

geometry, and relative velocity, are calculated for each impact parameberby
numerical integration of the equation of motion #orselected ion-atom interaction

potential [112, 111].

Qavg =— s jdﬁjdgpsmqﬁ jdy( T jjdve /kBTV5 ZZTjdbbl COS)((19¢ A b))

182



(6.2.3)
The ion-atom potentials used in the scattering adgliermination are selected to
mimic the true potential in a reasonable way [11h].the MOBCAL program
developed by Jarrold and Coworkers [112] each atbmhe ion is represented by a
(12, 6, 4) potential with the additional term comguhto the Lennard-Jones potential
describing the ion-induced dipole interaction [112he effective potential (taking
into account the contributions of all the atomsstiiating the molecule) is obtained
by summing over the individual atomic contributiotisan take into account the long
range interactions between the polyatomic ion dmel huffer gas, the effect of

temperature, and multiple collisions [112].

The exact hard sphere scattering model (EHSS) deselby Shvartsburg and Jarrold
[113] is less computationally intensive than thegdctory approach. It models the ion
by a collection of overlapping hard spheres wittliraqual to hard sphere collision
distances. It accounts for the details of the soaty process, such as multiple

scattering by polyatomic ions with partially coneasurfaces, but not the long range

interactions [113]. The average collision integﬂﬂ;l) , Obtained by averaging the

first order transport cross section over the anglesp, and y, does not depend

anymore on the relative velocity.
1 2 m 2 00
QY = = jdﬂjd¢ sing J'dy 2njdb b(1-cosx(3,4,y.b)) (6.2.4)
0 0 0 0

Calculating collision integrals for big moleculeg the trajectory method uses a lot of
computer power. The hard spheres scattering model reproduce the results
obtained by the trajectory method provided the kteahperature dependence of the

cross sections is taken into account by scalinchtred sphere contact distances used
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in the exact hard spheres scattering model to deje the cross sections calculated
by the trajectory method [114]. Shelimov and Coweosk[115] observed that the
cross sections determined with the exact hard sphsrattering model for BPTI and
cytochrome c¢ are within 1% of the cross sectionserdé@ned by trajectory

calculations.

The less computationally demanding approach for dhleulation of the average

(11)
avg !’

collision integral,Q is the hard sphere projection approximation [16 117]

(HSPA). It involves the projection of the polyat@mon structure on a plane. The
area,o,, defined by the minimum impact parametdss, , that avoid a hard sphere
contact with the buffer gas atom for each atomhefgolyatomic ion is calculated by
Monte Carlo integration [76, 117]. The projectedchaphere cross sectiog,,, is

then averaged over all the orientations of the golyic ion.

2 m 2
QY :éjdﬂjowsingb [dy o, (6.2.5)
0 0 0

the contact

atom?

The values ob_, are defined a®,, = %(dawm +d,,,) with d,,, andd

distances of the He atom and of the H, C, N, andt@ns respectively. The Hard
Sphere Projection Approximation ignores the detafilthe momentum transfer, such
as the scattering angle and multiple collisionsyal as long-range interactions [116,
112, 117]. Deviations larger than 20% have beenvehio occur between the hard-
spheres projection approximation and the exact-Bph@res scattering model due to

the neglect of multiple scattering events. [108].

184



In addition to the three approximations reportedvah Von Helderet al. [118, 119]
developed a less computationally intensive appration than the trajectory
approximation [112] that reproduces the temperatlependence of the mobibility
(SIGMA). They do not use the potential obtained bynsing the contributions of all
the atoms of the polyatomic ion to run trajectogycalations. Instead von Heldem
al. [118, 119, 120] assume that the helium atom ioteran a pairwise fashion with

each atom on the polyatomic ion. A generalizediteraction potential is used to

infer the atom-atom collision integral™ at temperature T. The contact distance

1
. . QY2 . §
between He and a given atom is equ I%e"ﬁJ . These effective hard sphere radii
T

are used to calculate the collision integrals bynMdCarlo integration [76, 119, 117].

Geometry optimization of the CyD and its complexes is a multiple minima problem
[83, 39, 121]. Sampling of the whole potential gyesurface requires a significant
amount of numerical resources. Furthermore, interoubar interactions are difficult
to model accurately using computational methodf].12n accurate description of
the [Gso:(CyD),;] complex and its ions would indeed require a gdedcription of the
electrostatic, induction (charge-induced dipole atigole-induced dipole) and
dispersion [123] (instantaneous dipole-induced lgiptorces. It is widely accepted
that all currently available force-fields have weeg&ses. Because each is tuned only
to a limited number of molecular properties [38y do not simultaneously describe
carbohydrates and fullerenes accurately and arsuitatble for the present study. The
choice of the PM6 [124] and HF/sto-3g levels ofaitye(the less expensive in terms

of numerical resources) was motivated by the huge af the system studied (396
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atoms), the numerous conformers to be screenedthandnited computer resources

available.

Semiempirical methods such as PM6 are applicabler¢@ molecules, and may give
accurate results when applied to molecules thasiangar to the molecules used for
parameterization. In general, semiempirical resciéts be trusted only in situations
when they are known to work well, e.g. systems Ilsimio molecules in the
parameterization set, they give satisfactory bemgjths and angles but the results are
not as accurate @b initio or DFT results with a suitable-size basis settlfermore,
most semiempirical methods are not particularlyl waited for predicting dihedral
angles [125]. In spite of known drawbacks, e.gpélision is not described properly at
the Hartree-Fock level [122], thab initio HF/sto-3g gives fairly good predictions of
bond distances and quite good predictions of bond dihedral angles, but

occasionally shows large bond-length errors [126].

In summary, it is acknowledged that a HF or B3LYdfcalation with a bigger basis
set, for example 6-31g(d,p) which has proven talpce reliable and consistent data
on hydrogen bonding at the Hartree-Fock level [1®@lld provide more accurate
results. However, a comparison of the results abthusing either PM6 or HF/sto3g
methods is expected to provide some indicatioroake relative importance of their
limitations — for example the neglect of dispersioteractions by HF/sto-3g and not
by PM6 — and help assess the accuracy of the cxionki reached. Alab initio
calculations at the sto-3g level were executedguie Gaussian G03 package [128];
convergence to a minimum of the potential energfasa was checked by controlling

the positive definite character of the Hessian. 3tnectures were minimized with the
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default criteria for convergence. The semi-empiricalculations at the PM6 level
[124] were performed using MOPAC2007 version 1224]1 The initial y-CyD

structure was initially obtained from the crystbsture determined by Harata [35].

6.2.2 Results

y-cyclodextrin complexes are characterized by aelangmber of conformers. These
conformers correspond (1) to the different vallest tan be taken by the anglgs (
@, 01, 6, w, ¢, and1) of Fig. 6.1.1, (2) to the different combinatiohvalues when all
eight D-glucose residues forming a singdeyclodextrins are considered, (3) to the
combination of values when dimers of two cyclodexéire considered, and finally, in
the case of doubly charged ions, (4) to the diffetautomers formed by different
combinations of the ionization sites. Due to timeited numerical resources available,
the theoretical conformational analysis was limiteegtducated guesses of the neutral
[Ceo:(y-CyD),] complex structure with a complete hydrogen be#ixtéen
intramolecular hydrogen bonds) postulated betwdwn tivo y-cyclodextrins. This

rather limiting hypothesis will be reconsideredhe Discussion section.

The structures determined for the inclusion complexreported in Appendix-1 Table
A-1 with the main families of conformers illustrdten Fig. 6.2.3. All structures are
characterized by the five torsion angles, the bamgle and the tilt angle described in
the introduction. The simplified notation X0YOX ised to describe the different
conformers. O refers to the cyclodextrin conforméto the orientation of the primary
hydroxyl groups and Y to the orientation of the togken bonds involved in inter-
glucose interactions. Both the primary (X) and seleoy (Y) hydroxyl orientations

can be described as trigonometric (T) or clockwldg The alternated orientations

187



(alt), possible for the secondary hydroxyls, wemunid to be energetically
intermediate to the other two and will not be ferthiscussed. For the §§(y-CyD);]

complex each angle is described by one averagee V@i the eight contributing
angles) and the associated standard deviation € Té&ld. Appendix-1). The cross

sections were obtained using the SIGMA [118, 116ihud.

Fig. 6.2.3.The main conformer families formed upon the comatiex of Go by two

y-cyclodextrins. T1T1T (A.a), H4T4H (A.b), H3T3H (A.cyeasymmetric barrel-
shaped complexes. T1T5T (B.a), H4T5T (B.b), H3T5T (B.c¢ aup-shaped
complexes. T5H5T (C.a) and H5H5H (C.b) are spherpeshaomplexes. For a

complete description of the different species sppehdix-1.
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Fig. 6.2.4.Structures of thg-cyclodextrins involved in the complexes: T1 (A), H4

(B), H3 (C), T5 (D), H5 (E). For a complete descoptiof the different species see
Appendix-1.

From the results displayed in table 6.2.1 Apperidixthe conformers can be
subdivided according to their cross-section intceehgroups: sphere- (sph), cup-
(cup), and barrel-shaped (bar) (see Fig. 6.2.4/Apmendix-1 Fig. 1, 2, and 3). The
sph, cup, and bar complexes respectively have -s@dsons within the [363.4:
364.3], [378.3: 395.7], [394.7: 428.9F Aanges at the HF/sto-3g level and the [366.5:
368.8], [379.7: 392.1], [393.2: 415.4F Aanges at the PM6 level. The bar and cup
complexes can be further subdivided according ® \tioyclodextrin conformers
involved (Appendix-1 Fig. 1). The different groupsamnformers respectively have
relative energies within the [0.0: 19.0], [11.8:.(8[24.6: 55.2] kcal/mol ranges at
the HF/sto-3g level and within the [0.0: 31.6], [2862.1], [58.6: 92.6] kcal/mol

ranges at the PM6 level.
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The different conformations of the cyclodextrins alwed in the [Go:(y-CyD),]
complex are best summarized using the anglas conformational marker (Table

6.2.1) with their respective cross sections ligtedable 6.2.11.

Table 6.2.1. Values of the main conformational marker.for the different

conformers of thg-cyclodextrin (see Fig. 6.2.4).

conformer @ @
(HF/sto-39) (PM®6)
T1 [-54.6: -54.0] [-58.9: -56.5]
T2 [52.2: 53.3] collapse T5
H3 [164.5: 170.5] [149.4: 164.7]
H4 [-91.9: -90.3] [-115.5: -109.7
T5 [122.7:124.4] | [115.4: 116.5]
H5 [106.9: 109.2] [108.3: 108.9]

Table 6.2.11. Cross-sections of the different conformationshefytcyclodextrin

monomers in absence ogfgsee Fig. 6.2.4).

conformer| Q™ (HF/sto-3g) | Q') (PM6)
T1 299.7 (0.6) 297.2 (0.6)
T2 289.5 (0.7) collapse T5
H3 283.5 (0.6) 284.2 (0.7)
H4 288.4 (0.6) 290.5 (0.7)
T5 275.3 (0.5) 278.1(0.7)
H5 275.9 (0.5) 278.0 (0.7)

The experimental results obtained for the sodiatedl aleprotonated ions

corresponding to the species described here abbeumeang discussed hereafter.

190



A typical mass spectrum obtained for the deproehddoy-cyclodextrin complex
2:1, [Gso:(y-CyD),-2.HJ*, on the instrument used for the mobility experitsarsing a
solution 15 % methanol and 20 mM NH4OAc is presgmeFig. 6.2.5. The mass to

charge ratio of the [£:(y-CyD)»-2.H]* ions corresponds to 1655 m/z.

(a.u.

I

600 800 1000 1200 1400 1600

m/z

Fig. 6.2.5.Mass spectrum of the &(y-CyD),] solution 15 % methanol and 20 mM
NH4OAc. The [Go:(y-CyD)-2.H]* and [-CyD)-H] ions are respectively detected
at 1655 and 1295m/z. The two lumps about 700 ancdh8@Gre the consequence of a

faulty reset of the acquisition, they do not afféhe rest of the spectrum.

The arrival time distributions of the §&(y-CyD),-2.H]* anions were recorded with
the quadrupole in the mass filter mode and the Watid centered on their mass to
charge ratio, 1655 m/z (see Fig. 6.2.5). The ionsevigjected in the drift cell at
voltages ranging from 15 to 55 V and the mobilithesasured at five different drift
voltages (see Fig. 6.2.6). The peaks of Fig. 6.28espond to the arrival time
distributions of the [G:(y-CyD),-2.H]* ions; the small shoulders on the left of each
peak are small amounts of complex dimersg[G-CyD), - 2.HL*. The experimental
conditions used to measure the cross sectionsdestised so as to reduce the amount
of dimer to negligible quantities in order to avarderferences due to its potential
partial decomposition within the drift cell. The aage cross section measured for
[Ceo:(y-CyD),-2.H]* is equal to 386.0 ZAwith a standard deviation of 1.C fonly the
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values obtained for drift voltages within the [18}4/ range are taken into account
due to the increasing injection effect at higheltages (see Fig. 6.2.7). The injection
effect induces an apparent increase of the maslitaused by the time required after

injection for the ions to reach a stationary regimighin the reaction cell).
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Fig. 6.2.6.Arrival time distributions of the [€:(CyD), - 2.HF anions for an injection
energy (IIE) of 40 V and drift voltages of 91.7, 2550.6, 35.5, 25.5 V. The five

ATD have been superposed in order to facilitate glassessment.
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Fig. 6.2.7.The cross-sections inferred from the measured itiebilobtained for the

[Cea:(CyD), - 2.HF anions at different injection voltages.
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A typical mass spectrum obtained for the sodiategiy€yclodextrin complex 2:1,
[Ceo:(y-CyD)+2.Naf", on the instrument used for the mobility experitsemsing a
solution 15 % methanol and no NBIAc is presented in Fig. 6.2.8. The mass to

charge ratio of the doubly sodiated complex cowadp to 1682 m/z.

(a.u.

I
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m/z
Fig. 6.2.8.Mass spectrum of the {g(y-CyD),] solution 15 % methanol without
NH40Ac. The [Go:(y-CyD)+2.Naf" and [¢-CyD)+Na] ions are respectively
detected at 1682 and 1320 m/z. Thg{@-CyD),+2.HJ*" cations are found to be

present in negligible amounts.

The arrival time distributions of the §&(y-CyD),+2.Naf* anions were recorded with
the quadrupole in the mass analysis mode and tabdth centered on their mass to
charge ratio, 1682 m/z (see Fig. 6.2.8). FQe240V in positive mode, the ATD
distribution of the [Go:(y-CyD)+2.Naf" cations (1682 m/z) is mono modal (see Fig.
6.2.9). The negligible shoulder observed at highebitities (smaller arrival time) is
assigned to a dimer of the complexf@CyD), + 2.Na}**. Interferences from this

dimer are removed at higher dilution rates.
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Fig. 6.2.9.Arrival time distributions of the [:(y-CyD), + 2.Naf" cations for an
injection energy (lIE) of 40V and drift voltages@t.5, 70.8, 50.5, 35.4, 25.1 V.

The average cross section obtained from the measuatsiwith injection energies

02
within the [15,40] V range is equal @ =3631A with a standard deviation of

avg

2

0.7,& (see Fig. 6.2.10).
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Fig. 6.2.10.The cross-sections inferred from the measured Ilitiebiobtained for the

[Ceo:(y-CyD), + 2.Naf" cations at different injection voltages.
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Finally, the cross-sections of the deprotonated sowlatedy-cyclodextrins inferred

from their respective mobility measurements aresi@rably smaller than those
obtained from the theoretical structures reportédva. They are furthermore
dependent on the electrospray conditions. Thesdtsesipport the template influence
of the G on they-cyclodextrins conformations. In absence @f e cyclodextrins

collapse and their mobilities (cross-sections) cartre assigned to the theoretical
structures reported above. Consequently, they netréurther investigated due to the

tremendous number of theoretical conformers passibl

6.2.3. Discussion

Due to Go size and shape, the only relevant guest posiiovithin they-cyclodextrin
cavities. However, in order to further reduce tlxpleration of the conformational
space, the gas phase structure of thg:(@-CyD),] ions was postulated to be highly
compact, with the g in close interaction with the two cyclodextrins iagially
suggested by Yoshidat al [21]. This led to the assumption that the two
cyclodextrins interact via the highest possible hamof intermolecular hydrogen
bonds, i.e. sixteen. In addition, although the expentally observed charged state of
the [Go:( y-CyD),] ions can be readily identified from the mass $@pedhe exact
locations of the deprotonation or cationizatioesiare not known. In order to avoid
exploring the conformational space of the multistemers of position generated upon
both deprotonation and cationization, the confoiomal analysis focused on the
neutral form of the [ (y-CyD),] inclusion complex. Based on these two
assumptions, multiple conformers characterized iffgrént values of the torsion
angles, especially the torsion angbeand the tilt angla, were generated and their

geometry optimized. Respectively six and five distifamilies of conformers, mainly
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characterized by different orientations of the p@iynhydroxyl groups, have been
identified at the HF/sto-3g and PM6 levels of thyeoln order to facilitate the
discussion, these families can be divided intogtly®ups: barrel- (Fig. 6.2.3.A), cup-
(Fig. 6.2.3.B), and sphere- (Fig. 6.2.3.C) shapmdpmex ions. In the sphere-shaped
ions the G is fully encapsulated by the twecyclodextrins with only two small polar
caps accessible to the solvent. In the cup-shapes] the G is fully encapsulated by
oney-cyclodextrin while the primary hydroxyl groups thie othery-cyclodextrin are
oriented so as to leave a large area of tiieaC€cessible to the solvent. In the barrel-

shaped ions, theggis accessible from both sides of the complex.

Experimentally, the arrival time distributions (AEPof both the cationized (see Fig.
6.2.9) and the deprotonated (see Fig. 6.2.6) cotiples present a small peak on the
left of the peaks respectively identified asd@yD), + 2.Naf* and [Gg:(CyD); -
2.HJ*. At low injection energies, the ions entering thét tube experience a rapid
transient heating cycle as their kinetic energgethermalized by collision with the
buffer gas. As the injection energy is raised, tlodlisional heating increases and
leads to the dissociation of the less stable coxmleners respectively into
[Cex:(CyD), + 2.Naf* and [Go:(CyD), - 2.HF. These small peaks whose intensity
can be modulated by the solution concentration @&hectrospray conditions
correspond to dimers of the ions of interest. er ¢ross-section measurement, the
experimental conditions used minimize the preseotalimers at low injection
energies so as to avoid delayed thermalizatiorhefkinetic energy and artificially

smaller cross-sections.
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The experimentally inferred cross-section of thegfCyD), + 2.Naf" ions is equal
to 363.1 & (0.7 A%). The cross-section inferred from the measuredriobility of the
[C60:¢(-CyD), + 2.Naf" ions are in excellent agreement with the prediaterss-
section of the most compact conformers ([363.4:.36A% and [366.5: 368.8] Aat
the HF/sto-3g and PM6 levels respectively) of teatral [Go:(CyD),]. As explained

in section 6.2.2, the theoretical predictions wliareted to the study of the different
conformers of the neutral complex. Due to the sikz¢he present system and the
absence of possible zwitterionic structure, theilsndadducts are expected to help
stabilize the hydrogen bonds — as supported biititeer stability of the sodiated ions
reported in section 6.1 — and lead to only min@angjes in the theoretically predicted
cross-sections. Therefore, since no conformers witbwer cross section may exist
this leads to the formal identification of the gasse experimental structure of the
[C60:(-CyD), + 2.Naf" ions. In the [C60yCyD), + 2.Naf" ions, the twoy-
cyclodextrins are involved in sixteen intermolecutgdrogen bonds and the;dds
fully encapsulated with only two small polar capsessible to the solvent. ThedC
acts as a template reducing the conformational esgarcessible to the twe-
cyclodextrins. The sixteen intermolecular hydrodemds hypothesis is confirmed
explaining the high stability of the cationized qaexes observed using collision

induced dissociation measurements.

The experimentally inferred cross-section of thé(@-CyD), — 2.HF ions is equal
to 386.0 & (1.0 A%). The cross-section inferred from the measuredhiobility of the
[Ce0:(CyD), - 2.HF ions corresponds to the so-called cup-shaped ooefs ([378.3:
395.7] & and [379.7: 392.1] Aat the HF/sto-3g and PM6 levels respectively).

However, it could also be explained by the destzdiibn of the hydrogen bond belt
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between the twag-cyclodextrins. Indeed, from their slightly acidiK values, 12.1
[129], deprotonation is expected to take placenatdecondary O(2), O(3) hydroxyl
groups. Deprotonation of the secondary hydroxyugsois further supported by the

decreased stability of the deprotonated anions eoedpto the sodiated ones.

It is also worth mentioning that the 3D structuregmsed by Bonnegt al[101] for
the [C60:¢-CyD),] complex and illustrated in Fig. 6.2.11 does ngtea with the
experimental results reported in the present stitslgollision cross-section of 442 A

is far too large.

Fig. 6.2.11.3D structure of the [C6Q{CyD),;] complex proposed by Bonnet al

[101]

Symmetric peaks appear in all of the ATDs. Thisidatks that either one family of
conformers is present or, if multiple conformergsexthat they either have very
similar cross-sections or rapidly interconvert he tdrift cell. The extent of the
transferability of the gas-phase inferred confororet to the solution phase is
unknown. Most ESI-MS studies suggest that importnictural features or large
biomolecular assemblies are retained in the gaseh®n the other hand,
biomolecules are desolvated upon transfer intovétoeium of the mass spectrometer.

This implies that electrostatic interactions androgen bonds, that surely survive the
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spray process, are largely responsible for maimgirstructural features of the
vaporized biomolecular ions. Hydrophobic interacticare believed to be partly or
completely lost in the gas phase [43]. Moreovethhapon electronebulization and
upon entering the drift tube, even at low injectemergies, the ions experience rapid
transient heating cycles [130, 74]. This causesesammealing and the conformation
that dominates under these conditions is the oae dominates when the rate of

isomerization becomes sufficiently small so thatigomer distribution is frozen [73].

6.2.4. Conclusion

The gas-phase conformational properties of theasedi[C60:¢-CyD), + 2.Naf* and
deprotonated [C604CyD), — 2.HF" complex ions were studied using ion mobility
measurements and molecular modeling calculationg. dstinct families of
conformers mainly characterized by different oréioins of the primary hydroxyl
groups have been identified theoretically. Thesailfas can be subdivided into three
groups, sphere-, cup-, and barrel-shaped with &song cross-sections and relative
energies/heats of formation. The lowest energy groarresponds to the most
compact conformers and thus the smallest crosgasgbossible. The measured ion
mobility of the [C60:¢-CyD), + 2.Naf" ions are in excellent agreement with the
predicted cross-section for these conformers. Smaceonformers with a lower cross
section may exist, this leads to the formal idesdtion of the gas-phase experimental
structure of the [C60pCyD), + 2.Naf" ions. In the [C60y-CyD), + 2.Naf" ions,
the twoy-cyclodextrins are involved in sixteen intermoleauhydrogen bonds and the
Ceo is fully encapsulated with only two small polapsaaccessible to the solvent. The
measured ion mobility of the [C6§:CyD), — 2.HF ions, on the other hand, are

smaller and their cross sections thus larger. Thay be related to the so called cup-
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shaped conformers. It is also possible that theradepation takes place at the
hydrogen belt between the two cyclodextrins antb¥ahg its destabilization that the
complex opens up like a bivalve shellfish. This Woexplain the decreased stability

of the deprotonated complex ions compared to tdeatsd ones.
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Chapter 7. Interactions of Gsq with transition metals

Supramolecular architectures, in which photo-/eteatctive donors and acceptors are
pre-organized inter-molecularlyia non-covalent linkages, are appealing for many
applications, e.g. photovoltaic devices, since thagy provide long-lived charge
separated states [1, 2, 3]. However they oftenhéurtrequire immobilization or
positioning on surfaces, as for example [60]fulle® used as potential Raman active
nano-sensors [4]. The present chapter probes ttezaations between & its

derivatives and transition metals such as silven and manganese.

Direct adsorption and covalent linking are two agmhes studied in the first part of
this chapter. In aqueous solution, no evidencehef adsorption of £ to silver
colloids was found for the conditions used. Ramands RAg+8Hg) characteristic of
Ceo [5] were not observed about 264(s), 430(A96(s), 709(w), 773(s), 1101(m),
1251(m), 1425(w)1468(s), 1576(m) in crit, in agreement with published work. For
Cso to interact with aqueous colloids, an intermedgateh as pyridine has to be used
[6] or a Go derivative having heteroatoms such as nitrogelphsuy, or oxygen, or
some functional groups such as CN,3S6H, and COOH, which can interact with
metal surfaces [7, 8]. Nucleic acids and thymidind its analogues in particular (see
chapter 5), are well known for their ability to Hisilver and gold surfaces via their
deprotonated N3 nitrogen atom [9, 10]. Their stitetand assemblies have also been
thoroughly studied using vibrational spectroscdpydrogen bonding, base stacking,
and metal coordination in nucleic acids can be ale by the Raman and infrared

spectra [11] (see Fig. 7.1).
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Fig. 7.0.1.In plane vibration mode acting as conformationaftker.

Furthermore, the frequencies of several Raman bhads been correlated with the
local conformations of nucleic acids, i.e. the gbaing puckering and the glycosidic
bond orientation. Most of the conformation markandls are in-plane vibrations of
the base ring and their sensitivity to the riboisg puckering and glycosidic bond
orientation has been ascribed to vibrational cogplbetween base and ribose
vibrations [11]. Nucleic acids are thus choice coms for functionalization of dg

in order to bind silver or gold surfaces, and fdramcterization using Raman

spectroscopy (RS). Raman scattering, however, seand-order process. In the

. : : do
absence of any resonance, the differential Ramasserectlon{— are less
NRS

than 10% cnfsr?, i.e. generally more than 10 orders of magnitunieet than that of
infrared absorption [12, 13, 14]. Hence, the signatoise ratio of the surface Raman
signal expected for adsorbates is often too lowaaletected. This intrinsically low

209



detection sensitivity is overcome in surface-enlkdnBaman spectroscopy (SERS),
both a surface selective and highly sensitive teglenwith a total enhancement at
near-infrared nonresonant excitation for molecuddsorbed to colloidal silver
clusters as high as ¥fOcompared to RS [15, 16]. Besides the quenchinghef
fluorescence background of the adsorbed specieadigtion-less energy transfer to
the metal surface, the major SERS effect can biaiied to at least two factors [17,
18]: (i) an electromagnetic enhancement and (iigh@mical enhancement. The
electromagnetic enhancement occurs when the incidg is in resonance with the
surface Plasmon modes of a metallic thin film onogarticle. The surface plasmons
are collective oscillations of the free electronsai metallic nanostructure that upon
resonant interaction with light generate intensealloelectromagnetic fields

responsible for the Raman signal amplification [(K8e Fig. 7.2).

Fig. 7.0.2.Scheme of a molecule (not to scale) above a rouglal surface. Ag) is

the electromagnetic enhancement factor &ng the dielectric constant of the surface

(adapted from reference [20]).

The chemical enhancement, on the other hand, aecklto the possible chemical

interactions — including charge transfer and poé&iron — that may occur between the
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adsorbed molecules and the film or nanoparticléasar For silver and gold, the
electromagnetic field enhancement generated fromarigty of metal nanostructures
is dominant with the chemical enhancement contiriguio only one or two orders of
magnitude of the total enhancement[14]. This md#ida our synthesis of
nanoparticles suitable for surface enhanced Rapectr®scopy briefly discussed in

the present chapter.

The last section of this chapter describes the ¢texafion of Go by metallo-
porphyrins complexing iron and manganese ions. dimralent immobilization of €

by complexation is attractive to positionsoGvhile avoiding altering its properties
[21]. Coordination of a fullerene ligand to a tréio® metal is also highly attractive
because of the inherent assembling and positiocépgbilities of this approach and
of the efficiency of the related photo-driven preses. A photoactive supramolecular
system, in which donor and acceptor moieties akeetl via coordinative association,
is relatively easily synthesized. Upon photo-illmation it triggers a sequential rapid
electron transfer and a diffusional splitting ofetitcharge-separated radical pair,

mimicking a key step in natural photosynthesis 23,

The present chapter is intended as a descriptitmegbrospective work undertaken. It
does not provide a complete description of the esgst studied; additional
experiments using complementary techniques are iregfjubefore definitive

conclusions can be reached.
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7.1. Surface-enhanced Raman spectroscopy of 3’-intif60]fulleryl-3’-

deoxythymidine

Metal colloids have been widely employed in surfaobanced Raman spectroscopy
(SERS). The aggregation of metal particles leadtdédormation of aggregates with
a roughness and a fractal morphology necessarielt yitense Raman spectra [24,
25]. Among the methods used to obtain metal cddlothe chemical reduction of
silver nitrate by citrate [26] is one of the mo#tactive since it produces very stable,
highly sensitive and selective colloidal suspensiaompared to other SERS

substrates [27, 28, 29].

Prior to studying their adsorption on surfacesptime and thymidine Raman spectra
obtained in water were vibrationally assignea extensive isotopic labelling studies
[30, 31, 32, 33, 34]. The 700-800 ¢megion was found dominated by bands assigned
to ring breathing modes of the thymine base [38].tHe 800-1200 cfh region
different normal modes localized on the 2’-deoxg&é sugar ring were assigned,
while in the 1200-1600 cthregion modes resulting form the coupling of thgnine
base and the sugar ring were found to dominate33133, 34, 30]. Finally, the 1600-
1800 cni region corresponds to the C=C and C=O double Isireiches of the
thymine. These previous assignments will be usedigouss the adsorption of 3'-

imino[60]fulleryl-3’-deoxythymidine on silver colids.

In the present study, SERS has been applied to 3thenino[60]fulleryl-3’-
deoxythymidine molecule also studied by mass spewtry (see chapter 5) (1) to
find out, from the enhancement of different Ramands, the most probable

orientation of the adsorbed species relative to rietal surface, (2) to access
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conformational information via Raman active confatimnal markers, and (3) to

infer the localization of the ggrelatively to the silver surface.

7.1.1. Experimental

The synthesis, separation and characterization oimi8o[60]fulleryl-3'-
deoxythymidine were described in chapter 5. Thelectdd fractions of 3'-
imino[60]fulleryl-3’-deoxythymidine separated fronthe reactants using a C18
column (Princeton Chromatography,USA) and tolue@MA 77:23 isocratic
conditions were lyophilized under low pressure ¢toils and a nitrogen trap for the
solvent. Upon the solvent evaporation, the 3’-infd@jfulleryl-3’-deoxythymidine

forms a film on the glass vial.

The stable sodium citrate silver colloid used asRSEsubstrate was prepared
according to the standard procedure reported byaneeMeisel [26, 35]. 200 ml of
Milli-Q water was rapidly heated to boiling poirithe AgNQ was then added to
reach a 18 M concentration, immediately followed by the aditof 4 ml of a 1%
trisodium citrate solution. Further heating andta@n were performed using a
magnetic stirrer/heater, with mixture kept at apenature of 95°C for 2 hours under
constant agitation. The resultant colloid was yeitthh gray with a pH of 6.5, an
absorption maximum at 420 nm and a long absorpéibim the IR. The 420 nm band
is attributed to the dipole resonance of the sphkmonomeric silver particles [36].
The shoulder on the low energy side of the 400 amdbis due to the presence of
aggregated particles [36]. It has been establith&ithese aggregates are responsible
for the highest enhancement observed in SERS @739, and for the dependence

of the signal enhancement in SERS on the excitatangy [40].
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Fig. 7.1.1.UV-Vis spectrum of the silver colloid. The absdoptmaximum is at 420

nm.

The absence of signals, the minimal spectroscogitufes attributed to the glass
container excepted, ensures the signals recordgohate from the SERS substrate

interaction with thymidine species (see Fig. 7)1.2.

)

(a.u.

I

400 600 800 1000 1200 1400 1600 1800

-1
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Fig. 7.1.2.Control SERS spectrum of the Ag colloid. The braadximum about

1100 cn* is caused by the glass container.

3’-imino[60]fulleryl-3’-deoxythymidine solubility m water is negligible. In order to

operate its transfer from the glassware surfadbedcsilver nanoparticles forming the
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colloid, a given volume of colloidal solution wadded to the recipient containing the
lyophilized 3’-imino[60]fulleryl-3’-deoxythymidine. The transfer of the 3'-

imino[60]fulleryl-3’-deoxythymidine to the colloidvas operated by simple contact
via strong agitation. This simple method has beenldped for this study and will be

useful to SERS studies of other non water solublapounds. Its main drawback is
the inability to determine the amount of sampl@&gfarred to the colloid and thus its
concentration. The SERS samples of 3’-azido-3’-gdopmidine, on the other hand,
were prepared by adding 1pL of a®M aqueous solution to 1 mL of the silver
colloid, so that the final concentration was M The final pH of the SERS samples

was that of the colloid, ~6.5.

Raman spectra were recorded on a Dilor LabRam i@dwan) coupled with a
IFS66 FITR spectrometer in Professor Gilbert’s Lrabary at ULg. Af (at 514.5nm)
radiation was used for excitation. The scattergtitlwas collected at 180° to the
excitation beam. Spectral resolution of + 27cim estimated for the Raman signals.

The laser powers at the sample was equal to 20 ATV, (

7.1.2. Results and Discussion

Surface-enhanced Raman spectra were obtained -Bwid®-3’-deoxythymidine and
3’-imino[60]fulleryl-3’-deoxythymidine (see Fig. X.3-a and 7.1.”-b, respectively).
The SERS spectrum obtained for 3’-azido-3’-deoxgiltine agrees with the spectra
reported by Rivasgt al. [9] and allows mode assignments by comparison wigir
results. From the relative similarity observed bedw the Raman spectrum recorded
at alkaline pH and the SERS spectrum — the appearahbands at 1295 and 1139

cm’ (see Fig. 7.1.3) respectively attributed to #{€-O) andv(C-N) motions, the
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intensity decrease of the 1203-1180'timands, and the down shift of the ring
breathing band and th€C=0) band — deprotonation is reported to takeglacN3
as a consequence of its interaction with the n{8tad1]. The SERS spectrum of the
3’-imino[60]fulleryl-3’-deoxythymidine resembles dh of the 3'-azido-3'-
deoxythymidine and allows similar conclusions todoawn. The (minor) differences
observed are likely consequences of the structesttictions imposed by thes&on
the ribose moiety of the adsorbed molecule. As3fedeoxythymidine, the intense
792 cm' band is indicative of the existence of an intécactof the 3
imino[60]fulleryl-3’-deoxythymidine with the surfacvia the thymine residue.
Following the observation (see Fig. 7.1.3) of iser92, 1247 cthconformational
marker bands (the 668 cmband is not observed), the 3-imino[60]fulleryl-3’
deoxythymidine adsorbed on the metal surface isrteg to be in the C3ndo-anti

conformation [42, 43in agreement with the spatial hindrance imposethbyGso.

In SERS, the orientation of the adsorbed speclative to the metal surface can be
determined based on the selective enhancemeng eflitations obeying the surface
selection rules [44, 45, 46, 47]. According to thedles, the vibrational modes that
involve a large change of the polarizability pemienlar to the metal surface are the

most enhanced.
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Fig. 7.1.3.(a) SERS spectrum of 3’-azido-3’-deoxythymiding) $ERS soectrum of
3’-imino[60]fulleryl-3’-deoxythymidine.

By comparison of the SERS and Raman spectra intisolwf the 3’-azido-3'-
deoxythymidine molecule, it was observed that 2 @m’ band is highly enhanced

in SERS. This vibration mode is assigned to a kitgation mode of the thymine
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moiety adsorbed on a silver nanopartiale the deprotonated N3 atom. It involves a
significant interaction between the surface anddkggen O4 and considering that
the two oxygens atoms, O2 and O4, concentratedbative charge and thus stabilize
the bonding at this position with the positivelyaced surface [9, 10], confirms the
deprotonated N3 site as the adsorption site. [@8hsequently, by comparison of the
SERS spectra of 3-azido-3’-deoxythymidine and rBino[60]fulleryl-3’-
deoxythymidine, from their common intense 792’cband, it can be concluded that
both species interact with the silver particlesa the deprotonated N3 site.
Furthermore since the 792 énband is a conformational marker of the deoxyribose
puckering, both  3’-imino[60]fulleryl-3’-deoxythymide and  3’-azido-3'-
deoxythymidine can be reported to adopt a C3-emomformation, sterically

favoured in the case of the 3’-imino[60]fulleryl-Beoxythymidine by the &.

7.1.3. Conclusion

The ability of surface-enhanced Raman spectrostoyovide detailed information
on adsorption mechanisms, surface reactions, amd stirface orientation of
adsorbates motivated our investigation of the guswr of 3’-imino[60]fulleryl-3'-

deoxythymidine on silver colloids using SERS.

Provided that 3’-imino[60]fulleryl-3’-deoxythymidandoes not degrade and thus that
no deoxythymidine non-bounded tgyds responsible for the signals measured in
SERS, the following conclusions can be drawn. Sirhil to thymidine and its
analogs, 3’-imino[60]fulleryl-3’-deoxythymidine adbs on the colloidal silver
surface via the lone pair electrons of the depratish N3 nitrogen atom. From the
structural marker bands used to characterize thioonation of the thymidine, it was

found that 3-imino[60]fulleryl-3’-deoxythymidine dhaves as 3'-azido-3'-
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deoxythymidine and adopts a C3’-endo conformatidks for 3’-azido-3'-

deoxythymidine, the C3’-endo conformation is staficfavoured by the g.

In order to try enhancing the signals in some efgpectral regions and to study the
influence of the laser excitation frequency usedlpas with absorption maxima
shifted to the longer wavelengths were synthesi@did nanorods with an absorption
maximum at 760 nm were produced but due to a latkne they were not tested

within the time dedicated to this work.

7.2. Coordination of transition metals with G

Supramolecular assemblies of porphyrins and relatiedazamacrocyclic compounds
with fullerenes have potential applications as phgnthetic systems, data storage
media, and photovoltaic and electrochemical devji¢8s50, 51, 52, 53, 54, 55, 56].
In these porphyrin-fullerene systems, the porplsyract as light receptors and
electron donors. Upon photo-excitation, an excgtde of the porphyrin relaxes by
charge donation to the nearby fullerene acting raglactron acceptor. Besides its
ability to undergo up to six reversible one-elestreductions [57], € in fullerene-
porphyrin dyads was shown to cause an acceleratioime photoinduced charge
separation and a retardation of the charge recatibm compared to conventional
acceptors such as quinones [58]; these propergeekated to its exceptionally small

reorganization energy when involved in electromsfar reactions [59, 60, 61, 62].

Supramolecular architectures, in which photo-/etexdttive donors and acceptors are
organized intermolecularlyia non-covalent linkages, are appealing since theghtni
provide long-lived charge separated states [1,, 3B In non-covalent systems, a

rapid photoinduced electron transfer should beovedid by a splitting of the charge

219



separated components [64]. Therefore, the developofesynthetic strategies aimed
at associating a donor and an acceptor in a wéletk geometry through non-
covalent linkages is of high interest. Besides,wieak molecular interactions offer an
opportunity to control (i) the organization of pbetind redox active components and
(i) their mutual, electronic coupling [64]. In peiple, a variety of non-covalent
interactions, such as hydrogen-bond, donor-acceptomplexation, electrostatic
interactions andreTt stacking, can be exploited for the design andh®gis of donor-
acceptor systems with high directionality and dalég for achieving predetermined
architectures [64]. The approach considered hereluas the interactions between
metalloporphyrins and ggto potentially engineer supramolecular assemiphés the

potential for remarkable photophysical and magnatiperties [65, 66, 67, 68, 69].

Depending on their size, charge, and spin mulitglianetal ions can fit into the
central hole of the porphyrin ring, forming regutaetalloporphyrins, or be located
out of the ligand plane, resulting in sitting-opptoomplexes. Porphyrin derivatives
display intense electronic absorption bands in38@-500-nm range (the so-called
Soret or B bands) with molar extinction coefficertf 16 M cm™ magnitude. At
longer wavelengths, in the 500-750-nmrange, a keteaker, but still considerably
intense Q-bands, with molar extinction coefficieatsld* M™*cm* magnitude can be
found. Thus due to significant overlap of their @ipsion bands with the emission
spectrum of the solar radiation reaching the biesphporphyrins are efficient tools

for conversion of radiation to chemical energy.

The present work was motivated by the theoreticatkwof Basiuk [70] on the
complexation of g by metallo-porphines (P) and its effect on therattion strength

and electronic structure of these complexes. Wthigeinteraction of porphyrins (not
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complexing metal cations) with ¢&is extremely weak (the energy of complex
formation is-0.3 kcal/mol), the calculated formatienergies of the metal complexes
vary from -27.3, -38.6 kcal/mol (MnCleg and FeCleG) to -45.8, -43.8 kcal/mol
(MneCgo and FesGg) [70]. In the present work we report, using mgsscgrometry, on
the formation and characterization of meso-Tetydpokphyrins complexing
manganese and iron cations with thgy, @nolecule since these complexes are

reportedly the most stable.

7.2.1. Experimental

The meso-Tetratolylporphyrin-Fe(lll) chloride (98%)d meso-Tetratolylporphyrin-
Mn(l1) chloride (98%) used in this study were poased from Porphyrin-Systems
(Lubeck, Germany). The [60]fullerene was purchageth MER Corporation at a
purity of 99.9%. All samples and solvents were usétout further purification. 18

M stock solutions of the porphyrins ango,Qvere prepared by dissolving them in
toluene with the complex prepared from these ssotlitions. The samples were mass
analyzed on a Q-Tof Ultima Global mass spectromaterg a nanospray source and
home pulled, gold coated borosilicate capillari&3% acetonitrile v:v was added to

the toluene complex solutions to facilitate eleagloulization.

All the electronebulized solutions were 510 in porphyrin and/or &, and

composed of toluene:acetonitrile 4:1 v:v. The carpormation was only detected
upon the addition of lithium iodide or sodium iodido the mixture of meso-
tetratolylporphyrin-metal(lll) and & (followed by vigorous agitation) prior to the

addition of acetonitrile and mass analysis.
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7.2.2. Results and Discussion

The first analysis of porphyrins using electrospi@yization was performed by Van
Berkel et al. [71] while for fullerenes it was performed by Dretle and coworkers
[72]. Porphyrins were shown to ionize via solutmmase protonation while
metalloporphyrins (without counterion) ionize either electrochemical oxidation or
when chelating trivalent metals and associated wittegatively charged counterion,
[(metaf)(porphyrirf)]*L", by dissociation into [(met&)(porphyrirf)]* [71]. Cso, ON
the other hand, is readily reduced but hard to isgidAfter unfructuous attemps in
negative mode, characterization was performed eka@ly in positive ion mode. In
order to observe the [(meso-tetratolylporphyrin-ai(@)):Ce]” ions, and thus the
complex formation, iodide salts (such as Lil and)Neere added to the solution
containing meso-tetratolylporphyrin-metal(lll)] chnide and G Other salts, e.g.

chloride salts, heating, prolongated reaction ditdiead to the complex observation.

Since the Fe isotope of mass 55.93 Da has the sgtighendance (~92 %), in order to
facilitate the discussion, all the isotopic distiibns will be referenced according to
their >°Fe signal and not according to the first isotopéheir distribution involving
*Fe. See Fig. 7.2.1.-a’ illustrates that meso-telyltorphyrin-Fe(lll) chloride
oxidation (759.21 m/z) is the dominant ionizatiogess in absence of Lil added to
the toluene:acetonitrile 4:1 solution. Upon Lil #&ddh, the meso-tetratolylporphyrin-
Fe(lll) chloride dissociates and only the cationefm-tetratolylporphyrin-Fe(I11)]
(724.23 m/z) is detected (see Fig. 7.2.1.A). Anottensequence of the addition of
Lil in large excess is the apparition of the sigrarresponding to the ion
[(tetratolylporphyrin-Fe(Il1)):1]* at 1576.38 m/z (see Fig. 7.2.1.B). This obserwvatio
suggests the substitution of the chloride by thdéide. When G is added to a
tetratolylporphyrin-Fe(lll) chloride solution comténg Lil, a peak corresponding to
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the [tetratolylporphyrin-Fe(lll):] " is detected at 1444.26 m/z (see Fig. 7.2.1.B). Its
attribution is confirmed by its collision inducetssibociation leading to the retrieval of
Tetratolylporphyrin-Fe(lll} (724.25 m/z) and a neutral fragment of mass 72081
(derived from the mass difference between the pammd fragment ions)

corresponding within experimental error to the masSs, (see Fig. 7.2.1.C).

T
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600 700 800 900 1000 1100 1200 1300 1400 1500 16OO
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600 700 800 900 1000 1100 1200 1300 1400 1500 1600

m/z

Fig. 7.2.1. Tetratolylporphyrin-Fe(lll) : G complex cations. A. Positive ion mass
spectrum of the tetratolylporphyrin-Fe(lll) chlogida’) upon addition of Lil. The
scale-ups (a) and (b) respectively correspond & dations [tetratolylporphyrin-
Fe(lIN]" and [(tetratolylporphyrin-Fe(llI})1]*. B. Positive ion mass spectrum of a
mixture of tetratolylporphyrin-Fe(lll) and g in presence of Lil. The scale-up (c)
corresponds to the complex [tetratolylporphyrinifeCeso*. C. Positive ion CID
spectrum of the [tetratolylporphyrin-Fe(lll)¢g" ions. The signal at lower m/z

corresponds to [tetratolylporphyrin-Fe(IM)]
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Fig. 7.2.2.Tetratolylporphyrin-Mn(lll) : Go complex cations. A. Positive ion mass
spectrum of the tetratolylporphyrin-Mn(lll) chlogd(a’) upon addition of Lil. The
scale-ups (a) and (b) respectively correspond & dations [tetratolylporphyrin-
Mn(Il)] ¥ and [(tetratolylporphyrin-Mn(ll))1]*. B. Positive ion mass spectrum of a
mixture of tetratolylporphyrin-Mn(lll) and & in presence of Lil. The scale-up (c)
corresponds to the complex [tetratolylporphyrin-MiCeg*. C. CID spectrum of
the [tetratolylporphyrin-Mn(ll1):Gg]” ions. The signal at lower m/z corresponds to
[tetratolylporphyrin-Mn(IINT.

Essentially the same behaviour is observed for téteatolylporphyrin-Mn(lll)
chloride. Lil accelerates but is not required fdre tformation of the cation
Tetratolylporphyrin-Mn(llly of 723.26 m/z (see Fig. 7.2.2.A). The complex
[(Tetratolylporphyrin-Mn(ll)g:1]* (1573.45) is typically detected upon addition of

Lil in large excess although slightly different clitons can lead to significant
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fluctuations in its abundance. It also replaces|[(tetratolylporphyrin-Fe(ll1)):CI]*
(1481.47 m/z) cation observed in absence of Lihaly upon addition of g to a
tetratolylporphyrin-Mn(lll) chloride solution conitang Lil, a peak corresponding to
the [tetratolylporphyrin-Mn(111):Gg]” is detected at 1443.28 m/z (see Fig. 7.2.1.B). Its
attribution is confirmed by its collision inducetssibciation leading to the retrieval of
Tetratolylporphyrin-Mn(lll) (723.26 m/z) and a neutral fragment of mass 720.02

m/z) corresponding within experimental error to thass of G (see Fig. 7.2.1.C).

Raman measurements on dried droplet samples an¥itible measurements in
solution (toluene) were also attempted in ordeshtaracterize the complex, however,
without success regarding to the identificationao$ignal characteristic of thesC
complexes. All the changes observed, i.e. the djpanf a Raman band at 271 ¢m
and a shift in the UV-Vis Absorption of the propimg have been attributed as direct
consequences of the addition of Lil. Further expental work is required to
ascertain the exact conditions of the complex fdionaand most specifically the

addition of the polar co-solvent, acetonitrile [66]

7.2.3. Conclusion

The present results provide evidence, using masstrgnetry, of the formation of a
complex between meso-tetratolylporphyrin-Fe(lll) aneso-tetratolylporphyrin-
Mn(lll) and Gso. The existence of these complexes as gas phaseproduced by
electrospray ionization is a further demonstratioat there is no need to match the
convex surface of the ¢ with concave hosts such as cyclodextrins to form
supramolecular assemblies. It also allows investigathese complexes using gas
phase approaches. Although no direct evidence efcttmplexation in condensed
phases was found using Raman spectroscopy, iggested that adequate preparation
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conditions involving solvents more polar than toleeand the manipulation of the
porphyrin substituents, should make it possible canstruct such molecular
assemblies for photophysical investigation [66C-NMR will be used in order to

confirm the present results.
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Chapter 8. General Conclusion

Whatever the scale and the application, developraadt engineering of devices
imply the characterization of the properties of poments involved. At the molecular
and nanometric scales, access to these propeftars requires the combination of
multiple instrumental techniques and is complicabgdthe difficulty to assess the
influence of the environment. The present work destrates the capabilities of mass
spectrometry and related techniques, such as idmlitgand action spectroscopy, for
the characterization of gas phase ions under minimexference conditions from the
environment. The results presented herein focutherunderstanding of fullerenes,
fullerene derivatives, and fullerene complexes witimind the ulterior development

of fullerene based devices for sensing applicatamsbeyond.

lon-molecule reactions were used to study bothopeted 2’-deoxyguanosine to
determine the hydrogen atoms involved in its fragt@agon mechanism, and the
reactivity of Go~ anions with methanol. The interest for 2’-deoxympgine, a

component of deoxyribonucleic acids (DNA), was watied by the recognition and
structuring properties of their assemblies. Sedeasbly of G-rich DNA strands leads
to the formation of G-quadruplex structures witlghhipotential applications as
molecular wires and telomere related sensors. Tésept work provides information
about the reactivity of 2’-deoxyguanosine hydroggoms via hydrogen/deuterium
exchange and kinetic isotope effects. Understandinghese mechanisms should
prove useful in the development of larger and noo@plex entities incorporating 2’-
deoxyguanosine and fullerenes. The study & Gas phase reactivity with methanol,
on the other hand, was discovered during the straicanalysis of its derivatives. Its

further study was motivated by fullerene use as ehatiuctures for studying the
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reversible hydrogenation of carbon materials sigfullerenes, nanotubes, peapods,
etc. The present work demonstrateg Chydrogenation by reaction with methanol
vapour in the gas phase at pressures in the micralpge and room temperature
conditions. For the experimental condition usednaximum of eleven hydrogen
atoms were added successively tg GQvith reaction rates higher for radical than for
closed-shell fullerene species. Thg Bydride ions and the oxygen containing species
formed at longer reaction times were then reveysibtonverted into § ions by
low-intensity infrared multiphoton activation usiagcontinuous-wave CQaser. The
existence of a radical multistep mechanism for bgdn loss was confirmed, in

agreement with previously published theoreticaliitss

Covalent chemistry in solution was used to prodi&eamino[60]fulleryl-3’-
deoxythymidine to assess the interactions, thetapeous or photoinduced electron
transfer between a DNA strand angy,Gand to study the ability to immobilizeslC
derivatives on metallic sufaces. Interaction betwte Gy and the deoxythymidine
was initially studied using collision induced dissdion (CID) in mass spectrometry.
CID of the sodiated and reduced 3’-imino[60]fulleBrdeoxythymidine yields
fragment ions including the ionization site, respety the thymine and the &
subunits. Deprotonated 3’-imino[60]fulleryl-3’-degthymidine behaves differently.
The observed fragments include the subunit of tagkéectron affinity, i.e. g, but
not the deprotonation site located either on thenthe or deoxyribose units. This
leads, using photoelectron detachment as probotmigue andib initio calculations,
to the identification of the most likely deprotoioat site as being O5 on the
deoxyribose, in opposition to N3 previously repdrfer thymidine and 3’-azido-

deoxythymidine and to the evidence of charge andrdgen transfers to thegL
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involving the rearrangement of the deprotonatedkgeloose in agreement with the
measured CID mass spectra. The present work ssggtesic hindrance should help
prevent charge migration following for instance rrangement from deprotonated

groups to the 6.

The study of the complexation ot§by water solublg-cyclodextrins was motivated
by the increased solubility of the encapsulatedfii@rene in polar solutions and by
the steric barrier formed by cyclodextrins aganesictions with dissolved species or
involving rearrangements with atom transfers to @i Using for the first time
electrospray ionization, the following stability der was found upon collisional
activation for the doubly deprotonated, protonased sodiated [65:(CyD),] ions:
[Ceo:(y-cyclodextriny + 2HP" < [Ceo:(y-cyclodextriny - 2HJ?<[Ceo:(y-cyclodextrind

+ 2Naf" with deprotonation inducing both electron and pnotransfers from the-
cyclodextrin to the &. Conformational/ 3D structure information on sdedl
[C60:(-CyD), + 2.Naf*, and deprotonated [C6§:CyD), — 2.HF” complex ions was
further obtained using ion mobility measurementsd amolecular modeling
calculations. Six distinct families of conformersaimly characterized by different
orientations of the primary hydroxyl groups haverb¢heoretically identified. These
families can be subdivided into three groups, sphewup-, and barrel-shaped with
increasing cross-sections and relative energiew/leddormation. The sphere-shaped
conformers are the lowest in energy, have the sstatkoss-sections possible and are
in excellent agreement with the experimentally rirdd cross-section of the [C60:(
CyD), + 2.Naf' ions. The [C60yCyD), + 2.Naf' ions have their twoy-
cyclodextrins involved in sixteen intermoleculardnygen bonds and thesCfully

encapsulated with only two small polar caps acbésdp solvent or reagents. The

233



experimentally inferred cross-sections of the [¢6QyD), — 2.HF ions, on the other
hand, are larger and thus related to less compatfoiemers, either cup-shaped
conformers or with the complex partially openedliibp a pearl oyster explaining the

lower stability of the deprotonated complex.

Overall, useful information on the reactivity anthypico-chemical properties of
fullerene related systems has been obtained usiags mpectrometry and related
techniques, as well as theoretical approaches.oldth the information obtained
using mass spectrometry pertains to gas phase aodsis often of unknown
transferability to solution species, the conclusainthe present work is that one
should pay extensive care to the experimental ¢immdi used to synthesize and study
nanoscale and molecular devices when working omrbhdd or condensed phase
materials. Some changes, only easily detectedemg#is phase, can be misleading in

their implications.
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Appendix 1. Appendix to Chapter 6

Table 1: Energetics, conformational markers, amgssections obtained at the HF/sto-3g and PM6
levels of the twoy-cyclodextrins involved in different conformers thie [C60:¢-CyD)2] complex.
The conformers have been divided into three grospbkere- (sph), cup- (cup) and barrel-shaped
(bar). The lowest energy conformer of each grotuppth levels of theory, has been underlined. The
cyclodextrins with T2 conformation of the primarydnoxyl groups while stable at the HF/sto-3g
level, collapse to lower energy T5 conformers atPiM6 level. Only one H3 conformer stable at the
HF/sto-3g level collapses to an H5 conformer. At BiM6 level, the values of the collapsed T2 and

H3 structures have been stroked.
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Conf. Eor(h) | AH (Kcal) | 6y 6, 3 ¢ ¥ 9 r o g
(HF/sto3g) (PM6) (HF/sto3g) | (PM6)
sph -11836.5759359 | -2900.50715 | 51.8 -66.1 123.4 98.6 126.7 114.9 114.2 364.3 368.7
TSH5T (0.3) (0.1) (0.4) (0.4) (0.3) (0.1) (0.4) (0.7) (0.7)
51.8 -66.1 123.4 98.6 126.7 114.9 114.2
(0.3) (0.1) (0.4) (0.4) (0.3) (0.1) (0.4)
57.2 -65.2 115.6 100.9 130.3 115.7 114.5
(0.5) (0.2) 0.7) 0.7) (0.6) (0.1) (1.0)
57.2 -65.2 115.6 100.8 130.3 115.7 114.5
(0.5) (0.3) (0.7) (0.6) (0.5) (0.1) (0.6)
sph -11836.5733770 -2880.78742 54.1 -66.9 122.8 99.8 128.0 115.2 113.0 363.9 366.7
T5TST (0.3) (0.1) (0.4) (0.4) (0.3) (0.1) (0.5) (0.6) (0.6)
54.1 -66.9 122.8 99.8 128.0 115.2 113.0
(0.3) (0.1) (0.4) (0.4) (0.3) (0.1) (0.5)
57.3 -64.5 115.8 99.8 129.5 1154 115.6
(0.4) (0.3) (0.7) (0.5) (0.5) (0.1) (0.7)
57.3 -64.5 115.8 99.8 129.5 1154 115.7
(0.4) (0.3) (0.7) (0.5) (0.5) (0.1) (0.6)
sph -11836.5623659 -2894.06695 52.2 -66.3 107.7 97.4 127.7 114.9 1154 364.1 368.5
H5H5T (0.3) (0.1) (0.5) (0.3) (0.3) (0.1) (0.3) (0.9) (0.8)
51.9 -66.0 123.0 98.1 127.0 114.9 114.7
(0.3) (0.1) (0.5) (0.3) (0.3) (0.1) (0.3)
57.0 -65.3 108.3 100.8 130.0 1155 114.8
(0.5) (0.4) (1.0) (0.6) (0.5) (0.1) (0.8)
57.1 -65.2 115.6 100.8 130.2 115.6 114.6
(0.5) (0.2) (0.7) (0.7) (0.6) (0.1) (1.0)
sph -11836.5592542 -2874.89427 54.6 -67.2 107.0 98.8 128.8 115.2 113.9 364.1 367.0
H5T5T (0.3) (0.1) (0.4) (0.4) (0.3) (0.1) (0.4) (0.8) (0.8)
54.1 -66.9 122.7 99.7 128.0 115.2 113.1
(0.3) (0.1) (0.4) (0.4) (0.3) (0.1) (0.4)
57.0 -64.8 108.4 99.7 129.2 115.3 116.0
(0.4) (0.3) (0.6) (0.4) (0.4) (0.1) (0.5)
56.9 -64.5 115.8 99.7 129.4 1154 115.8
(0.5) (0.3) (0.7) (0.5) (0.5) (0.1) (0.6)
sph -11836.5493348| -2887.49879 52.3 -66.3 107.7 2 97. 127.9 114.9 115.6 363.4 368.8
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H5H5H (0.3) (0.1) (0.5) (0.3) (0.3) (0.1) (0.3) (0.6) (0.5)
52.3 -66.3 107.7 97.2 127.9 114.9 115.6
(0.2) (0.1) (0.5) (0.3) (0.3) (0.1) (0.3)
56.9 -65.3 108.4 100.9 129.9 115.5 114.7
(0.5) (0.4) (1.1) (0.6) (0.5) (0.1) (0.9)
56.9 -65.3 108.4 100.8 129.9 115.5 114.7
(0.5) (0.4) (1.1) (0.6) (0.6) (0.1) (0.9)
sph -11836.5456068 | -2868.91450 545 | -67.1 106.9 98.4 129.1 115.1 114.4 364.1 366.5
H5T5H (0.3) (0.1) (0.5) (0.3) (0.4) (0.1) (0.4) 0.7) (0.6)
54.5 -67.1 106.9 98.4 129.1 115.2 114.4
(0.3) (0.1) (0.5) (0.3) (0.4) (0.1) (0.4)
56.7 -64.7 108.5 99.9 128.9 115.3 115.8
(0.5) (0.3) (0.7) (0.5) (0.5) (0.1) (0.7)
56.7 -64.7 108.5 99.9 128.9 115.3 115.9
(0.4) (0.3) (0.6) (0.5) (0.4) (0.1) (0.6)
cup -11836.5570756 | -2853.33827 | 47.4 -57.6 -54.1 113.1 119.7 115.4 101.0 395.0 390.1
T1TST (0.6) (0.3) (0.1) (0.4) (0.8) (0.1) (0.6) (0.5) 0.7)
54.9 -67.5 123.2 99.2 128.4 115.1 113.3
(0.2) (0.1) (0.3) (0.3) (0.3) (0.1) (0.4)
53.2 -58.1 -56.5 104.5 127.8 114.8 111.2
(0.4) 0.2) (0.2) (0.5) (0.5) (0.1) (0.6)
57.5 -64.6 116.0 99.8 129.5 115.2 115.5
(0.4) (0.3) (0.3) (0.2) (0.2) (0.1) (0.3)
cup -11836.5492428 | _-2872.01229 44.7 -57.3 -54.0 111.1 117.1 115.1 102.4 393.9 392.1
T1H5T (0.4) (0.3) (0.1) (0.4) (0.7) (0.1) (0.5) (0.7) (0.8)
51.7 -66.6 124.3 98.8 125.9 114.8 113.9
(0.2) (0.1) (0.3) (0.3) (0.2) (0.1) (0.4)
55.6 -58.1 -58.6 105.2 130.4 115.0 109.6
(0.6) (0.1) (0.6) (0.9) (0.9) (0.1) (1.2)
57.1 -65.2 1155 100.5 130.5 115.5 115.0
(0.4) (0.3) (0.7) (0.6) (0.7) (0.1) (0.9)
cup -11836.5441487 | 288077623 | 46.6 -58.3 52.6 114.6 117.8 115.6 99.8 384.0 3670
T2T5T (0.8) (0.3) (0.2) (0.4) (0.9) (0.1) (0.5) (0.4) (0.9)
54.9 -67.5 123.3 99.1 128.5 115.1 113.2
(0.2) (0.1) (0.3) (0.3) (0.3) (0.1) (0.4)

237




T5T5T | PM6-sph 57.3 -64.6 115.8 99.8 1295 115.3 115.6
(0.5) (0.3) (0.6) (0.6) (0.5) (0.1) (0.7)
57.2 -64.6 115.8 99.8 129.5 115.4 115.6
(0.4) (0.3) (0.7) (0.4) (0.4) (0.1) (0.5)
cup -11836.5427538 | -2865.24832 47.3 | -57.6 -54.2 113.1 119.7 115.4 101.1 395.7 389.9
T1T5H 0.7) (0.3) (0.1) (0.4) (0.8) (0.1) (0.6) (0.7) (0.8)
55.3 -67.7 108.0 98.3 129.2 115.0 114.0
(0.2) (0.1) (0.3) (0.3) (0.3) (0.1) (0.4)
55.4 -58.0 -58.8 105.2 130.3 115.0 109.5
0.7) (0.1) (0.8) (0.9) (1.1) (0.1) (1.3)
57.1 -65.4 108.8 100.4 130.2 115.4 115.3
(0.5) (1.0) (2.6) (0.9) (1.0) (0.1) (1.3)
cup -11836.5406240 | -2844.78458 50.1 | -61.0 -91.9 108.0 122.2 115.5 105.5 381.8 385.0
HATST (0.4) 0.2) (0.3) (0.5) (0.4) (0.1) (0.5) (0.8) 0.7)
54.7 -67.4 123.1 99.2 128.4 115.1 113.3
(0.2) (0.1) (0.3) (0.4) (0.3) (0.1) (0.4)
50.0 -58.7 -109.7 109.3 119.8 115.2 115.8
(0.3) (0.4) (1.1) (0.5) (0.6) (0.1) (0.6)
57.7 -64.8 116.5 99.6 129.3 115.3 115.2
(0.4) (0.3) (0.5) (0.3) (0.3) (0.1) (0.5)
cup -11836.5396452 | -2844.19506 47.5 | -54.5 164.7 112.9 119.8 115.7 99.6 378.7 379.8
H3T5T (0.8) (0.4) (0.7) (0.3) (0.7) (0.1) (0.5) (1.0) (0.8)
55.1 -67.5 123.9 99.1 128.6 115.1 113.3
(0.2) (0.1) (0.3) (0.3) (0.3) (0.1) (0.4)
48.9 -55.8 161.0 112.2 118.9 115.7 102.5
(0.6) 0.7) (0.9) (0.2) (0.9) (0.1) (0.7)
58.8 -65.0 116.5 99.6 129.8 115.3 102.5
(0.3) (0.3) (0.6) (0.4) (0.5) (0.1) (0.7)
cup -11836.5371960 | -2000-49481 | 44.2 -58.1 52.2 112.2 115.6 115.2 1015 382.5 3689
T2H5T (0.4) 0.2) (0.2) (0.4) (0.6) (0.1) (0.5) (0.9) (0.5)
51.7 -66.6 124.4 98.9 125.8 114.9 113.8
(0.2) (0.1) (0.3) (0.3) (0.2) (0.4) (0.4)
T5HST | PM6-sph 57.0 -65.2 115.4 100.8 130.3 115.6 114.5
(0.8) 0.2) (0.8) (0.7) (0.5) (0.1) (1.0)
57.2 -65.2 115.6 100.8 130.3 115.7 114.6
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(0.5) (0.2) (0.6) (0.5) (0.5) (0.1) (0.8)
cup -11836.5355830 | -2861.96994 482 | -60.4 -90.3 1055 1211 1151 107.3 380.8 386.8
HAH5T (0.3) (0.1) (0.3) (0.5) (0.5) (0.1) (0.5) (0.6) 0.7)

51.6 -66.4 124.1 98.7 125.9 114.8 114.1

(0.2) (0.1) (0.3) (0.3) (0.3) (0.1) (0.4)

50.9 -58.1 1141 110.4 120.4 115.4 103.7

(2.4) (2.29) (10.2) (2.1) (5.6) (0.4) (3.7)

56.5 -65.2 115.6 100.5 130.1 115.7 115.1

(0.6) (0.4) (0.8) (0.7) (1.3) (0.1) (1.5)
cup -11836.5350064 | -2847.1393]1 44.7 | -57.3 -54.0 111.0 117.2 115.1 102.6 394.0 391.6
T1H5H (0.4) (0.3) (0.1) (0.4) (0.7) (0.1) (0.5) (0.9) (0.8)

52.1 -66.8 109.2 98.0 126.6 114.7 114.7

(0.2) (0.1) (0.2) (0.2) (0.2) (0.1) (0.3)

52.9 -58.0 -56.6 104.6 1275 114.8 111.0

(0.4) 0.2) (0.2) (0.5) (0.5) (0.1) (0.6)

57.3 -64.8 108.6 99.9 129.0 115.2 115.6

(0.4) (0.5) (0.7) (0.2) (0.3) (0.1) (0.4)
cup -11836.5298679 | -2874-89305 | 46.5 -58.2 52.6 114.5 117.8 115.6 99.9 384.1 366:3
T2T5H 0.7) (0.3) (0.2) (0.4) (0.8) (0.1) (0.5) (0.9) (0.9)

55.4 -67.7 108.0 98.3 129.2 115.0 114.0

(0.2) (0.1) (0.3) (0.3) (0.3) (0.1) (0.4)
T5T5H | PM6-sph 56.9 -64.5 115.8 99.7 129.4 115.4 115.8

(0.5) (0.4) (0.7) (0.5) (0.5) (0.1) (0.5)

57.0 -64.7 108.4 99.7 129.2 115.2 116.0

(0.5) (0.3) (0.5) (0.5) (0.5) (0.1) (0.6)
cup -11836.5295121 | -2864.79749 446 | -54.2 169.3 111.1 116.9 115.3 100.7 378.4 381.4
H3H5T (0.5) (0.4) (0.6) (0.2) (0.6) (0.1) (0.4) (0.7) (0.8)

51.7 -66.7 124.4 98.8 125.8 114.8 113.8

(0.2) (0.1) (0.3) (0.3) (0.2) (0.1) (0.4)

54.4 -55.7 155.2 112.7 123.7 115.8 100.6

(0.8) (1.0) (1.9) (0.9) (2.0) 0.2) (1.4)

56.3 -65.0 1155 100.3 130.2 115.7 115.3

(0.3) (0.3) (0.5) (0.5) (0.7) (0.1) (0.8)
cup -11836.5262517 | -2838.63305 50.1 | -61.0 -91.9 108.0 122.2 115.5 105.6 381.6 384.8
HAT5H (0.4) (0.2) (0.4) (0.5) (0.4) (0.1) (0.5) (0.5) (0.9)
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55.1 67.5 107.9 98.4 129.1 115.0 114.1
(0.2) (0.1) (0.3) (0.3) (0.3) (0.1) (0.4)
49.8 -58.5 -109.9 109.3 119.7 115.2 105.7
(0.3) (0.4) (1.2) (0.5) (0.6) (0.1) (0.6)
57.6 -65.0 108.9 99.8 128.9 115.2 115.3
(0.4) (0.4) (0.8) (0.3) (0.5) (0.1) (0.6)
cup -11836.5253047 | -2838.38515 47.4 | -54.5 164.7 112.9 119.8 115.7 99.7 378.8 379.7
H3T5H (0.8) (0.4) (0.6) (0.3) (0.7) (0.1) (0.5) (0.6) 0.7)
55.5 -67.7 108.0 98.2 129.3 115.0 114.0
(0.2) (0.1) (0.3) (0.3) (0.3) (0.1) (0.4)
48.8 -55.9 161.2 112.2 118.9 115.7 102.6
(0.6) 0.7) (1.0) (0.2) (1.0) (0.1) (0.8)
58.8 -65.2 108.8 99.6 129.5 115.2 115.0
(0.2) (0.3) (0.7) (0.4) (0.6) (0.1) (0.7)
cup -11836.5229796 | -2894-05024 | 44.3 -58.1 52.2 112.0 115.8 115.3 101.7 382.8 3601
T2H5H (0.4) (0.3) (0.2) (0.4) (0.6) (0.1) (0.5) (1.0) (0.6)
52.1 -66.9 109.2 98.1 126.5 114.7 114.6
(0.2) (0.1) (0.2) (0.2) (0.2) (0.1) (0.3)
T5HS5H | PM6-sph 57.0 -65.2 115.6 100.8 130.2 115.7 114.6
0.7) (0.3) (0.7) (0.6) (0.5) (0.1) (0.8)
57.0 -65.3 108.3 100.8 129.9 115.5 114.7
(0.7) (0.3) (1.0) (0.7) (0.6) (0.1) (1.0)
cup -11836.5213544 | -2855.49717 48.2 | -60.4 -90.3 105.4 121.2 115.1 107.4 381.6 386.4
HAH5H (0.3) (0.1) (0.3) (0.5) (0.5) (0.1) (0.5) (0.6) 0.7)
52.0 -66.7 109.1 97.9 126.7 114.7 114.9
(0.2) (0.1) (0.2) (0.3) (0.2) (0.1) (0.3)
50.0 -57.9 1132 110.6 119.8 115.4 103.5
(2.8) (2.5) (11.7) 2.2) (5.4) (0.3) (3.8)
56.5 -65.4 108.6 100.5 129.9 115.6 115.2
(0.7) (0.9) (2.2) (1.0) (1.4) (0.1) (1.8)
cup -11836.5153084 | -2858.31098 44.6 | -54.2 169.2 110.9 117.0 115.3 100.8 378.3 381.8
H3H5H (0.5) (0.3) (0.5) (0.2) (0.6) (0.1) (0.4) (0.8) (0.8)
52.1 -66.9 109.2 98.0 126.5 114.7 114.5
(0.2) (0.1) (0.2) (0.2) (0.2) (0.1) (0.3)
53.9 -55.8 155.6 112.5 123.4 115.9 100.9
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1.2) (1.3) (2.8) (1.1) (3.1) 0.2) 2.2)
56.4 -65.2 108.3 100.3 130.0 115.6 115.4
(0.5) (0.5) (1.3) (0.7) (1.1) (0.1) (1.3)
bar -11836.5367889 | -2824.47558 | 48.2 -57.8 -54.5 113.6 119.7 115.3 100.3 428.1 412.4
TITIT (0.8) (0.5) (0.1) (0.3) (0.7) (0.1) (0.5) (0.9) (1.0)
48.2 57.7 -54.5 113.6 119.7 115.3 100.3
(0.6) (0.5) (0.1) (0.3) (0.7) (0.1) (0.5)
53.3 -58.2 -56.6 104.6 127.5 114.8 111.0
0.7) 0.2) (0.2) (0.2) (0.3) (0.1) (0.2)
53.4 -58.2 -56.6 104.6 127.6 114.8 111.0
(0.6) (0.2) (0.2) (0.3) (0.4) (0.1) (0.3)
bar -11836.5262290 | -2841.85933 43.7 57.3 -54.2 114.2 113.8 114.9 995 428.9 415.4
T1HIT (0.5) (0.5) (0.1) (0.2) (0.9) (0.1) (0.7) (0.9) (0.6)
43.6 -57.3 -54.2 114.2 113.8 114.9 99.5
(0.5) (0.5) (0.1) (0.2) (0.9) (0.1) (0.7)
545 -58.0 -58.7 104.9 129.9 115.0 109.9
(3.1) (0.6) (1.5) (1.0) 2.7) (0.3) (1.7)
54.9 -58.0 -58.9 105.2 129.9 115.0 109.6
(1.7) (0.6) (2.0) (1.3) (3.4) (0.3) (2.0)
bar -11836.5239824 | -2853.33981 | 48.3 -57.8 -54.4 1135 119.7 115.3 100.3 416.8 3897
T1T2T 0.7) (0.4) (0.1) (0.3) (0.7) (0.1) (0.5) (0.9) (0.6)
475 -58.5 53.2 115.1 117.9 115.5 99.1
(1.1) (0.5) (0.2) (0.4) (1.0) (0.1) (0.5)
TITST | PM6-cup 53.3 -58.1 -56.5 104.5 127.8 114.8 111.2
(0.4) 0.2) (0.3) (0.5) (0.5) (0.2) (0.6)
57.5 -64.6 116.0 99.8 129.5 115.3 1155
(0.4) (0.3) (0.3) (0.2) (0.2) (0.1) (0.3)
bar -11836.5196543 | -2816.15040 48.0 | -57.7 -54.6 1135 119.7 115.3 100.5 414.4 409.6
T1T4H 0.7) (0.4) (0.1) (0.3) (0.8) (0.1) (0.5) (0.9) (1.0)
51.0 -61.3 -91.3 108.1 122.4 115.4 105.1
(0.4) (0.2) (0.4) (0.4) (0.3) (0.1) (0.4)
52.9 -58.3 -56.7 105.4 126.5 114.9 109.9
(0.5) (0.2) (0.2) (0.6) (0.5) (0.1) (0.5)
49.1 -58.2 1117 110.4 118.6 115.2 104.7
(1.0) (1.0) (2.8) (0.6) (0.9) (0.1) (0.9)
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bar -11836.5192461 | -2816.45690 48.7 | -57.8 545 1135 120.2 115.3 100.3 411.7 403.5
T1T3H (0.6) (0.4) (0.1) (0.4) (0.6) (0.1) (0.5) (0.9) 0.7)
48.4 -54.8 164.7 113.4 119.9 115.5 98.9
(0.7) (0.5) (0.5) (0.2) (0.6) (0.1) (0.4)
55.5 -58.5 -56.7 104.2 128.4 114.9 110.6
(0.3) 0.2) (0.4) (0.6) (0.9) (0.1) (0.7)
48.3 -56.0 161.7 113.1 117.9 115.7 101.7
(0.9) (0.9) (1.0) (0.2) (1.1) (0.1) (0.9)
bar -11836.5150822 | -2872.01310 | 43.8 -57.3 -54.2 114.2 113.8 114.9 99.3 417.4 3926
T1H2T (0.5) (0.5) (0.1) (0.2) (0.9) (0.1) (0.8) (0.8) 0.7)
43.3 -58.0 53.3 115.1 1125 115.0 98.7
(0.5) (0.5) (0.2) (0.2) (0.8) (0.1) (0.6)
TIHST | PM6-cup 55.6 -58.1 -58.6 105.2 130.4 115.3 109.6
(0.6) 0.1 (0.7) (0.8) (0.9) (0.1) (1.2)
57.1 -65.2 1155 100.5 130.4 115.6 115.0
(0.4) (0.3) (0.8) (0.6) (0.6) (0.1) (0.9)
bar -11836.5108645 | 288077485 | 47.5 -58.5 53.1 115.0 117.9 115.5 99.1 406.1 3672
T2T2T (1.2) (0.4) (0.2) (0.5) (0.9) (0.1) (0.4) (0.7) (0.9)
475 -58.5 53.1 115.1 117.9 115.5 99.1
(1.2) (0.4) (0.2) (0.4) (0.9) (0.1) (0.4)
T5T5T | PM6-sph 57.2 -64.6 115.8 99.8 129.5 115.4 115.6
(0.5) (0.3) (0.7) (0.6) (0.5) (0.1) (0.7)
57.2 -64.6 115.8 99.8 129.5 115.4 115.6
(0.4) (0.3) (0.6) (0.5) (0.4) (0.1) (0.5)
bar -11836.5092191 | -2832.20732 43.6 |-57.3 -54.4 113.2 114.5 114.9 100.4 414.2 410.1
T1H4H (0.5) (0.5) (0.1) (0.2) (0.6) (0.1) (0.5) (0.9) (0.9)
47.8 -60.4 -91.3 107.3 119.3 115.0 105.5
(0.3) (0.2) (0.3) (0.3) (0.4) (0.1) (0.4)
55.0 -58.2 -58.6 104.6 130.3 115.1 110.3
(0.6) 0.2) 2.2) (1.5) (2.5) (0.1) (2.4)
48.8 -57.8 -115.3 111.1 118.8 115.4 103.2
(2.9) (2.8) (11.8) (2.3) (6.7) (0.4) (4.5)
bar -11836.5073710 | -2836.34196 436 |-57.3 -54.2 114.4 113.6 114.9 99.3 411.9 402.1
T1H3H (0.5) (0.5) (0.2) (0.2) (0.9) (0.1) (0.7) (1.1) (1.1)
44.2 -54.7 170.4 113.0 114.7 115.1 98.9
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(0.5) (0.5) (0.7) (0.2) (0.8) (0.1) (0.6)
54.7 -58.1 58.6 104.0 130.5 1151 110.9
(0.8) (0.3) (2.6) (2.0) (3.6) (0.1) (3.4)
52.5 57.7 149.4 111.8 1225 115.9 103.1
(2.2) (5.3) (3.3) (2.9) (9.9) (0.3) (6.9)
bar -11836.5071077 | -2844.78078 | 47.2 -58.4 53.3 114.8 118.0 115.5 99.4 403.4 3850
T2T4H (1.0) (0.4) (0.2) (0.4) (0.9) (0.1) (0.4) (0.7) (1.1)
51.0 -61.4 -91.2 108.1 122.4 115.4 105.1
(0.4) (0.2) (0.4) (0.4) (0.3) (0.1) (0.4)
T5T4H | PM6-cup 57.8 -64.8 116.5 99.6 129.3 115.3 115.2
0.2) (0.3) (0.5) (0.2) (0.4) (0.1) (0.4)
49.9 -58.6 -109.8 109.3 119.8 115.2 105.8
(0.6) (0.4) (1.0) (0.4) (0.6) (0.1) (0.5)
bar -11836.5059114 | -2844-18123 | 48.0 -58.5 53.2 114.8 118.5 115.5 99.2 400.9 3797
T2T3H (1.0) (0.4) (0.1) (0.4) (0.7) (0.1) (0.4) (0.5) (0.8)
48.4 -54.8 164.9 113.3 119.8 115.5 98.9
(0.9) (0.5) (0.5) (0.3) (0.5) (0.1) (0.4)
T5T3H | PM6-cup 58.8 -64.9 116.5 99.6 129.8 115.3 114.8
(0.3) 0.2) (0.5) (0.4) (0.4) (0.1) (0.7)
49.0 -55.8 161.0 112.2 119.0 115.7 102.5
(0.6) (0.7) (0.7) (0.3) (0.8) (0.1) (0.7)
bar -11836.5037052 | -2006-52060 | 43.4 -58.1 53.2 115.2 112.4 115.1 98.6 406.6 3688
T2H2T (0.5) (0.5) (0.2) (0.2) (0.8) (0.1) (0.6) (0.6) (0.7)
43.4 -58.1 53.2 115.2 1125 115.1 98.6
(0.5) (0.6) (0.2) (0.2) (0.8) (0.1) (0.6)
T5HST | PM6-sph 57.2 -65.2 115.6 100.9 130.3 115.7 114.5
(0.5) 0.2) (0.7) (0.7) (0.6) (0.1) (1.0)
57.2 -65.2 115.6 100.8 130.2 115.7 114.6
(0.5) (0.3) (0.7) (0.6) (0.6) (0.1) (0.9)
bar -11836.5023650 | -2809.04034 48.1 | -54.8 164.8 113.2 119.8 115.6 99.1 397.8 399.3
H3T4H (0.8) (0.4) (0.6) (0.2) (0.7) (0.1) (0.4) (1.2) (0.8)
51.3 -61.4 -91.1 108.0 122.6 115.4 105.1
(0.4) (0.3) (0.4) (0.4) (0.3) (0.1) (0.4)
48.0 -56.4 164.0 1135 116.8 115.8 101.2
(0.6) (1.0) 1.1 (0.2) (1.3) (0.1) (1.2)
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49.3 58.3 1135 1116 117.9 115.4 103.2
(0.7) (1.1) (2.8) (0.5) (1.3) (0.1) (1.3)
bar -11836.5022273 | -2809.47556 50.7 | -61.2 -91.4 108.0 122.3 115.4 105.2 401.1 405.0
HAT4H (0.4) 0.2) (0.4) (0.4) (0.3) (0.1) (0.4) (0.7) (1.0)
50.7 -61.2 -91.3 108.0 122.3 115.4 105.2
(0.4) (0.2) (0.4) (0.4) (0.3) (0.1) (0.4)
487 -58.1 -113.4 110.2 117.5 115.3 103.3
(0.6) (1.0) (2.3) (3.8) (1.0) (0.1) (1.0)
48.7 -58.1 -113.5 1115 117.6 115.3 104.1
(0.5) (0.9) (2.3) (0.4) (1.0) (0.1) (2.4)
bar -11836.5010426 | -2807.90905 48.9 | -54.8 164.5 113.3 120.3 115.5 98.8 395.2 394.1
H3T3H (0.6) (0.4) (0.5) (0.3) (0.5) (0.1) (0.4) (0.8) (0.8)
48.9 -54.9 164.5 113.3 120.3 115.5 98.4
(0.6) (0.4) (0.5) (0.2) (0.5) (0.1) (0.4)
49.4 -56.5 162.1 113.8 117.8 115.9 100.8
(3.2) (1.8) (3.1) (0.9) (4.8) (0.3) (3.0)
49.5 -56.5 162.0 113.7 117.9 115.9 100.9
(3.3) (1.8) (3.0) (0.9) (4.8) (0.3) (3.0)
bar -11836.4982069 | -2862.00446 | 43.3 -58.0 53.2 114.1 113.3 115.1 99.6 402.2 386.9
T2H4H (0.5) (0.4) (0.2) (0.2) (0.5) (0.1) (0.4) (0.7) (0.6)
47.9 -60.4 -91.3 107.3 119.2 115.0 105.4
(0.3) (0.2) (0.3) (0.3) (0.4) (0.1) (0.4)
T5H4H | PM6-cup 56.6 -65.2 115.6 100.4 130.2 115.7 115.1
(0.5) (0.5) (0.8) (0.6) (1.2) (0.1) (1.3)
50.8 -58.0 -114.3 110.3 120.6 115.4 103.9
(3.4) (3.0) (12.9) (2.9) (6.4) (0.4) (4.3)
bar -11836.4959166 | -2864.79613 | 43.2 -58.0 53.3 115.3 112.3 115.1 985 401.2 3826
T2H3H (0.5) (0.5) (0.2) (0.2) (0.7) (0.1) (0.6) (0.7) 0.7)
44.3 -54.7 170.5 113.0 114.8 115.1 98.8
(0.5) (0.5) (0.7) (0.2) (0.7) (0.1) (0.6)
T5H3H | PM6-cup 56.2 -65.0 115.4 100.2 130.2 115.7 115.3
(0.4) (0.3) (0.6) (0.5) (0.6) (0.1) (0.8)
54.4 -55.7 155.4 112.8 123.6 115.9 100.6
(1.1) (1.0) (1.4) (1.1) (2.0) (0.2) (1.4)
bar -11836.4928028] -2821.4411] 47.6 -60.4 -90.8 606 | 119.6 115.0 106.1 400.0 406.1
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HAH4H (0.3) 0.2) (0.3) (0.4) (0.4) (0.1) (0.3) (0.8) (1.0)
47.6 -60.3 -90.8 106.7 119.6 115.0 106.1
(0.3) (0.2) (0.3) (0.4) (0.4) (0.1) (0.3)
50.2 -57.9 -115.1 110.5 120.4 115.5 103.7
(3.5) (3.5) (13.7) (2.5) (7.7) (0.4) (4.9)
50.1 -57.8 -114.8 110.9 120.1 115.5 103.3
(2.8) (3.5) (9.9) (2.1) (5.7) (0.3) (3.7)
bar -11836.4903966 | -2855.54311 | 44.0 -54.6 170.5 112.4 115.1 115.1 99.5 397.4 3865
H3H4H (0.5) (0.4) (0.6) (0.1) (0.5) (0.1) (0.4) (0.8) (0.6)
47.8 -60.4 -91.3 107.3 119.2 115.0 105.4
(0.3) (0.2) (0.4) (0.3) (0.4) (0.1) (0.4)
H5H4H | PM6-cup 56.5 -65.3 108.6 100.5 129.9 115.6 115.2
(0.9) (0.9) (2.0) (1.1) (2.0) 0.2) (2.3)
50.9 -57.8 -115.5 110.4 120.8 115.4 103.8
(3.0) (3.4) (15.4) (3.0) (7.8) (0.4) (5.6)
bar -11836.4879129 | -2827.05301 44.1 | -54.8 1705 113.1 114.6 115.1 98.8 394.7 393.2
H3H3H (0.6) (0.5) (0.7) (0.1) (0.8) (0.1) (0.6) (1.1) (0.8)
44.2 -54.7 170.5 113.1 114.5 115.1 98.8
(0.5) (0.5) (0.7) (0.2) (0.8) (0.1) (0.6)
51.6 -56.8 153.5 111.9 122.1 116.0 102.5
(2.9) (4.5) (3.6) (1.4) (8.2) (0.4) (5.8)
52.7 -56.6 152.8 112.2 122.9 116.0 101.5
(2.9) (4.5) 2.7) (1.1) (8.0) (0.4) (6.7)

With Cg characterized by a cross section of 127.0 (071) A
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H3T3H (HF/sto-3g)
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TSH5T (PM6)

Figure 1: Top view of five of the six families dZ{y:(y-CyD),] conformers. The T5H5T and H5H5H (not shown) faesilare largely similar.
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Figure 2: Side view of five of the six families ®fmmetric [Go:(y-CyD),] conformers. The T5H5T and H5H5H (not shown) faesilare largely similar.
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Figure 3: Side view of five of the six families agymmetric [Go:(y-CyD),] conformers. The T5H5T and H5H5H (not shown) faasilare largely similar.
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