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Résumé

Dans cette thèse, nous étudions l’anomalie de densité observée dans certains alliages
liquides à base de tellure (GeTe6,GeTe12 etAs2Te3), à travers leurs propriétés structurales
et vibrationnelles. Ces composés subissent en effet une contraction de volume de ∼ 4%
en ∼ 200 K au-dessus du point de fusion (partiellement dans le liquide sous-refroidi pour
GeTe12). Cette anomalie est accompagnée d’autres comportements inhabituels, tels qu’un
maximum de la chaleur spécifique, un minimum de la vitesse du son et une forte baisse de
la compressibilité isotherme [1, 2]. De plus, dans ces alliages liquides covalents, l’anomalie
de densité (notée NTE, pour Negative Thermal Expansion) est souvent accompagnée d’une
transition semi-conducteur-métal [3, 4]. De nombreuses expériences [5, 6, 7] ou simulations
[8, 9, 10] ont été réalisées pour tenter de comprendre les changements structuraux donnant
lieu à une NTE dans certains chalcogénides liquides. Malgré ces nombreuses études, aucun
mécanisme n’a pu être clairement identifié à ce jour pour expliquer les tendances observées.

Nous commençons par mettre en évidence l’évolution structurale dans les 3 composés
par des mesures de diffraction de neutrons, réalisées à plusieurs températures dans la
gamme dans laquelle s’étend la NTE. Des simulations de dynamique moléculaire ab initio
(DMAB), réalisées dans les mêmes conditions de température et de densité, nous per-
mettent ensuite d’étudier l’évolution de l’ordre atomique local dans le liquide. Dans les
structures obtenues par simulations, nous constatons une augmentation des nombres de
coordination et une symétrisation de la première couche de voisins autour des atomes
quand la température augmente. Pour confirmer ces résultats, nous avons réalisé des
expériences de diffusion inélastique de neutrons, et obtenu la densité d’états de vibra-
tion (VDOS) le long de la NTE. Nous avons mesuré un changement clair dans la VDOS,
consistant en un red-shift en température des fréquences les plus élevées. Ces résultats
expérimentaux, complétés par les simulation DMAB, nous amènent à proposer un modèle
pour l’anomalie de densité observée dans ces systèmes : celle-ci correspond à un chan-
gement structural entre un liquide ‘basse température’ caractérisé par une faible densité
et, localement, par une distorsion de type Peierls, et un liquide ‘haute température’ dans
lequel le gain d’entropie de vibration favorise un ordre local toujours octaédrique mais plus
symétrique (moins distordu). Finallement, nous comparons l’évolution en température de
la conductivité électrique de As2Te3, obtenue sur les structures DMAB, avec la transition
semi-conducteur-métal mesurée expérimentalement. Nous avons étendu notre étude de la
dynamique de ces composés à base de Te aux matériaux dits ‘à changement de phase’
Ge2Sb2Te5 et Ge1Sb2Te4.
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ii Résumé

Les matériaux à changement de phase (noté PCM pour Phase Change Materials),
au contraire des matériaux présentés ci-dessus, se dilatent normallement en température
dans la phase liquide. Ils exhibent néanmoins une combinaison inhabituelle de propriétés,
qui permet leur usage comme mémoires dans des applications commerciales telles que les
disque DVD-BlueRay. Les PCM possèdent en effet, en plus de la capacité de passer rapi-
dement (en quelques dizaines de nanosecondes) de la phase amorphe à la phase cristalline
(et inversément), un large contraste entre les propriétés optiques et électriques des deux
phases [11]. Il est très rare pour un matériau de rassembler ces propriétés physiques, c’est
pourquoi, initialement, la plupart des recherches sur les PCM ont été menées dans le but
de concevoir l’alliage le mieux adapté aux applications. De nos jours, les composés utilisés
dans les mémoires sont générallement à base de tellure, tel que les pseudo-binaires de
type (GeTe)xSb2Te3 ou les alliages de type Sb2Te dopés à l’argent ou à l’indium [12, 13].
Le développement des matériaux à changement de phase pour le stockage d’information
non-volatile (futures PC-RAM) nécessite une meilleure compréhension théorique de leur
structure, de leur stabilité, et de l’origine du large contraste entre les propriétés de leurs
phases cristalline et amorphe.

Nous présentons une étude théorique de l’évolution structurale en température des
alliages binaires Sb2Te et Sb2Te3, de la phase liquide à la phase amorphe. Ces composés
sont considérés comme les composants de base de la plupart des PCM. Nous avons procédé
à des simulations DMAB pour obtenir les structures de Sb2Te et Sb2Te3 au-dessus et en-
dessous de la température de fusion. Nous décrivons l’ordre local autour des atomes dans
les structures liquide et amorphe et comparons celui-ci au cristal. Nos résultats pourraient
aider à comprendre la facilité pour ces composés de passer du cristal à l’amorphe, étant
donné l’ordre local très fort observé dans l’amorphe. Sur base de simulations DMAB, soi-
gneusement comparées à des expériences, nous étudions également l’ordre local atomique
des alliages Ge2Sb2Te5 et Ge1Sb2Te4, et nous analysons un modèle pour leur structure
en phase amorphe. Nous montrons que les structures amorphes subissent une distorsion
de type Peierls de l’environnement local, de laquelle résulte l’ouverture d’un gap. Fina-
lement, en reprenant l’ensemble de nos résultats de simulation, nous développons une
nouvelle méthode pour l’énumération des contraintes mécaniques en phase amorphe et
nous montrons que le diagramme de phase des systèmes GeSbTe peut être séparé en
deux zones distinctes, comprenant des compositions ayant des caractères mécaniques bien
définis : une phase dite flexible riche en tellure, et une phase dite rigide qui comprend
les matériaux à changement de phase. Ces résultats pourraient ouvrir de nouvelles voies
dans la compréhension des PCM et d’autres amorphes complexes, du point de vue de leur
rigidité.



Abstract

In this thesis, we study the Negative Thermal Expansion (NTE) in tellurium based liquid
alloys (GeTe6, GeTe12 and As2Te3), through their structural and vibrational properties.
These alloys exhibit a volume decrease of ∼ 4% in a ∼ 200 K range above the melting
temperature (partially in the undercooled liquid for GeTe12). The density anomaly is
accompagnied by other unusual behaviors, such a maximum in the specific heat, a mini-
mum in the sound velocity and a steep decrease of the isothermal compressibility [1, 2].
Moreover, in these covalent liquid alloys, the NTE often takes place together with a semi-
conductor to metal (SC-M) transition [3, 4]. Several experiments [5, 6, 7] or calculations
[8, 9, 10] were performed to try to understand the structural changes giving rise to a NTE
in some liquid chalcogenides. Despite these numerous studies, no driving mechanism could
be clearly identified up to now to explain the observed trends.

We evidence the structural evolution by measuring neutron diffraction spectra at sev-
eral temperatures in the NTE range and perform First Principles Molecular Dynamics
(FPMD) simulations at the same temperatures and densities to study the local order evo-
lution in the liquid. The obtained structures show an increase of the coordination numbers
and a symmetrization of the first neighbors shell around atoms when the temperature rises.
To confirm these results, we performed inelastic neutron scattering (INS) to obtain de vi-
brational density of state (VDOS) along the NTE. We see a clear change of the VDOS,
consisting in a red-shift of the highest frequencies with temperature. These experimental
results, in addition to the FPMD simulations of the liquids, lead us to propose a model for
the density anomaly observed in some of these tellurium based systems : it corresponds
to a structural change between a ‘low temperature’ liquid, characterized by a low density
structure with an octahedral local order distorted locally by a Peierls-like mechanism, and
a ‘high temperature’ liquid in which the vibrational entropy gain favors a more symmetric
(less distorted), still octahedral, local order. Finally, electrical conductivity evolution is
obtained from the As2Te3 simulated structures, to compare with the semi-conductor to
metal transition measured in the experiments. We extended our study of the dynam-
ics of these Te-based compounds to the materials, called ‘phase-change’, Ge2Sb2Te5 and
Ge1Sb2Te4.

The phase-change materials (PCMs), to the contrary of the compounds cited above,
exhibit a normal volume expansion in the liquid phase. They possess however an unusual
combination of properties, which permits their use as memories in commercial applications,
such as Blue-Ray disks. The PCMs show, besides the capacity to switch rapidly (in some
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iv Abstract

tens of nanoseconds) from the crystal to the amorphous (and reverse), a large contrast
between optical or electrical properties of both phases [11]. It is quite rare for a compound
to gather these physical properties, and most of the earliest researchs on PCMs were done
with the aim to find the most suitable material for applications. Nowadays, the alloys
used in memories are generally based on Te, such as the pseudo-binary (GeTe)xSb2Te3 or
the Ag, In-doped Sb2Te [12, 13]. The development of PCMs for non volatile data storage
(the future PC-RAM) needs a better theoretical understanding of their structure, stability
and origin of the large property contrast between crystalline and amorphous phases.

We present a theoretical study on the structural evolution with temperature of the
Sb2Te and Sb2Te3 binary alloys, from the liquid to the amorphous phase. These com-
pounds are considered as the basic components of most PCMs. We performed FPMD
simulations to obtain Sb2Te and Sb2Te3 structures above and below the melting temper-
ature. We describe the local order around atoms in the liquid and amorphous structures,
and compare it to the crystal. Our results could help to understand the ability for those
two coumpounds to change from the amorphous to the crystal so easily, because of the
strong local order observed in the quench. On the basis of FPMD simulations, carefully
assessed by comparison with experimental data, we will also study the atomic local order
of the Ge2Sb2Te5 and Ge1Sb2Te4 phase-change alloys, and analyze a model for their amor-
phous structure. We show that the amorphous structure undergoes a Peierls-like distortion
of the local atomic environment that results in a gap opening. Finally, by analyzing all
our FPMD simulations, we develop a new method for enumerating mechanical constraints
in the amorphous phase and show that the phase diagram of the GeSbTe system can be
split into two compositional regions having a well-defined mechanical character: a Te-rich
flexible phase, and a stressed rigid phase that encompasses the known PCMs. This atomic
scale insight should open new avenues for the understanding of PCMs and other complex
amorphous materials from the viewpoint of rigidity.
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cette thèse, pour m’avoir guidée au long de ce travail, avec ses compétences et son en-
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technique et surtout humain.

J’ai eu la chance d’avoir non pas un seul mais deux promoteurs1, et Jean-Yves Raty
m’a assurément appris la rigueur et l’autocritique. Je le remercie vivement, pour son aide
et ses encouragements quotidiens, mais aussi pour sa bonne humeur.
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encouragements ; René Céolin pour les échantillons souvent demandés en dernière minute ;
Brigitte Beuneu, Julia Steiner, Wojtek Welnic, Philipp Merkelbach et Peter Zalden pour
les expériences réalisées avec eux à Grenoble.
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Introduction

Not all materials expand when heated : there are some exceptions to this rule, in solids
and even in liquids.

In the solid phase, for example, it is well known that diamond and other zinc-blend
semiconductors have a negative thermal expansion (NTE), often referred to as density
anomaly, at about 100 K [14] : the lattice contracts upon heating. Other types of systems,
exhibiting different types of structures and bonding mechanisms, also possess this anomal
behavior, as alkali halides with rocksalt structure, or more complex arrangements made
of rigid units bonded through bridging atoms [15]. In some cases, the NTE extends over
more than 1000 K [16].

Among liquids, the most famous example is certainly given by water, which undergoes
a negative thermal expansion in a 4 K range above its melting point [17]. This behavior
is also observed in a few liquid chalcogenides (which are compounds based on group VI
elements) : HgTe [18], In2Te3 [19], Ga2Te3 [19] and As2Te3 [20] display a NTE in a
limited temperature range. The alloysGexTe1−x (0 ≤ x ≤ 0.2) [21] have the same behavior
close to the melting point, either in the supercooled liquid or in the thermodynamically
stable liquid. These covalent compounds have low coordination numbers Nc (e. g. 2 ≤
Nc ≤ 4), both in the crystalline and in the liquid phases, in comparison to the compact
structures of the metals and rare gases. The low Nc is the result of a quantum mechanical
spontaneous symmetry breaking mechanism, the Peierls distortion. The mechanism has
been initially demonstrated for crystal structures [22]; and it has been shown to remain
valid in some liquids [23, 24], in which thermal effects restore partly the symmetry and
increase the coordination number. The relation between the NTE and the structural
evolution, which mainly consists of a modification of the first neighbors shell, has been
proved by diffraction experiments [6, 25, 10]. The archetypal example is Te [26], for which
the NTE occurs entirely in the undercooled liquid, in a range of about 100 K below the
melting temperature Tm = 723 K [1]. The thermodynamical changes are accompanied
by a marked structural evolution : the Te coordination number increases from 2.4 in the
undercooled liquid to about 3 at high temperature [27].

The density anomaly is accompagnied with other unusual behaviors, such a maximum
in the specific heat, a minimum in the sound velocity and a steep decrease of the isothermal
compressibility [1, 2]. Moreover, in these covalent liquid alloys, the NTE often takes place
together with a semiconductor to metal (SC-M) transition [3, 4].

1



2 Introduction

The study of the marginal phenomenon that is the NTE, which concerns only a few
chalcogenides compounds, has a wider impact that one might think. This anomaly is
restricted to a limited temperature range, but we will see that the effects at the origin of
the NTE are actually quite general, the specificity being their thermal evolution and their
relative strength. The understanding of the chemical bonding evolution can benefit to
the study of other alloys made of the same chemical elements, and thus involving mostly
the same kind of bonding, but exhibiting totally different properties. For example, in
the so called ‘phase-change alloys’, that are compounds generally based on tellurium, the
structural change giving rise to the interesting properties involves partly the same physical
mechanism that the one governing the NTE.

The phase-change materials (PCM), to the contrary of the compounds cited above,
exhibit a normal volume expansion in the liquid phase. They possess however an unusual
combination of properties, which permits their use as memories in commercial applications,
such as in Blue-Ray disks. The PCMs have, besides the capacity to switch rapidly (in
some tens of nanoseconds) from the crystal to amorphous state (and reverse), a large
contrast between optical or electrical properties of both phases [11]. It is quite rare for a
compound to gather these physical properties, and most of the earliest researchs on PCMs
were aiming at finding the most suitable materials for applications. Nowadays, the alloys
used in memories are generally based on Te, such as the pseudo-binary (GeTe)xSb2Te3
or the Ag, In-doped Sb2Te [12, 13].

The unusual features of the PCMs were the purpose of intense researches these last
decades, with a main focus set on the understanding of the structural changes that can
lead to such large differences in electrical or optical properties, together with a fast switch,
between the amorphous and the crystal.

This thesis is devoted to the study of some tellurides. These ones forming a large variety
of alloys, they also possess a wide applications range. Their semi-conductor properties
are used in opto-electronical devices as varied as LEDs (ZnTe [28]), radiation detectors
(CdZnTe [29]), thermoelectrics (Bi2Te3 [30]) or thin film solar cells (CdTe [31]). We will
consider two sub-groups of the tellurides, which exhibit very different characteristics. The
first sub-group we will study contains alloys that undergo a Negative Thermal Expansion
in the liquid state. The other tellurides sub-group we are interested in contains the so-
called Phase-Change Materials.

The temperature will be the key parameter all along this thesis, as we will follow the
thermal evolution in the liquid state of the first type of compounds, and study the amor-
phization and the amorphous phase of some PCMs, to compare it with the crystals. We
will focus on the structural and dynamical properties of these alloys in these two disordered
phases, and will discuss their electronic properties. In condensed matter, bonding plays a
crucial role for the understanding of the physical properties and the electronic processes.
In the liquid and amorphous states, only a local order is present, to the contrary of the
long-range ordering found in the crystals. During this work, we will thus care about the
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short, and sometimes more extended, range order present in these structures, by looking
at the distances, angles, distortions, chemical order, vibrations, . . . at the atomic scale,
with the aim to decrypt their influence on the macroscopic properties of the chalcogenides
alloys we study.

Several experiments [5, 6, 7] or calculations [8, 9, 10] were performed to try to understand
the structural changes giving rise to a NTE in some liquid chalcogenides. Despite these
numerous studies, no driving mechanism could be clearly identified up to now to explain
the observed trends.

In this thesis, we will focus on two rich-Te GeTe alloys, GeTe6 and GeTe12 (in the
Chapter 6), and on As2Te3 (in the Chapter 8). These compounds have a sharp density
anomaly just above the melting point (partly in the undercooled region for GeTe12). For
example, the volume decreases by ∼ 4% in a 120 K temperature range in GeTe6 [2].

Our task will be to study the thermal evolution of these alloys through their structural
and vibrational properties, to understand the driving force for the NTE.

First, we will present neutron diffraction experiments that reveal the strong structural
evolution with temperature. The information available from a neutron diffraction exper-
iment on a liquid is however quite limited, as we can only access average values for the
number of neighbors or interatomic distances. At this point, ab initio computer simula-
tions will be very useful to give a more precise picture of the thermal evolution of the
structures at the atomic scale (distances, angles, distorsions and chemical order). Finally,
using inelastic neutron scattering, we will be able to relate the structural evolution in the
NTE range to noticeable changes in the dynamics of the systems.

On the basis of these experiments and calculations, we will propose a simple model to
explain the striking changes observed at the macroscopic scale.

We will complete this work on disordered tellurides by a study of the Sb2Te and Sb2Te3
alloys, which are basic constituants of the widely used PCMs, but are poorly known in their
liquid and amorphous phases. Neutron diffraction experiments and computer simulations
will give details on the Sb2Te and Sb2Te3 structures above and below (quench) the melting
temperature, and we will compare it to the crystals. We will try to understand the ability
of these two coumpounds to change from the amorphous to the crystal phase so easily. To
achieve this aim, as for the study of the negative thermal expansion, we will concentrate
on the local to medium-range order study.

We will also study the atomic local order of the Ge2Sb2Te5 and Ge1Sb2Te4 phase-
change alloys, and analyze a model for their amorphous structures obtained with ab initio
molecular dynamics simulations. No NTE is found in these Te-based alloys in liquid phase.
There is thus a complete change in the thermal evolution of liquid GeTe compounds when
a quantity of Sb is added. In the Ge1Sb2Te4 case, one third of the Te is replaced by Sb,
compared to GeTe6. To go further in the study of the effects of Sb element on the eutectic
GeTe6 behavior, we will investigate two other compounds. First, GeSb6, which can be
viewed as the extreme limit case, that is to say, GeTe6 in which Te atoms have been
substituted by Sb atoms. Second, Ge(Sb10Te90)6, which corresponds to the substitution
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of a relatively small quantity of Te by Sb in GeTe6.
In the last chapter, an original way to enumerate the constraints arising from bond-

stretching (BS) and bond-bending (BB) interactions will be developped, based on the
analysis of atomic scale trajectories obtained from First Principles Molecular Dynamics
Simulations (FPMD). Combined with rigidity theory, this will open interesting perspec-
tives to study the amorphous phase change materials in the same way as network glasses.
The rigidity theory offers a practical computational scheme using topology, namely the
Maxwell counting procedure, and has been central to many contemporary investigations
on non-crystalline solids, such as sulphur and selenium based amorphous networks [32, 33].
It has led to the recognition of a rigidity transition [34, 35] which separates flexible glasses,
having internal degrees of freedom that allow for local deformations, from stressed rigid
glasses which are ‘locked’ by their high bond connectivity. What happens with heavier
elements such as tellurium which would lead to more complicated local structures, as
highlighted both from experiments [36, 37] and simulations [38, 39, 40, 41] ? Does the
counting procedure still hold ? Attempts in this direction have been made on the basis
of EXAFS measurements [42] but they seem to contrast with experimental findings and
observations. A firm ground for the Maxwell constraint counting is therefore very much
desirable. We will establish a new method to unambiguously count the constraints in a
material and make used of the Maxwell rigidity theory to quantify the GeSbTe amorphous
glassy nature via their mechanical properties.



Chapter 1

Overview of phase change
materials

In the late sixties, Ovshinsky [43] discovered the rapid and reversible transition between
a highly resistive amorphous state and a conductive crystalline state of some chalco-
genide alloys. These initial studies were performed on a wide variety of amorphous semi-
conductors obtained as thin films, such as oxides and boron based glasses, or chalcogenides
materials (based on tellurium and/or arsenic) mixed with elements such as silicon or ger-
manium. In this experiment, a voltage was applied across the amorphous alloy and the
current was measured with time. A switching was observed, towards a conductive state,
which appeared when the applied voltage exceeded a certain treshold. Ovshinsky related
this transition to the following characteristics :

− The intensity / voltage curve is symmetrical with respect to the reversal of the
applied voltage and current.

− Reversibility : if the current is reduced below a certain value, the material switches
back to the high resistivity state.

− This process is repeatable.

With these three points, Ovshinsky actually described the required characteristics for
an efficient memory device.

Since this precursor work, the so-called ‘phase change alloys’ have been studied ex-
tensively for decades, either experimentally [44, 45, 46] or with ab initio calculations
[39, 47, 48, 41]. The operating principle of the Phase Change Materials (PCM) is based
on the easy and reversible switching between the crystalline and amorphous states, each
phase possessing very different electrical and optical properties. These materials are nowa-
days found in commercial applications for optical information storage and dissemination,
such as CD-RW, DVD-RW or Blue-Ray disk, and could be used for the achievement of
PC-RAM [12, 13].

5



6 Chapter 1. Overview of phase change materials

In the following sections, we will describe first the principle of use of phase change
materials, the qualities of a suitable PCM and its possible applications. We will also
describe in details the state of the art about the structure of the PCM in the different
phases and present the actual knowledge of the relation between structure and properties.

1.1 Principle of use

1.1.1 Recording

Phase change recording is achieved by creating amorphous marks on an initially crys-
talline support. To do this, spots are locally melted in the crystal and then quenched. This
can be realized either by optical or electrical methods, respectively through the application
of a laser or a current pulse of short duration and high intensity. This amorphization is
named the SET operation and is represented in Fig. 1.1. The laser (or current) pulse du-
ration has to be short to avoid significant heat dissipation and induce only a local melting
of the material. Melting temperatures for typical phase change materials are of the order
of 900 K. After the pulse, the temperature decreases so rapidly that the atoms are pre-
vented from going back to their crystalline positions : they get trapped into an amorphous
state, the diffusion being almost absent at room temperature. The amorphous (or glassy)
state is a metastable solid which does not show any long distance order or periodicity (as
in the crystal state). Nevertheless, in amorphous phase, a local order is present between
the nearest neighbors, as in the liquid. This local order is generally similar to the one
observed in crystalline phase [49]. The structures of these two phases will be discussed in
details in section 1.4.

1.1.2 Reading

The large differences between optical (reflectivity) and electrical (conductivity) prop-
erties of the amorphous and crystalline phases, depending on the stoichiometry of the
compound [11], allow the reading of written information by a laser or by contact elec-
trodes.

1.1.3 Erasing

As the switching from the crystal to the amorphous phase is reversible, it is possible
to erase the information written by re-crystallizing of the amorphous marks. This is
achieved by heating the amorphous area through a low intensity and long duration laser
(or electrical) pulse above the glass transition temperature (named Tg, which is lower
than melting temperature, Tm). This heating allows the atoms to move and to reorganize
rapidly according to the crystal structure. This is called the RESET operation (see Fig.
1.1). The glass transition temperatures for typical PCM are 130°C for Ge2Sb2Te5, 155°C
for AgInSbTe or 170°C for Ge4Sb1Te5.
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Figure 1.1: Recording and erasing processes in PCM. SET operation: the initially crys-
talline material is molten and then quenched with a high intensity and short duration
laser or electrical pulse. RESET operation: re-crystallization of the amorphous marks is
achieved by an heating with a low intensity and long duration laser or electrical pulse up
to the glass transition temperature.

The Fig. 1.2 shows a sketch of the recording and erasing processes, called SET and
RESET operations respectively, versus temperature and volume.

It is possible to repeat these processes a large number of times, by successive melt-
quench-recrystallize operations.

1.2 Characteristics of a ‘good’ phase change material

Many materials, chalcogenides or not, can be quenched from the liquid to an amor-
phous phase, if the process is fast enough, and then recrystallized by heating above the
glass transition temperature. But the unique property of the materials that are suitable
for phase change use is their large contrast in optical and electrical properties between
crystalline and amorphous phases. Moreover, phase change materials need to possess ad-
ditional qualities to make them powerful for applications, such as the fastness of use or
the stability.

We can summarize the properties required by a ‘good’ phase change material as follows
[50, 12, 51]:

− Readability. A large contrast between optical and/or electrical properties is manda-
tory to permit the easy reading of information.
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Figure 1.2: Sketch of the recording and erasing processes, called SET and RESET op-
erations respectively, versus temperature and volume. Recording: an initially crystalline
material is locally molten (T > Tm) and then rapidly quenched to the amorphous phase.
Reading of the information is possible thanks to the large differences between optical or
electrical properties of both phases. Erasing: the amorphous marks can be switched back
to the crystalline state by increasing T above Tg.
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− Reversibility. The reversibility of the switching in optical and electrical properties
is the basis for a rewritable support, it implies writability and erasability.

− A bad glass forming ability. To switch from the amorphous to the crystal easily
(RESET operation).

− Reproducibility of the switching operation.

− A fast switching (typically on the nanosecond scale) between amorphous and crys-
talline phases.

− Stability with time of the amorphous phase, to insure a durable storage of the infor-
mation. This requires a high activation energy for the re-crystallization.

− A short recrystallization time, to enable high data-rate recording.

They are also some other required characteristics related to the phase change applica-
tions, concerning the process or the fabrication:

− A rapid quenching (typically less than 100 ns). It depends of the process used to
realized the amorphization, in case of PCM applications the melt-quench operation
is achieved by laser or electrical pulse, which lasts some nanoseconds.

− The ability to allow for a large contrast at reduced sizes, to permit high recording
density.

− Low cost constituents and synthesis methods to allow for a wide commercialization.

The qualities that a compound has to gather to be suitable for phase change applications
are numerous, this is why the quest for the best material is not yet over, and the processes
are still improving.

1.3 Applications

1.3.1 Research of suitable materials

Since the first study of Ovshinsky, several compounds (mostly based on tellurium)
were explored. Since many qualities are required together to design the best PCM for
applications, the search for suitable compounds needed to explore many compositions
of several chemical elements. Because a sufficiently rapid quench allows to obtain an
amorphous phase for almost every alloy (provided that the glass transition temperature is
high enough to insure the stability with time), the limiting parameter for application was
mainly the rapidity of the switching between phases.
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The first alloys that gathered all the necessary characteristics for commercial applica-
tions were pseudo-binary alloys of type (GeTe)xSb2Te3 [52, 44]. They showed a large
contrast in optical properties, which encouraged the research for the development of opti-
cal storage devices, on the same format as the CD, commercialized since 1982. Compounds
such as Ge2Sb2Te5, Ge1Sb2Te4 or Ge8Sb2Te11 are now used in DVD-RW or Blu-ray disks
[53].

More recently, a new type of alloys proved to be efficient for PCM applications. They
are doped SbTe compounds, as the doped eutectic Ag5.5In6.5Sb59Te29 [54]. The Sb-rich
GeSb alloys were also studied by experiments and ab initio simulations, and correlations
between conductivity, total system energy, and local atomic coordination were revealed
[55].

The wide variety of PCM used or promising for applications can be regrouped in a
ternary diagram presented by Wuttig and Yamada [56] (see Fig. 1.3). In this diagram,
the 3 axis represent Ge, Sb and Te concentrations and three groups of compounds are
identified. A first group of phase change materials includes all the pseudo-binary alloys
built like (GeTe)x(Sb2Te3), such as Ge2Sb2Te5 and Ge1Sb2Te4. The second group con-
tains PCM which are doped SbTe alloys (in particular the eutectic Sb70Te30). A third
group contains the Sb-based PCM (such as GeSb6).

Figure 1.3: Ternary diagram regrouping the PCM used or promising for applications.
Reproduced from [56].

1.3.2 Applications using optical recording

An optical storage system consists of an optical drive (made of a laser, characterized by
its wavelength, a set of optical elements to shape and focus the laser beam, a disk driving
to house the disk and a signal detection system) and a corresponding optical medium (the
disk) [53].
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The disk consists of two layers of substrate (usually polycarbonate), with, in between,
one or two very thin layers of phase change material, initially crystalline. The thickness
of the phase-change layer is typically comprised between 5 and 30 nm (depending on the
application), for a the total disk thickness equal to 1.2 mm. The writing, reading and
erasing operations are accomplished by a nanosecond laser pulse, of wavelength depending
on the kind of disk. The data are represented by small amorphous marks written on a
track which forms a concentric spiral on the disk. These marks have a lower reflectivity
than the surrounding crystal layer, and represent a sequence of bits 1 on a 0 matrix. To
read the information, the intensity of the laser beam reflected by the disk is detected and
a subsequent conversion from digital to analogical signal is done [53].

The typical parameters of optical PCM commercial applications, such as the laser wave-
length or the diameter of the amorphous marks, are reported in Table 1.1 [53, 56].

Parameter CD-RW DVD-RW BD-RW (single) BD-RW (dual)
Year of commercialization 1997 2000 2003 2004
Recording density (GB) 0.65 4.7 25.0 50.0
Laser wavelength (nm) 780 (IR) 650 (R) 405 (B) 405 (B)

Spot size (nm) 900 550 238 238

Table 1.1: Typical parameters of optical PCM commercial applications [53, 56].

1.3.3 Non-volatile electronic memories (PC-RAM)

The contrast in electrical properties (conductivity) between the amorphous and crys-
talline phases of PCM can reach more than 3 orders of magnitude [43]. This property
may be used in future PC-RAM, as the crystallization process in the lately discovered
PCM alloys is now fast enough, and permits high storage densities, to compete with the
flash memory or with the dynamic RAM [56]. In a PC-RAM, the writing and erasing
operations are achieved by a nanosecond electrical pulse instead of a laser pulse as in the
optical PCM. A PC-RAM is made of two electrodes to write, read or erase information
by voltage differences, on an active region made of PCM. The intensity of current versus
voltage in a PC-RAM is plotted in Fig. 1.4 [50]. The reading operation is performed
at low current intensity. The switching (for example from the amorphous to crystalline
phase) is realized by increasing the voltage up to a treshold value, at which the amorphous
phase becomes less resistive. This permits to a much larger current to flow through the
amorphous region of the cell, and dissipates enough heat to crystallize the active region.

1.4 Structure of phase change alloys

If the structures of phase change materials are reasonably well known in the crystalline
and, more recently, liquid phases, questions remain concerning the amorphous phase.
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Figure 1.4: Current voltage curve for a phase-change memory cell. SET and RESET
denote the switching regions. READ denotes the region of readout. Reproduced from
[57].

1.4.1 Crystalline phase

Building-blocks: Sb2Te, Sb2Te3, GeTe

The building compounds of a wide number of PCM are the Sb2Te, Sb2Te3 and GeTe
alloys. The crystalline structure of these compounds results from the Peierls distortion
instability, its nature depending on the number of p-electrons [58] (see Chapter 2 for
further details). Their space group and cell parameters are given in Table 1.5.

The Sb2Te and Sb2Te3 compounds crystallize in layered structures, with trigonal or
rhombohedral symmetries. The crystal of Sb2Te consists of nine layers stacked along the
c-axis of an hexagonal supercell [59], containing only one kind of atom each.

The crystalline Sb2Te3 can also be described in an hexagonal supercell, consisting in
15 layers [60] either made of Sb or Te. It can also be viewed as a stacking of 5 ‘Sb2Te3’
layers.

The GeTe crystallizes at room temperature in a rhombohedral structure of type R3m,
which can be viewed as a distorted NaCl-type structure. It is the binary analogue of the
grey arsenic structure [61, 62].

In these three structures, the atomic environment is octahedral with some distortions
depending on the site. The three structures are plotted in Fig. 1.5.

Pseudo-binary alloys (GeTe)xSb2Te3

The PCM lying along the pseudo-binary (GeTe)xSb2Te3 line are observed in a sta-
ble and a metastable crystalline phase, the latter being the one used in phase change
applications.
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Compound Space group a (Å) c (Å) α u

Sb2Te P3m1 4.272 17.633
Sb2Te3 R3m 4.274 30.47
α−GeTe R3m 5.988 88°15’ 0.238

Table 1.2: Cell parameters of the PCM building components, at room temperature and
pressure. In α−GeTe, atoms are present at (u, u, u) and (−u,−u,−u).

Figure 1.5: Crystalline phase of (a) Sb2Te3 [60], (b) Sb2Te [59] and (c) GeTe [61].
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When the crystal is grown in thin layer by laser irradiation, as in phase change appli-
cations (see sections 1.3.2 and 1.3.3), a metastable phase is obtained. It belongs to the
Fm3̄m space group, and consists of a close packed cubic structure of NaCl type. The
Te atoms occupy 100 % of the 4(a) sites, while Ge and Sb atoms are generally supposed
to randomly occupy the 4(b) sites. This corresponds to a succession of 6 layers of Te or
Ge/Sb atoms alternatively. The Ge/Sb layers are not filled with atoms, leaving vacancies
depending of the compound stoichiometry. For example in Ge2Sb2Te5 (illustrated in Fig.
1.6 (a)), 20 % of the sites are empty [63, 64].

When the metastable phase is heated above temperatures of around 500 K (depending of
the compound), it transforms into a stable phase [65]. This latter consists of a complicated
structure, with close packed stacking, the periodicity of which depending on the compound.
For example, Ge2Sb2Te5 has a nine layers structure (P 3̄m1) [66], containing either Te or
Ge/Sb (randomly placed) atoms. The difference between the stable and metastable phases,
besides the fact that no vacancies are observed in the first one, is that pairs of adjacent
Te layers are presents in the stable crystal [63]. This phase is illustrated in Fig. 1.6 (b)
for Ge2Sb2Te5.

Figure 1.6: Crystal structures of (a) metastable and (b) stable Ge2Sb2Te5, shown schemat-
ically in perspective, and depicted in hexagonal unit cell. Black circles show the atomic
positions for Te. Gray circles show those for Ge or Sb. Reproduced from [63].

Shamoto et al. [67] studied the NaCl type (metastable) crystal structure of Ge2Sb2Te5
by atomic pair distribution function analysis of pulsed neutron powder diffraction data.
Large displacements of Ge atoms were found in the structure, suggesting a large degree of
disorder in the GeSb sub-lattice (see Fig. 1.7).

Luo and Wuttig [68] listed all the known PCM that show good properties for data
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storage applications. They noted that their crystalline structure is rocksalt (compared to
some ‘unsuccesful’ samples, all of them crystallizing in chalcopyrite structure) and that
their number of s and p electrons is always larger than 4, and usually comprised between
4.3 and 5.

Wuttig et al. studied vacancies present in the meta-stable crystalline phase of GeSbTe
alloys by density-functional theory calculations [37]. They started from a Ge2Sb2Te4 alloy
(0 % vacancies) with a rock-salt structure in which the Te atoms occupy one sublattice and
the Ge/Sb atoms occupy randomly the other. They compared the vacancies formation
energies by varying the vacancies concentration up to 30 % in the GeSbTe structures.
They found that the removal of either Ge or Sb atoms from Ge2Sb2Te4 is energetically
favorable. On top of the vacancies, relaxation of the Ge atoms from the perfect rock-salt
like lattice positions was shown to further stabilize the structure.

Figure 1.7: Schematic of the large displacements of Ge atoms found in Ge2Sb2Te5. Re-
produced from [67].

Up to now, studies on the crystalline phase of phase change alloys have shown that they
possess either a rocksalt (cubic-like) sructure, often accompanied with vacancies and/or
distorsions [63, 67, 56, 65, 37].

1.4.2 Liquid phase

The writing operation implies a short period during which the system is in the liquid
state before rapid cooling and amorphization. The melting temperatures are typically
around 900 K. Despite the fact that the local order present in the liquid phase could give
a good idea of what will be the local order after a rapid quench, the study of the PCM in
liquid phase has been largely neglected.
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In a recent neutron diffraction study [69], it was shown that it is possible to sort Te-
based PCM from other Te-based alloys (including alloys of the type CuInTe, AgSbTe,
etc.) by measuring the ratio of the heights S(q1) and S(q2) of the two first peaks of the
structure factor. It was shown that the Te-based PCM have ratios higher than unity,
which correspond to a predominantly octahedral local order, while most of the non-PCM
studied are predominantly tetrahedrally bonded (ratio smaller than unity). It was also
observed that the compounds which exhibit octahedral order both in liquid and crystalline
states (see section 1.4.1) possess very similar liquid and amorphous densities, smaller that
the crystal one. This fact suggests that the liquid phase could be a useful starting-point
to study the amorphous phase, this latter being much more difficult to synthesize in large
quantity. Furthermore, the fact that all the liquid PCM studied possess an octahedral
structure together with densities similar to the amorphous phase indicates that local order
in liquid and amorphous phases could be very similar, this octahedral order being already
found in the crystal.

Since this neutron diffraction experiment, first principles molecular dynamic simulations
studies were performed on various phase-change compounds or components (Ge1Sb2Te4,
AgInSbTe, Sb2Te3) in liquid phase (and amorphous phase, see further section) [41, 48, 70].
These three studies confirmed the picture of an octahedral local order in the liquid phase.

1.4.3 Amorphous phase

The amorphous phase is obtained by a rapid cooling from the liquid. Because of the
fastness of this quench, the long range order observed in a crystal does not have time to
settle, and only a short or medium range order is found in the amorphous state. The
amorphous structure of the PCM is still controversial as no explanation is unanimously
accepted.

In 2004, Kolobov et al. [36] reported large structural differences between the crystalline
and amorphous phases of Ge2Sb2Te5. They performed Extended X-Ray Absorption Fine
Structure (EXAFS) and X-ray Absorption Near Edge Structure (XANES) experiments on
crystalline and laser-amorphized samples and analyzed the Fourier transform of the spectra
at the Ge, Sb and Te edges. They also simulated EXAFS spectra by using a rock-salt
model as the starting structure for the crystal. By looking at the crystal structure obtained
from the fit, they found, as previously shown in [67], that the Ge and Sb atoms are shifted
from the NaCl sites, giving rise to shorter and longer distances for bonds between nearest
neighbors. In the amorphous phase, they found smaller distances, which was confirmed
by Raman scattering experiments, the measured Raman modes being found more rigid.
They showed that the best agreement with the XANES experiment was obtained for
tetrahedrally bonded Ge atoms. They suggested the following mechanism : the intense
laser pulse applied on the crystalline material induces a breaking of the weaker (longer)
bonds in the crystal, and the Ge atoms flip to the tetrahedral positions. The authors called
this structural change while going from the crystal to the amorphous phase umbrella flip
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(see Fig. 1.8). This model cannot, obviously, apply for PC materials without Ge, such as
the SbTe family.

The model of Kolobov was studied on the Ge1Sb2Te4 material by ab initio ground
state calculations [71]. Studying different crystal configurations, Welnic and co-workers
demonstrated that the octahedral environment for Ge atoms was more stable than the
tetrahedral one (in the so-called spinel phase, all the Ge atoms are tetrahedrally coor-
dinated with Te atoms, which is locally identical to the Kolobov’s model). These two
structures exhibiting a sufficient optical contrast, the authors attributed the octahedral
structure to crystal and the spinel one to amorphous.

In 2006, Kohara et al. performed reverse Monte-Carlo fits to synchrotron radiation X-ray
measurements [72] of amorphous Ge2Sb2Te5. They found that the amorphous is made
of even-numbered (4-fould and 6-fold) ring structures and present angles distributions
well peaked on 90°, as in the crystal phase. They compared with the ring statistic for
amorphous GeTe and found rings of various sizes (both odd and even) in the structure,
due to numerousGeGe homopolar bonds. They concluded that the unusual ring statistic of
amorphous Ge2Sb2Te5 is the key parameter for rapid phase transition between amorphous
and crystalline phases.

Baker et al. [42] published another EXAFS study of amorphous Ge2Sb2Te5, in which
they identified unambiguously the presence of GeGe bonds (14 % of the Ge bonds), while
TeTe, SbSb and SbGe bonds were shown to be absent. For the first time, they postulated
the important role of homopolar bonds for the PCM properties. They found coordination
numbers equal to 3.9±0.8 for Ge, 2.8±0.5 for Sb and 2.4±0.6 for Te. Jovari et al. [73]
used reverse Monte-Carlo simulation technique to generate models of structure compatible
with Ge1Sb2Te4 and Ge2Sb2Te5 X-ray diffraction and EXAFS data. In their RMC struc-
tures, they also found a significant homopolar bonding (GeGe and GeSb), with a mostly
tetrahedral environment for Ge atoms in Ge2Sb2Te5, while no TeTe and SbSb bonds were
detected. The majority of the atoms in their structures satisfy the 8 − N octet rule (90
%−95 % of Ge, Sb and Te atoms having four, three and two neighbors respectively).

Another experimental study ofGe1Sb2Te4 material in crystalline and amorphous phases,
by high-resolution X-ray and UV-photoelectron spectroscopy, was published by Klein and
co-workers [45], showing the coexistence of two environments (octahedral and tetrahedral)
for Ge and Sb in the amorphous phase.

In these contrasted results, various amounts of tetrahedrally bonded Ge atoms have
been reported for the amorphous phase (from 30 % to 100 %). Recent FPMD studies
on different (GeTe)x(Sb2Te3)-type PCM in the amorphous phase highlighted the small
but non-negligible quantity of tetrahedrally coordinated Ge in the structures (34-38 %),
compared to the octahedral Ge, together with homopolar GeGe, SbSb or GeSb bonds
[40, 39, 74, 47, 75].
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Caravati et al [40] found that, in amorphous Ge2Sb2Te5, most of the Ge and Sb atoms
in the structure are fourfold-coordinated, while Te is mostly threefold-coordinated in de-
fective octahedral sites which recall the local environment of the crystal. They found a
proportion of 22 % of tetrahedrally coordinated Ge atoms in the structure, favored by the
presence of GeGe and GeSb bonds. For the authors, this coexistence of two environment
for Ge atoms (octahedral and tetrahedral) might be the key parameter to understand the
strong optical contrast between the crystalline and amorphous phases of PCM and the
fastness of the switching.

Akola and Jones [39] used larger sets of atoms (460) and longer quenching times to
obtain a model for the amorphous Ge2Sb2Te5. They concluded to a mostly octahedral
order around Ge and Sb, the Ge atoms being mostly four-coordinated with one third
of them being tetrahedrally coordinated. They also found a long-range order on the Te
atoms, together with an ABAB square structural pattern (A = Ge or Sb and B = Te).
They attributed the rapid switching from the amorphous to the crystal to a reorientation
of disordered ABAB squares to form an ordered lattice. They also evidenced the presence
of cavities, or vacancies, mainly surrounded by Te atoms. Akola and Jones also studied the
pseudo-binary alloy Ge8Sb2Te11, which is used in the Blu-Ray disks [47]. This compound
was found to show many structural similarities with Ge2Sb2Te5 (a mostly octahedral order
was found, with 42 % of Ge atoms in tetrahedral coordination, the GeGe bonds being more
present in this case).

Recently, an alternative description to the Kolobov’s model was presented. First, Sh-
portko et al. investigated the dielectric function of the crystalline and amorphous phases
of different PCM by infrared spectroscopy and spectroscopic ellipsometry [76]. They found
an electronic dielectric constant up to 200 % larger for the crystal than for the amorphous,
and stronger that expected for non-PCM covalent alloys. They attributed it to the fact
that crystalline PCM are all based on distorted cubic structures and possess resonant
bonding, due to the alignement of the p-orbitals. Resonant bonding requires a longer-
range order than the conventional electron pair bond of the 8-N rule (i. e. the second
and higher neighbours need to be aligned). In the amorphous state, this high level of
ordering is not possible, and so the structure reverts to a simple 8-N rule structure, which
requires a lower level of ordering (on the nearest neighbours only). They thus concluded
that the different dielectric constant values between the amorphous and crystalline phases
of PCM can be taken as clear evidence that the medium range order needed for resonant
bonding is absent in the amorphous PCM, and that this change in bonding is as significant
as the lowering of the Ge coordination to four, or the formation of GeGe bonds. After
this experimental study, Huang and Robertson [77] postulated that, during the transition
from the crystalline to the amorphous phase, the Ge atoms are displaced along the (110)
direction rather than along the (111) (see in Fig 1.8) and retain the coordination number
of the crystal. As said in [76], they made the assumption that, moreover the change in
the local order around Ge atoms, the medium range order is totally lost in the amorphous
structure (no medium range order at the second-neighbor level) [78]. With calculations
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on model periodic structures, they evidenced a large difference in the optical properties of
the crystalline and amorphous phases of different compounds (Se, Te and GeTe). They
attributed this optical contrast to the loss of medium-range order and resonant bonding
in the amorphous phase.

Figure 1.8: Umbrella flipping model presented by Kolobov [36] for the switching between
the crystalline and amorphous phases in the PCM, together with the resonant bonding
model presented by Huang and Robertson. Reproduced from [77].
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Chapter 2

The Peierls distortion

In this work, we study compounds made of columns IV, V and VI elements of the pe-
riodic table, in liquid and amorphous phases. In this chapter, we will review the physics
principles that govern the covalent structures of these elements and alloys. In the crys-
talline phase, many of them are subject to a periodic distortion (or symmetry breaking)
of the simple cubic structure. This effect originates from an electronic instability that, via
the electron-phonon coupling, results in the so called Peierls distortion. The stability of
these structures depends on the coordination number Nc (the number of closest neighbors
around one atom in the structure), which is given by the octet rule. This distortion is also
sometimes observed, albeit locally, in disordered phases.

2.1 Theoretical model for interactions: the Tight-Binding
model

For simplicity and in order to get analytical results (see the next sections), we resort
to a tight-binding description of the electronic states. The tight-binding method has
been widely used, for its simplicity and because it allows the understanding of several
mechanisms [79]. It can be applied to all the systems in which the electrons are localized
in the neighborhood of the atoms, this is the case of the s and p valence electrons of the
covalent alloys.

This method is based on the following approximations:

− The monoelectronic approximation, which supposes that each electron is moving in
the average field of the other electrons and ions.

− The LCAO approximation (Linear Combination of Atomic Orbitals), which consists
of the development of the eigen states ψn of the system (molecular orbitals) on the
basis of the atomic orbitals φi (i representing the different orbitals s, p, d, . . . ) :
ψn =

∑
R,i a

n
R,iφi(r−R), R being the atomic positions.
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To obtain the eigen values and eigen states of the Schrödinger equation of the system,

Hψn =
[
− h̄2

2m
∇2 + V (r)

]
ψn = Enψn (2.1)

where V (r) is the sum of the atomic potentials vR(r−R), one has to solve

det
∣∣HRi,R′i′ − EnSRi,R′i′

∣∣ = 0 (2.2)

where we defined

SRi,R′i′ =
〈
φi(r−R)|φi′(r−R′)

〉
(2.3)

and

HRi,R′i′ =
〈
φi(r−R) |H|φi′(r−R′)

〉
(2.4)

In the tight-binding approximation, the integrals 2.3 are neglected when different atomic
sites (R 6= R′) are considered. Moreover, the atomic orbitals being normalized on the
same site, we have

SRi,R′i′ = δRR′δii′ (2.5)

The diagonal term (R = R′) of the integrals 2.4 involving orbitals centered on the same
site,

〈φi(r−R) |H|φi′(r−R)〉 (2.6)

can be separated in two terms :

E0
Ri =

〈
φi(r−R)

∣∣∣∣− h̄2

2m
∇2 + v(r−R)

∣∣∣∣φi(r−R)
〉

(2.7)

and

αR
ii′ =

〈
φi(r−R)

∣∣∣∣∣∣
∑

R′ 6=R

vR′(r−R′)

∣∣∣∣∣∣φi′(r−R)

〉
(2.8)

being called crystalline field integral. In the R 6= R′ term of 2.6, we keep only the integrals
involving orbitals centered on sites that are first neighbors,

βRR′
ii′ =

〈
φi(r−R)

∣∣vR′(r−R′)
∣∣φi′(r−R′)

〉
(2.9)

These are called resonance integrals. We suppose hereafter that all resonance integrals β
(< 0) decrease with the distance r as:

β(r) = β0r
−q (2.10)
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2.2 The Bloch wavefunctions

In the case of a crystal made of N atoms, and if we consider the s and p electrons only,
the obtention of the eigen states of Eq. 2.1 requires the diagonalization of a 4N ∗ 4N
matrix. For an infinite crystal, the ionic potential is periodic and the Bloch theorem
simplify these calculations. It gives for the solutions of Eq. 2.1

Φki(r) =
1√
N

∑
R

eik·Rφi(r−R) (2.11)

Following this, we have
Φki(r + a) = eik·aΦki(r) (2.12)

where a is a fundamental vector of the crystal lattice and k is the wave vector. The
elements of the Hamiltonian matrix have non-zero values only if the corresponding wave
vectors are identical, which simplifies the problem as only the diagonalization of a 4 ∗ 4
matrix is required for each of the N wavevectors of the first Brillouin zone.

2.3 Cohesive energy

The cohesive energy of the system, Ecoh, is the sum of an attractive term due to the
resonance between the orbitals and a repulsive term:

Ecoh = Eatt + Erep (2.13)

2.3.1 Attractive interactions

In quantum mechanics, the attractive energy Eatt is due to the partial filling, up to the
Fermi level, of the electronic density of states, n(E).

Electronic instability of the linear chain with a half-filled band The simplest
example to illustrate the Peierls distortion is to compare two one-dimensional structures
made of H atoms (half-filled s-band) : a periodic linear chain (1) and a dimerized chain
(2) (see in Fig. 2.1).

The linear chain (1) is defined by a unit cell parameter a (see Fig. 2.1). All interatomic
distances, r, being equal, the resonance integrals β(r) between neihboring H atoms are
also equal. The dimerized chain (2) shows an alternation of short and long distances, rs
and rl, characterized by resonance integrals βs and βl respectively (with |βs| > |βl|). The
unit cell parameter is now equal to 2a (the width of the Brillouin zone is then divided by
2). If we take the atomic level shifted by α as the reference energy (E0 − α = 0), the
dispersion relation is :

E(k) = −2|β| cos(ka) (2.14)

for the linear chain (1) and :
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Figure 2.1: Linear (1) and dimerized (2) chains.

E(k) = ±
√

(βl − βs)2 + 4βlβs cos2(ka) (2.15)

for the dimerized chain (2). Peierls observed [22] that the dispersion curves for the dimer-
ized chain lead to the opening of a gap (i. e. forbidden energy values), in comparison with
the continuous spectrum for the linear chain (see in Fig. 2.2). This gap is symmetric with
respect to the reference energy E0−α and its width Eg at the border of the first Brillouin
zone (k = ±π/2a) is equal to

Eg = 2|βl − βs| (2.16)

In the case of a half-filled band, the occupied states close to the Fermi level in the undis-
torted structure are shifted to lower energies by the opening of the gap in the dimerized
chain. Consequently, the total electronic energy of the system, given by:

Eatt =
∫ kF

0
4E(k)n(k)dk =

∫ EF

−βs−βl

2En(E)dE (2.17)

is lower than for the undistorted chain. This mechanism is called the Peierls distortion
[22]. The density of electronic states, n(E), is obtained from the dispersion relations 2.14
and 2.15 and is plotted for the undistorted and distorted chains in Fig. 2.2.

To determine if the most stable structure for a linear chain made of H atoms is the (1)
or the (2) chain, it is mandatory to include a repulsive term and compute the cohesive
energy.

2.3.2 Repulsive interactions

The repulsive term has for origin the repulsion between the ions and between the electrons
(Pauli principle) and is impossible to compute exactly. Let us consider a 2 body repulsive
potential of the form:

Erep =
1
2

∑
i,j 6=i

V (rij) (2.18)
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Figure 2.2: Dispersion curves (left panels) and density of electronic states (right panels)
for the undistorted (top) and dimerized (bottom) chains.
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in which V (rij) possesses a form in inverse power of the interatomic distance1 rij :

V (rij) = V0r
−p
ij (2.19)

The parameter p is a measure of the repulsion : the larger p, the stronger the repulsive
potential. This term diverges in r = 0 (unphysically small interatomic distances are
prevented).

To insure the stability of the structures, the parameter p has to be larger than q.

The value of the p parameter (calculated for different chemical elements in [80]) in the
repulsive part of the cohesive energy is important because it determines if the Peierls
distortion appears or not in the structure. For a given density, a low p/q ratio will favor
the Peierls distortion, while a high ratio will destroy it (see the simple case studied in the
next section).

Density is the second important parameter for the Peierls distortion : a weak density
will favor the distortion while a high density tends to annihilate it.

2.4 Relative stability of the structures

If the structure only involves one distance parameter r (between the first neighbors),
the cohesive energy can be specified as [24]:

Ecoh = −Ar−q +Br−p (2.20)

where A and B are positive coefficients for the attractive and repulsive part, respectively.
The bond term coefficient A depends on the atomic structure, on the band filling and on
the level of approximation used in the calculation of the density of states. The repulsive
energy coefficient B is proportional to the number of nearest neighbors, Nc (see Eq. 2.18).
The equilibrium interatomic distance, req, is found by imposing a minimum in the cohesive

energy ∂Ecoh
∂r

∣∣∣
r=req

= 0 and is given by

req =
(
pB

qA

) 1
p−q

(2.21)

Using 2.21 in Eq. 2.20, we obtain the following expression for the cohesive energy at the
equilibrium:

Eeq
coh =

A
p

p−q

B
q

p−q

(
q

p

) p
p−q
(

1− p

q

)
(2.22)

1It is also possible to take an exponential form for the attractive and repulsive parts of the total energy.
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If we compare the energies at equilibrium for two different structures (1) and (2), for
fixed p and q parameters, we obtain:

E(1)

E(2)
=

(
A(1)

A(2)

) p
p−q
(
B(2)

B(1)

) q
p−q

(2.23)

in which p− q is a positive quantity, as the stabilty of the structures imposes p > q. The
equality of the energies E(1) and E(2) induces the existence of a critical p/q ratio:(

p

q

)
crit

=
ln
(
B(1)/B(2)

)
ln
(
A(1)/A(2)

) (2.24)

It is then possible to determine the more stable structure by comparing the energies of all
the competing structures, for given values of the p and q parameters.

Thanks to this simple model, we can understand the mechanism of the symmetry break-
ing (Peierls distortion) and define a condition for its occurence.

As an example, we can consider the one-dimensional structures in Fig. 2.1 : an undis-
torted chain (1) and a dimerized chain (2).

If we consider only the first neighbors, it can be shown that the coefficient A ∼
√
N c

(Nc = 2 for the undistorted chain and 1 in the dimerized chain). For the critical p/q ratio
we obtain (B being ∼ Nc) : (

p

q

)
crit

= 2 (2.25)

and thus2 :

− if p < 2q a distortion is present (low-coordination structures are favoured) ;

− if p > 2q no distortion is present (compact structures are more stable).

The dimer is thus stable only if the repulsive term is weak enough (wich is the case for
the H atoms), to the contrary of, for example, the Lennard-Jones potential (p = 12)
used to describe the rare gases. Note that the p parameter increases with the period
number of the chemical element considered, which is reflected by the occurence of more
compact structures (as, for example, the simple cubic structure of the Po). The value of
the parameter q of the attractive term is generally close to 2 or 3 [81].

The comparison of simple one-dimensional structures has been generalized to m-merized
(repeated pattern made of one short bond and m long bonds) one-dimensional chains in
[24].

2More generally, if the attractive part of the cohesion energy is proportional to N
1/γ
c , the critical p/q

ratio will be equal to γ.
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2.5 Peierls distortion in crystals

Most of the crystalline structures of columns V, VI and VII pure elements and their
compounds (with some notable exceptions such as Oxygen or Polonium) can be understood
in terms of the Peierls distortion [23]. Indeed, in these systems where bonding is essentially
due to the p orbitals (to the contrary of the group IV elements, in which the bonding
involves a strong sp-hybridization), the simple cubic structure is naturally favored, because
it maximizes the resonance between the directional p orbitals. If only the ppσ integrals
are considered in the tight-binding approach, the three-dimensional problem is decoupled
along the three spatial directions. As in the one dimensional case, the p-band being
only partly filled, the undistorted structure is unstable against a distorted simple cubic
structure, exhibiting short rs and long rl bonds, in which the coordination number differs
from 6. The octet rule [82] :

Nc = 8−Nsp (2.26)

that links the number of nearest neighbors Nc (or number of short bonds) and the number
of s and p valence electrons, Nsp, is verified. This expression is valid for pure elements. As
the p-band filling ratio varies, different distortion patterns, that open a gap at the Fermi
level, are responsible for the structures of the different groups of the periodic table. Due
to the distortions, the 90° bond angles of the simple cubic structure are also altered.

2.5.1 Group V

The group V elements possess an s2p3 electronic configuration (filled s-band and half-
filled p-band). A Peierls distortion, which doubles the elementary cell dimensions in the
three directions, produces the ‘short-long-short-long’ bonds alternation (see Fig. 2.3 (a)
and (b)) in the P , As, Sb and Bi crystal structures3. According to the octet rule, group
V crystalline elements are 3-coordinated (3 short bonds), which actually corresponds to a
Peierls distortion of a 6-coordinated structure. The periodicity doubling in each direction
of space associated to this distortion (compared to the simple cubic structure, see Fig. 2.3
(c)) causes to the opening of a gap at the Fermi level : group V crystalline elements are
semi-conductors or semi-metals.

2.5.2 Group VI

Group VI elements have an s2p4 electronic configuration (the p band is 2/3 filled). A
threefold multiplication of the elementary cell lenght is observed, together with a sequence
of type long-long-short distances in the three directions (see Fig. 2.3 (d)) for S, Se and Te
elements4. These elements possess consequently 2 first neighbors, in agreement with the
octet rule. Oxygen (which forms diatomic molecules) and Polonium (which crystallizes in
a simple cubic lattice) are two exceptions to this rule.

3In P , As, Sb and Bi, the parameter rl/rs of the distortion is equal to 1.68, 1.25, 1.17 and 1.12
respectively.

4In S, Se and Te, the ratio rl/rs is equal to 1.8, 1.5 and 1.31 respectively.
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2.5.3 Group VII

Elements from group VII have an s2p5 electronic configuration (the p band is 5/6 filled).
For all these elements, the crystalline structure consists of an arrangement of diatomic
molecules (see Fig. 2.3 (e)).

2.5.4 Alloys

More generally, the octet rule is also valid for alloys. In the case of compounds made
of heavy elements, an average coordination number N c is taken into account, as well as
an average number of electrons N sp. It has been shown by Gaspard et al. [24] that the
periodicity of the distortion is simply imposed by the number of electrons per atom ratio:
if the averaged p band filling is equal to n/m (where n and m are prime numbers one
for each other), the structure will experience a multiplication of the elementary cell by a
factor m. The coordination number will follow the Octet rule (using an average valence
s + p electrons number) and the resulting structures are Peierls-distorted. This rule has
been verified for numerous chalcogenide compounds (composed of groups IV, V and VI
elements), up to very large m values [58] :

− the lightest IV-VI compounds, such as SnS, SnSe and GeS (group Pbnm), in which
the local order consists of a distorted octahedron with 3 shortest and three longest
distances [58] ;

− α −GeTe, an heavier IV-VI compound, which is, at room temperature, the binary
analogue of the As (A7 rhombohedral phase consisting of a stack of corrugated planes
of alternating atoms with Nc = 3) [83] ;

− some V-VI compounds, such as As2Te3 [84] or Sb2Te3 [60] (in which the average
p-band filling is equal to 3/5 and the structure consist of a stacking of 5 layers of
Sb2Te3 units) and Sb2Te [59].

All these compounds are semi-conductors [85]. The space groups and cell parameter of
the GeTe, Sb2Te3 and Sb2Te compounds are given in the Chapter 1 section 1.4.1.

The case of GeTe is particular as, at T = 703 K, this compound undergoes a crystalline
phase transition to a NaCl-type structure, called β −GeTe (Nc = 6) [83].

The bonding properties described here also provide an explanation for the instability
of the undistorted rocksalt structure of the (GeTe)x(Sb2Te3)y pseudo-binary alloys (in
metastable phase) against the Peierls distortion (see Chapter 1).

2.6 Peierls distortion in liquids

The initial description of the Peierls distortion was only valid for crystalline solids.
Nevertheless, some experiments have shown that it was also present, locally, in some liquids
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Figure 2.3: Schematic representation on a regular cubic lattice of the As (a), black P (b),
Te (d) and I (e) structures, compared to the simple cubic lattice (c). Shorter interatomic
distances are indicated in red. In As and P the Peierls distortion produces corrugated
planes of threefold bonded atoms (Nc = 3). In Se and Te the Peierls distortion produces
helicoidal chains of atoms (Nc = 2). In I it results in diatomic molecules.
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or amorphous systems [86, 23, 87], such as As, Se or Te, as long as the temperature is
not too high. The case of pure liquid elements is briefly presented hereafter, and will be
detailed in Chapter 3. The Peierls distortion can also be present in liquid compounds, as
we will show in Chapter 8 for As2Te3 just above the melting point.

2.6.1 Group V

The fact that the Peierls distortion is maintained upon melting depends on the nature
of the element (see Chapter NTE for further details). Two cases are observed:

− For the lighter elements, such as P or As, the coordination number remains close to
3 upon melting [23].

− For heavier elements, such as Sb and Bi, Nc increases strongly upon melting [87]. In
this case, the thermal energy is higher than the distortion energy and the distortion
is destroyed.

Recently, Chiba et al. evidenced, by X-ray diffraction experiments, the suppression of
the Peierls distorsion in liquid As and GeX (X = S, Se, Te) under pressure [88].

2.6.2 Group VI

Upon melting, the coordination number remains equal to 2 for S and Se. In Te, it
increases to 2.7 (see Chapter 3). It can be shown that these compounds keep locally a
Peierls distorted arrangement in the liquid.

2.6.3 Liquid IV-VI semi-conductors

Neutron scattering experiments performed on a series of liquid IV-VI compounds [89]
showed that they exhibit different structural modifications upon melting. The Peierls
distortion is still present in liquid SnS, SnSe and SnTe, and modified for GeS and GeSe
(inducing a coordination number ∼ 3 + 1).

In GeTe (Tm = 1000 K), an unusual evolution of the coordination number upon melting
is observed, as Nc decreases from Z = 6 in the solid to Z ∼ 3 in the liquid (similar to
what found in the low temperature crystalline form). This decrease of Nc is combined
with the persistence of a semiconducting behavior in the liquid. When T increases in the
liquid phase, GeTe gradually evolves to a metallic state (and Nc increases accordingly).

2.6.4 Liquid Phase Change-Materials

Phase-Change materials of type (GeTe)x(Sb2Te3)y were found (by neutron diffraction)
to exhibit an octahedral local order in the liquid phase [69], which can become distorted
through a volume expansion (showed by FPMD simulations on Ge1Sb2Te4 [41]). An
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octahedral local order with distorsion was also evidenced (by FPMD simulations) in liq-
uid SnSe2 [90], at variance with the other IV-VI alloys, such as GeSe2, that display a
tetrahedral ordering in the liquid phase.



Chapter 3

Negative thermal expansion in
liquids

A part of this thesis is dedicated to the investigation, with different methods, of the
negative thermal expansion in some liquid covalent compounds. The aim is to follow the
structural and dynamical evolution of these alloys with temperature, and to understand
which phenomena are responsible for this thermodynamical anomaly.

In the present chapter, after a brief theoretical review of the normal behavior of liquids
with temperature, we will describe the anomal behavior observed in some pure elements
and compounds in liquid phase.

We will also define some important parameters for the discussion of the negative ther-
mal expansion (for example, thermal expansion coefficient or compressibility).

3.1 Behavior of liquids with temperature

It is well kown that most materials increase their volume, both in solid and liquid
phase, when temperature increases. This phenomenon comes from the anharmonicity of
the interatomic potential, as we will see in the next paragraph. The liquid phase is a
condensed phase, as the solid, but the lack of the simplifications due to the translation
symmetry found in the crystals makes it difficult to study. The liquid phase presents a
short range order but no long range order (> 10 Å), which allows only for a local study of
the atomic environment. However, the chemical bonding is essentially local, and does not
generally evolve much upon melting. The local order in the liquid phase is also, for most
compounds, similar to that found in the solid.

Thermal expansion Interatomic potentials are, in first approximation, harmonic (and
thus spherically symmetric, see the red curve in Fig. 3.1). A system which possesses
such a quadratic form (or more generally a symmetric form) for its energy versus the
atomic displacements (relatively to the equilibrium positions) cannot undergo any volume
variation when temperature increases : no thermal expansion occurs. To account for the

33
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thermal expansion, we have to consider, for a classic oscillator, the effect of anharmonic
terms in the potential energy (which is related to the average distance between a pair of
atoms).

Let us suppose that the potential energy of atoms displaced by x from their equilibrium
position at 0 K obeys the following expression :

U(x) = ax2 − bx3 + cx4 (3.1)

with a, b and c > 0. For small oscillations around the minimum x = 0, this expression
gives a correct representation of the interatomic potential. The average displacement
(calculated using the Boltzmann distribution which weights the possible x values by their
thermodynamical probability) is equal to

〈x〉 =

∫∞
−∞ xe−U(x)/kBTdx∫∞
−∞ e−U(x)/kBTdx

(3.2)

For displacements such that the anharmonic terms in Eq. 3.1 are small compared to kBT ,
we can make a series expansion of the exponential in Eq. 3.2, which finally gives for the
average displacement :

〈x〉 =
3b
4a2

kBT (3.3)

The expansion is thus proportional to T , as seen in Fig. 3.1. In this figure, the green
dotted line represents, in the anharmonic case, the average displacement compared to
the equilibrium position. It increases when the vibrational amplitude increases, which
corresponds to a positive thermal expansion with temperature.

Thermal expansion coefficient The thermal expansion coefficient, αP , is defined by
the relative volume variation with temperature:

αP =
1

3V

(
∂V

∂T

)
P

(3.4)

Bulk modulus Another important parameter for the study of the volume evolution
with temperature is the bulk (or incompressibility) modulus1, B, defined as:

B−1 = − 1
V

(
∂V

∂P

)
T

(3.5)

3.2 Some examples of anomalous liquids

3.2.1 Water

Water presents numerous anomalies, among which some are also reported in covalent
systems. Water is characterized by an unusual thermodynamical behavior, whose origin

1For example, the incompressibility modulus of As at zero pressure is equal to ∼ 40 GPa.
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Figure 3.1: Potential energy U(x). The minimum is located in the equilibrium position
(here x0 = 0). The red curve represents a quadratic form of the potential energy, the green
curve represents the energy including the anharmonic terms (see Eq. 3.1). Dotted lines
indicate the average atomic displacement evolution with T . This average displacement is
0 in case of the harmonic potential and increases with vibrational amplitude increase in
the case of an anharmonic potential, corresponding to a thermal expansion.

is not totally understood yet. Water is exceptional for several reasons. In particular,
it has a thermal expansion coefficient αP (defined in Eq. 3.4) three times smaller than
that of a typical liquid and, with temperature decrease, this anomaly becomes stronger.
At 4°C, a density maximum is observed (if temperature gets lower, the volume increases,
to the contrary of the usual behavior). Fig. 3.2 shows the water density evolution with
temperature, between −40°C (undercooled water) and 100°C.

It is generally accepted that the observed anomalies in water come partly from the
unusual characteristics of the hydrogen bonding [91, 92] and, thus, if the effects are similar
to those observed in some covalent liquid alloys, their origin is different.

3.2.2 Group Va: As

In Arsenic (Tm = 1090 K), the coordination number, Nc, does not change upon melting
[23, 87], compared to its value in the solid (where Nc = 3, according to the Octet rule, see
Chapter 2). The coordination number was found slightly higher (Nc = 3.5) by numerical
tight-binding simulations [94], with bonding occuring mostly at an angle of 90°. At highest
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Figure 3.2: Water density evolution with temperature [93, 92]. We observe the unusual
increase of the density up to a maximum located at 4°C. The dotted line corresponds to
a normal expansion.

temperature, Nc could reach 6, as in the simple cubic [95], but this is still hypothetical as
experimental data are lacking up to now. Molten As is a semi-conductor, to the contrary
of antimony or bismuth which possess a metallic character [19, 96] and a higher Nc.

Sound velocity measurements with temperature in some liquid group V elements (As,
Sb and Bi) and alloys (AsSb and AsBi) have been performed by Tsuchiya [97, 98]. Sound
velocity vs, which depends on the interatomic potential, can be a very sensitive tool to
evidence the existence of structural changes in liquids. It was measured by Tsuchiya as
followed : piezoelectric ceramics are used to produce and detect a sound pulse, which
permits to measure the time for sound to travel between one delay-line and a reflector.
Note that the measurements on pure liquid As are made in a limited T range because of
its high vapor pressure and its toxicity. Sound velocity measurements with temperature
for As, Sb and Bi are shown in Fig. 3.3, together with results for a wide variety of pure
liquid elements [97, 98, 99]. An unusual dependence of vs with T is observed in liquid
and undercooled liquid As : it increases very sharply when T rises, to the contrary of
most metallic liquids, such as Sb or Bi, in which vs decreases slowly and almost linearly.
Among all molten elements, such a behavior of vs has, up to now, only been observed in
pure tellurium, whose vs evolution with temperature is also plotted in Fig. 3.3.

From the sound velocity measurements in As shown in Fig. 3.3, Tsuchiya calculated
the adiabatic compressibility, Ks :

Ks = ρ−1v−2
sound (3.6)
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Figure 3.3: Sound velocity evolution with temperature for selected liquid or undercooled
liquid pure elements. Melting temperatures are indicated by vertical arrows [1, 97, 98, 99].
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where ρ is the density, that Tsuchiya estimated from a linear extrapolation of the results
of McGonial and Grosse [100] (see Fig. 3.10). As we can see in Fig. 3.4, the As com-
pressibility is about twice as large as that of Sb or Bi. This is related to the fact that,
the local structure of liquid As being close to the solid structure (Nc ∼ 3), its bonding is
different from that of Sb and Bi, for which the coordination number is much larger [23].
The structure of liquid As can be viewed as Peierls distorted, as in the crystalline phase
: around one atom in liquid As, besides the 3− 4 closest neighbors, there are 2− 3 other
neighbors with longer interatomic distances [94]. These longer distances can be shortened
more easily than the shortest ones, the repulsive term of the interatomic potential being
less important. This explains the strong compressibility measured. We also see in Fig. 3.4
the strong dependency with temperature of the As compressibility, which implies that the
As structure should vary rapidly around the melting temperature. According to Tsuchiya,
the undercooled As compressibility could have a maximum (as observed in Te, see section
3.2.3) in a temperature range lower than the one reached in this experiment.

Figure 3.4: Adiabatic compressibility Ks for liquid As, Sb and Bi [97]. Melting tempera-
tures are indicated with vertical arrows.
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Sb, Bi Upon melting, the Sb and Bi coordination numbers Nc increase strongly, to the
contrary of the situation encountered in As. Indeed, they go from Nc = 3 in the solid
state (according to the Octet rule, see Chapter 2) to Nc = 8.7 for Sb (Tm = 904 K) and
to Nc = 8.8 for Bi (Tm = 544 K). Molten Sb and Bi elements are metallic [101].

We have seen in Fig. 3.3 that the sound velocity evolution with temperature of Sb or
Bi in the liquid phase does not show any anomaly. Pure Sb and Bi do not undergo any
negative thermal expansion [98].

3.2.3 Group VIa: Te

The anomalous behavior of sound velocity in undercooled liquid Te is shown in Fig. 3.3,
by comparison with a wide variety of liquid and undercooled pure elements. As observed
in Fig. 3.6, this is correlated with a pronounced negative thermal expansion (NTE) in
the undercooled region, just below the melting point. Within a 160 K range, the molar
volume decreases by ∼ 4 %, which is very unusual. This NTE is also accompanied by a
maximum in the specific heat Cp, as shown in Fig. 3.7 [1].

These thermal anomalies have been correlated with the temperature evolution of the
coordination number Nc by neutron diffraction measurements [102, 103, 27]. The Te
coordination number Nc, which is equal to 2 in the solid (see Chapter 2), increases up
to ∼ 2.7 upon melting (Tm = 723 K), and reaches ∼ 3 at higher T (50 K above Tm).
When pure liquid Te is undercooled, Nc decreases, and a structure with Nc ∼ 2.4 is
observed, which is closer to the crystalline coordination number. To the contrary of Se,
which remains semi-conductor up to high temperatures, Te becomes metallic upon melting
[104].

S, Se Liquid S and Se elements, on the other hand, do not exhibit any NTE.
The liquid sulphur at temperatures close to the melting point (Tm = 386 K) consists of

annular S8 molecules (ring), as in the solid. The coordination number is thus equal to 2,
according to the octet rule, both in the solid and in the liquid phases (see Chapter 2). At
T = 432 K, liquid S shows a second order transition to a polymeric structure. With this
transition, its viscosity increases strongly, the coordination number Nc remaining equal to
2 [105]. Sulphur is an insulator.

The liquid Se has a chain-like structure above the melting temperature (Tm = 392
K), as in the solid (see Chapter 2, solid Se, as well as Te, consists of helicöıdal chains,
resulting from a Peierls distortion of the simple cubic structure). Its coordination number
remains close to 2. This structure persists above 1300 K and transforms, around 1800 K
and under high pressure, in a denser structure of interconnected chain segments [106]. In
the same range of temperature and pressure, the conductivity increases strongly and Se,
which was semi-conductor, becomes metallic.
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3.2.4 Alloys

Liquid As and Te are not the only liquids to exhibit an unusual evolution with tem-
perature as many alloys based on these elements also show thermodynamical anomalies
(in sound velocity, molar volume, specific heat, . . . ) in the undercooled liquid and/or in
the regular liquid state. These anomalies are observed on a variable temperature range,
depending on the compound. Fig. 3.5 shows the sound velocity evolution with T of a
variety of Te-based binary alloys [107, 108, 2, 98, 20]. We observe that, if some alloys have
a normal dependence of vs with T (Ag2Te, SnTe or CdTe for example), other show an
anomaly (As2Te3, In2Te3 and Ga2Te3).

We report hereafter some experimental results obtained by Tsuchiya for GeTe [2] and
AsTe [98] compounds, and for some phase-change materials alloys [20]. Some of these
compounds are investigated in this work (see next chapters) either by neutron diffrac-
tion and inelastic scattering experiments, or by computer simulations, to establish their
structural and dynamical evolution with temperature.

GeTe alloys

The molar volume evolution with temperature of the rich-Te GeTe system is plotted in
Fig. 3.6. In each compound, except GeTe, a negative thermal expansion is observed,
either in the liquid or in the undercooled liquid region.

This volume anomaly is correlated with anomalous behavior of other thermodynamical
properties, as shown in Fig. 3.7 for the specific heat Cp evolution with temperature. A
peak is observed for all GeTe alloys with Ge concentration ranging from 0 % to 20 %.

The case of the eutectic Ge15Te85, for which the anomaly occurs entirely above the
melting point (because of its lower melting temperature), will be discussed in Chapter 6.

AsTe alloys

The molar volume evolution with temperature for AsTe compounds is plotted in Fig.
3.8 [98]. The NTE observed in undercooled liquid Te shifts to higher temperatures when
the As concentration increases in the AsTe alloy. The corresponding thermal expansion
coefficients αP are plotted with respect to T in Fig. 3.9. On each curve, a negative
minimum is observed, which coincides with the volume decrease in Fig. 3.8.

Analogy between As and Te Experimental results for AsTe systems suggested struc-
tural changes similar to the ones observed in pure Te, for As concentrations going up to
70 % [98]. In all cases, see Fig. 3.8, a negative thermal expansion is observed. Such
a behavior is expected if molten As undergoes structural changes upon heating, as does
pure Te [1]. The molar volume evolution with temperature of undercooled liquid As is
plotted in Fig. 3.10. It has been obtained by Tsuchiya from extrapolation of AsSb and



3.2 Some examples of anomalous liquids 41

Figure 3.5: Sound velocity evolution with temperature for liquid or undercooled binary
alloys based on Te [107, 108, 2, 98, 20].
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Figure 3.6: Molar volume evolution with temperature for liquid GeTe binary alloys [2].
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Figure 3.7: Specific heat, Cp, evolution with temperature for liquid GeTe binary alloys
[2].
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Figure 3.8: Molar volume evolution with temperature for AsTe compounds. Solid lines are
non-linear fits, from which the thermal expansion coefficients in Fig. 3.9 were calculated.
For each compound a NTE is observed. Reproduced from [98]. (T Te

m = 723 K and
TAs

m = 1090 K).
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Figure 3.9: Thermal expansion coefficient evolution with temperature for AsTe com-
pounds. On each curve, a negative minimum is observed, which coincides with the volume
inflexion point in Fig. 3.8. Reproduced from [98]. (T Te

m = 723 K and TAs
m = 1090 K).
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AsBi compounds molar volume measurements [98]. We observe that the molar volume
reaches a minimum just below the melting point, and increases with further undercooling.
Consequently, the thermal expansion coefficient reaches a negative minimum in the same
region, around 1013 K. It was suggested that the situation in the liquid As at the melting
point is similar to that of liquid Te.

Figure 3.10: Molar volume (upper curve) and thermal expansion coefficient (lower curve)
for liquid Arsenic. Reproduced from [98].

GeSbTe phase-change alloys

Tsuchiya and coworkers also studied the behavior with temperature of some liquid alloys
used as phase-change materials, such as the pseudo-binary alloys of type (GeTe)xSb2Te3
and (GeTe)xSb. The sound velocity evolution with temperature for a variety of compounds
is plotted in Fig. 3.11 [20]. All these curves have a maximum and a more or less pronounced
tendency to fall down when temperature decreases (especially in the Te-rich alloys), but
no minimum is observed (contrary to the undercooled Te).

No anomaly is found in the molar volume evolution of GeSbTe phase-change materials
in liquid phase (see Fig. 3.12).
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Figure 3.11: Sound velocity evolution with temperature for liquid binary or ternary
GeSbTe alloys [20].
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Figure 3.12: Molar volume evolution with temperature for liquid binary or ternaryGeSbTe
alloys [20].



Chapter 4

Neutron diffraction and inelastic
scattering

The study of condensed matter at the atomic scale can be achieved by various methods
such as high resolution electron microscopy, tunneling microscopy, X-ray absorption spec-
troscopy, and neutron or X-ray scattering experiments. We performed neutron diffraction
experiments on liquid and amorphous covalent compounds in order to analyze their struc-
ture. The liquids and glasses possess a short range order but lack any long distance order,
compared to crystals. This specificity imposes that we describe the structure with proba-
bilistic atomic distribution functions, to the contrary of crystals, where periodicity allows
a description of a macroscopic structure with a few parameters (unit cell and fractional
coordinates). In addition, we did inelastic neutron scattering experiments to obtain some
information on the dynamical properties of the materials we study.

We performed five experiments on the two-axis diffractometer D4, devoted to disordered
materials, at the Institut Laue-Langevin (ILL), in Grenoble, to study the structure of,
among others, As2Te3, GeSb6, SnSe4 and Sb2Te compounds in the liquid phase, and
some phase-change materials (in particular Ge1Sb2Te4 and Ge2Sb2Te5) in the amorphous
phase. We also performed three inelastic scattering experiments on the time-of-flight
spectrometer IN6, also at the ILL, in order to study the vibrational properties of alloys
that exhibit a negative thermal expansion in the liquid phase (Te-rich GeTe alloys and
As2Te3) and their temperature evolution.

In this chapter, after a short summary of the general theory of neutron scattering, we
will recall the basic theory of neutron diffraction by liquid and glassy materials, the data
treatment of diffraction experiments and the presentation of the D4 instrument. The
remaining sections are devoted to a brief theory of inelastic neutron scattering and a
presentation of the IN6 instrument.

49
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4.1 Neutron properties

In the nuclear reactor core, the neutrons are produced from the U235 isotope fission.
The neutrons are cooled down (slowed down) to about room temperature. The neutron
wavelengths are distributed around an average value given by the formula

λ(Å) =
30.8√
T (K)

(4.1)

The thermal neutrons (T = 300 K) possess an energy of about 25 meV and a wavelength
of about 1.8 Å (corresponding to a velocity v = 2200 m/s). The cold or hot sources1

thermalize the neutron at 25 K and 2000 K respectively : they thus allow to obtain longer
(about 6 Å) or shorter (about 0.7 Å) wavelengths.

4.2 Generalities on neutron scattering

According to van Hove [109] the scattered intensity is given by the double differential
scattering cross-section, d2σ/dΩdE, which is the probability density for a neutron with an
incident energy E0 impinging on a sample of N scatterers, with scattering lenghts bi and
located at the i sites, to be scattered with a wavevector kf and a final energy comprised
between E and E + d(h̄ω), in a solid angle element dΩ. It is written :

d2σ

dΩdω
=
kf

k0

1
N

∑
i,j

bibj
1
2π

∫ ∞

−∞

〈
e−iq·ri(0)eiq·rj(t)

〉
e−iωtdt (4.2)

where the i, j sum is over the different isotopes and species in the sample. The brackets 〈〉
denote the thermal average of scattering centers positions ri(0) and rj(t) and the horizontal
bars indicate the average on all the i sites by the scattering length distribution of each
atomic species. For neutrons, this distribution of bi has two possible origins : the spins
and the isotopic distribution for one species in the sample.

The series 4.2 can be split into two subseries : a coherent term (i 6= j) and an incoherent
term (i = j) :

d2σ

dΩdω
=

1
4π

kf

k0
[σcohS(q, ω) + σincohSincoh(q, ω)] (4.3)

Coherent term The coherent term depends on the relative positions of the scattering
centers and involves the so called dynamic structure factor, S(q, ω). It is the time-Fourier
transform of the intermediate scattering function F (q, t), defined as :

1The cold and hot sources are respectively made of a tank of liquid deuterium at 25 K and a block of
graphite at 2000 K.
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F (q, t) =
1
N

N∑
i,j 6=i

〈
e−iq·ri(0)eiq·rj(t)

〉
(4.4)

and thus

S(q, ω) =
1
2π

∫ ∞

−∞
F (q, t)e−iωtdt (4.5)

Incoherent term The incoherent dynamic structure factor is the time-Fourier trans-
form of the incoherent intermediate scattering function Finc(q, t), defined as:

Finc(q, t) =
1
N

N∑
i=1

〈
e−iq·ri(0)eiq·ri(t)

〉
(4.6)

where the same scatterer appears at times 0 and t, and thus

Sinc(q, ω) =
1
2π

∫ ∞

−∞
Finc(q, t)e−iωtdt (4.7)

Coherent and incoherent scattering lengths In Eq. 4.3, we have introduced the
coherent and incoherent scattering cross sections σcoh = 4πb2coh and σincoh = 4πb2incoh, in
which the coherent and incoherent scattering lengths are used. Assuming that two bi on
different sites are uncorrelated, one has for the average of the products of bibj in the case
of a monoatomic system2 :

bibj = bibi = b2 i = j (same site) (4.8)

bibj = bibj = b
2

i 6= j (different sites) (4.9)

and we can define the coherent

bcoh = b (4.10)

and incoherent

bincoh =
√
b2 − b

2 =
∣∣b− b

∣∣ (4.11)

scattering lengths, which are respectively the average value of the b in the sample and the
standard-deviation of the scattering lengths distribution.

4.3 Neutron diffraction by liquids and glasses

The following theoretical developments are mainly inspired from the review paper of H.
Fisher, A. Barnes and Ph. Salmon: Neutron and X-ray diffraction studies of liquids and
glasses [110].

2This can be generalized for a polyatomic system.
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The study of liquid and amorphous materials started with X-ray sources but the low
penetration depth of the X-rays does not fit well with the complex sample environment of
liquids at high temperature. The advent of neutron sources boosted the field of scattering
by liquid matter as it is easier to cope with the container and the furnace, because of
the larger penetration depth of neutron. The third generation of synchrotron sources,
producing high energy, penetrating, X-rays, are now available and the X-ray scattering by
liquid and amorphous matter started a new life. However, the X-ray atomic form factor
decreases rapidly with q and this remains a difficulty.

The basic formalism summarized in this section starts with a system of point-like scat-
tering centers, and can be generalized by superimposing extended scattering centers or
atoms on each point. This formalism can be either applied to neutron or X-rays diffrac-
tion, but here we will focus on neutron scattering.

4.3.1 Differential scattering cross-section for neutron diffraction

In a neutron diffraction experiment, the differential cross section, dσ/dΩ (i. e. the
fraction of neutrons scattered in an elemental solid angle dΩ, in steradians), is measured,
without post-sample energy analysis. In practice, dσ/dΩ is the integration on all possible
energy transfer of the double differential cross section d2σ/dΩdE (see Eq. 4.2). To simplify
the treatment, we consider here only the almost elastic scattering by atoms which have
fixed positions, that is to say, the static approximation (see further for details). The
differential cross section (in barns/steradians, where a barn equals 10−24 cm2), for the
diffraction of a beam of neutron by a sample of N atoms located at i sites and having
neutron scattering lengths bi, is given by

dσ

dΩ
=

〈∣∣∣∣∣
N∑
i

bieiq·ri

∣∣∣∣∣
2〉

=

〈
N∑
i,j

bibje
iq·rij

〉
(4.12)

where the rij = ri−rj vector represents the i and j atomic sites relative positions and the
q = k0−kf vector is the momentum transfer (see Fig. 4.1). This equation expresses that
the scattering atom at site i emits spherical waves with amplitude bi which interfer with
the other waves coming from the other sites3. The 〈〉 brackets denote the thermal average
of scattering centers positions (which are not fixed, because of the thermal diffusion), on
all the possible states for the system, while the horizontal bars indicate the average on
all the i sites by the scattering length distribution of each atomic species. Note that the
distribution of neutron scattering lengths gives rise to incoherent scattering (see Section
4.3.2). Following Eq. 4.12, dσ/dΩ is a function of the q vector only.

Static approximation (sa) This is useful to make the static approximation, stating
that the energy exchange, h̄ω, is considered to be very small compared with the incident
energy, h̄ω0. It is important to note that the scattered quanta in a diffraction experiment

3This equation is valid for all sorts of samples, crystalline, powder, liquid, glass, etc.
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are counted by the detector regardless of their energy exchange with the sample. The
measurement thus results in an integration of the double differential scattering cross-
section, d2σ/dΩdE (see Eq. 4.2), at constant detector angle 2θ and over all possible
energy exchanges4: (

dσ

dΩ

)
meas

=
∫ +h̄ω0

−∞
d(h̄ω)

d2σ

dΩdE
(4.13)

where E = h̄ω = E0 −Ef is the energy loss of the quanta (i. e. the difference between its
initial and final energies, E0 and Ef respectively), all having incident energy E0 = h̄ω0.
For neutrons, h̄ω = (h̄2/2mn)(k2

0−k2
f ). Within the static approximation, E0 = h̄ω0 � h̄ω,

so that the upper limit in the integration can be extended to infinity. It can also be shown
that the integration over h̄ω occurs at constant q [111], so that Eq. 4.13 reduces to:(

dσ

dΩ

)sa

meas

=
∫ +∞

−∞
d(h̄ω)

(
d2σ

dΩdE

)
q

=
dσ

dΩ
(q) (4.14)

The static approximation thus leads well to the Eq. 4.12. Moreover, the structure is
supposed to be relatively static during the time the incident quantum wavepacket travels
from one atom to the next in the sample. The scattering event thus results in a relatively
instantaneous ‘snapshot’ of the local structure, validating the use of time-independent
positions ri for the scattering centers in Eq. 4.12. Correction terms for inelasticity can be
taken into account later in the treatment (see Section 4.4).

Scattered intensity The intensity I(q), i. e. the number of counts per second measured
by a detector of solid angle dΩ, is given by:

I(q) = Φ
dσ

dΩ
dΩ (4.15)

It is proportional to the incident flux of particles on the sample, Φ (in s−1cm−2), measured
by the monitor. We assume here a perfect efficiency of the detection. The intensity I(q)
is also a function of q vector, which, for a quantum of incident wavelength λ0, is related
to the scattering angle 2θ via

q = |q| = 4π
λ0

sin θ (4.16)

This equation follows from the scattering triangle in Fig. 4.1 and is valid for kf = k0

(elastic scattering) and for kf ≈ k0 (the static approximation). For an isotropic sample
(such as a polycrystalline powder, glass or liquid), the scattering is not dependent of
the azimuthal angle φ of the scattered quanta, but only of the diffraction angle 2θ, the
diffraction pattern having a conical symmetry (Debye-Scherrer diffraction).

4For simplicity, we did not take into account the detector efficiency in this expression.
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Figure 4.1: Schematic view of a diffraction experiment from a continuous source of neu-
trons, reproduced from [110]. The scattering triangle of wavevectors is shown at the top.
Details concerning the D4 diffractometer in particular are given in section 4.5.
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A diffractogram of a liquid or a glass can therefore be obtained by varying either 2θ
(reactor sources, such as at the ILL) or λ0 (pulsed sources, not used in this study) or both.
While scattering describes a process either elastic or inelastic, diffraction stands for the
cases where there is no selection in energy transfer between neutron and sample, but an
integration.

In the following, the treatment of a diffraction spectra is given in the case of a monoatomic
sample (one unique atomic species) and polyatomic sample (for which partial structure
factors have to be considered).

4.3.2 The case of a monoatomic system

In the static approximation, the differential scattering cross-section per atom for a
monoatomic sample can be written as follows

1
N

[
dσ

dΩ
(q)
]

=
1
N

[
dσ

dΩ
(q)
]coh

+
1
N

[
dσ

dΩ
(q)
]incoh

= b
2
S(q) +

(
b2 − b

2
)

= b2cohS(q) + b2incoh (4.17)

where the coherent bcoh and incoherent bincoh scattering lengths are given by Eq. 4.10 and
4.11 respectively. In Eq. 4.17, we introduced the static structure factor, S(q), defined as

S(q) =
1
N

〈
N∑
i,j

eiq·rij

〉
(4.18)

which is dimensionless and converges to 1 for q →∞.
The coherent part of dσ/dΩ has a q dependency and is relative to the diffraction by

correlated points, while the incoherent part is isotropic and relative to the diffraction by
non-correlated points. The static structure factor S(q), which carries all the structural in-
formation, does not, logically, appear in the incoherent part. Fig. 4.2 shows the differential
scattering cross-section per atom for a typical monoatomic liquid or glass.

Total cross-section For neutrons, the scattering lengths are almost independent of q
and we can integrate dσ/dΩ directly to obtain the total sample cross-section which is the
sum of two terms:

σ =
∫

4π

dσ

dΩ
dΩ = σcoh + σincoh = 4πb2coh + 4πb2incoh = 4πb2 (4.19)

where dΩ = 2 sin(2θ)dθdφ = (λ/2π)2q(dq)dφ and the integral for the coherent part is
accurate only for wavelengths λ that are small compared to the interatomic distance. The
coherent part σcoh tends to 4πNb2 for q → ∞. The bcoh and bincoh (generally expressed
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Figure 4.2: Differential scattering cross-section per atom (1/N)dσ/dΩ = b
2
S(q) + (b2 −

b
2) = b2cohS(q) + b2incoh for a typical monoatomic liquid or glass. The position of the first

peak is inversely proportional to the interatomic distances. Reproduced from [110].

in fm) and σcoh and σincoh (in barns, with 1 barn = 100 fm2) are tabulated in [112]. In
Table 4.1, a few examples of values are given for elements constitutive of the compounds
studied in this thesis.

Element Z bcoh(fm) σcoh (barns) σincoh (barns)
Ge 32 8.185 8.42 0.18
As 33 6.58 5.44 0.06
Sb 51 5.57 3.90 0.007
Te 52 5.80 4.23 0.09

Table 4.1: Coherent bcoh scattering length (in fm), and coherent σcoh and incoherent σincoh

scattering cross-sections (in barns) for element of Z atomic number (values corresponding
to thermal neutrons).

Interference function It is often more convenient to decompose dσ/dΩ in a slightly
different way: a distinct contribution (relative to the interference between atoms) and a
self contribution (relative to the isolated atoms) :
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1
N

[
dσ

dΩ
(q)
]

=
1
N

[
dσ

dΩ
(q)
]distinct

+
1
N

[
dσ

dΩ
(q)
]self

= b
2
F (q) + b2 (4.20)

where

F (q) =
1
N

〈
N∑

i,j 6=i

eiq·rij

〉
= S(q)− 1 (4.21)

is the interference function (i.e. for different atomic sites). The limit value of F (q →
∞) = 0 and, to the contrary of S(q), F (q) can have negative values.

Pair correlation function g(r) A monoatomic sample structure can be described in
real space in terms of the pair correlation function g(r), which is related to the probability
of finding an atom at a position r in space relatively to a reference atom taken as the
origin. The functions S(q) and g(r) are related to each other by the Fourier transforms:

S(q)− 1 = ρ0

∫
(g(r)− 1) eiq·rdr (4.22)

and

g(r)− 1 =
1

ρ0(2π)2

∫
(S(q)− 1) e−iq·rdq (4.23)

where ρ0 is the atomic number density. As for S(q), g(r) is dimensionless. In the case
of liquid or glassy samples, for which the average structure is isotropic, only the norms
r = |r| and q = |q| have to be taken into account and the exponential factors e±iq·r can
be replaced by sin(qr)/qr, which simplifies the expression for the static structure factor:

S(q) = 1 +
1
N

〈
N∑

i,j 6=i

sin(qrij)
qrij

〉
(4.24)

and the expressions of the Fourier transforms:

S(q)− 1 =
4πρ0

q

∫ ∞

0
r (g(r)− 1) sin(qr)dr (4.25)

and

g(r)− 1 =
1

2π2rρ0

∫ ∞

0
q (S(q)− 1) sin(qr)dq (4.26)

whence S(q → ∞) = 1 and g(r → ∞) = 1. Fig. 4.3 shows the pair distribution function
g(r) for a typical monoatomic liquid or glass.
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Figure 4.3: Pair distribution function g(r) for a typical monoatomic liquid or glass.

The coordination number Nc The Radial Distribution Function RDF(r), defined by

RDF (r) = 4πr2ρ0g(r) (4.27)

can be integrated to obtain the average number of neighbouring atoms in a coordination
shell:

n =
∫ r2

r1

RDF (r)dr = 4πρ0

∫ r2

r1

g(r)r2dr (4.28)

where r1 and r2 are the distances corresponding, for example, to consecutive minima in
g(r). The averaged number of atoms in the first shell is often called the coordination
number, Nc. It should be noted that this coordination number is an average (every atom
in the structure does not have this same number of atoms around it) and that the definition
of the r1 and r2 limits is somewhat arbitrary (various methods are used). In this work,
we will consider that the first coordination shell extends from r = 0 to the first minimum
of g(r), rmin (see Fig. 4.3).

In practice, the finite maximum q-value that is accessible in diffraction experiments (see
Section 4.5) leads to peak broadening in real space after the Fourier transform, as well
as to non-physical oscillations in g(r) (truncature oscillations, which can be reduced by a
prudent use of damping functions before the Fourier transform).

4.3.3 The case of a polyatomic system

In a polyatomic system, the different chemical properties of the different atomic species
give rise to correlations between scattering lengths and atomic positions. This imposes to
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use partial structure factors, which take into account the different atomic species present
in the sample, to describe the chemical order of the structure in details.

Total and partial interference functions The generalization of Eq. 4.20 to an
isotropic system including n chemical species is direct and is also decomposed in distinct
and self parts:

1
N

[
dσ

dΩ
(q)
]

= b
2
FT (q) +

n∑
α

cαb2α (4.29)

where the total interference function FT (q) between all the atoms is given by a weighted
sum of the partial interference functions Fαβ(q) between atoms of type α and atoms of
type β

FT (q) =
n∑

α,β

cαcβbαbβFαβ(q) (4.30)

in which cα is the concentration of type α atoms and
∑n

α cα = 1. We see that the
partial interference function Fαβ(q) are dimensionless but FT (q) has the same dimensions
as dσ/dΩ (barns/str). As in the monoatomic case, the partial interference function Fαβ(q)
represents the sum of the scattering amplitudes products from distinct i sites (among the
type α atoms) and j sites (among the type β atoms).

Partial structure factors Sαβ(q) By analogy with the monoatomic system, see Eq.
4.21, we can define the partial structure factors, Sαβ(q), by decomposing FT (q) as follows:

FT (q) =
1

b
2

n∑
α,β

cαcβbαbβ [Sαβ(q)− 1] (4.31)

where each Sαβ(q) is a function that depends only on the distribution of α atoms around
β atoms (or inversely). By analogy with Eq. 4.24, the partial structure factor Sαβ(q) for
an isotropic system can be written as

Sαβ(q) = 1 +
1

cαcβN

〈Nα,Nβ∑
i,j 6=i

sin(qrij)
qrij

〉
(4.32)

where Nα = cαN is the number of α atoms and i and j refer to sites among the α and β
atoms, respectively.

Partial pair distribution functions Fourier transformation of the Sαβ(q) leads to the
partial pair distribution functions, gαβ(r):

Sαβ(q)− 1 =
4πρ0

q

∫ ∞

0
r (gαβ(r)− 1) sin(qr)dr (4.33)
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and

gαβ(r)− 1 =
1

2π2rρ0

∫ ∞

0
q (Sαβ(q)− 1) sin(qr)dq (4.34)

where ρ0 is still the total number density of atoms. The partial structure factors Sαβ(q →
∞) = 1 for all α, β in analogy to the S(q) of a monoatomic system. The partial pair-
distribution functions gαβ(r) are the probability densities of finding a β atom at a given
distance r from an α atom.

Average partial coordination number The partial coordination numbers nβ
α (or the

average number of β atoms in a spherical shell around an α atom) are found by integration
of a partial radial distribution function:

nβ
α = 4πρ0cβ

∫ r2

r1

gαβ(r)r2dr (4.35)

Total structure factor The total structure factor ST (q), defined as

ST (q) =
n∑

α,β

cαcβbαbβSαβ(q) = FT (q) +
n∑

α,β

cαcβbαbβ (4.36)

converges to
∑n

α,β cαcβbαbβ =
∣∣∑n

α cαbα
∣∣2 for q →∞. Given that∣∣∣∣∣

n∑
α

cαbα

∣∣∣∣∣
2

= b
2 and

n∑
α

cαb2α = b2 (4.37)

are still the averages on the sample, we can write for a polyatomic sample:

1
N

[
dσ

dΩ
(q)
]

= ST (q) +
(
b2 − b

2
)

= FT (q) + b2 (4.38)

We see that the incoherent contribution still represents the total standard-deviation of the
b distribution, as in Eq. 4.17.

In this work, we performed neutron diffraction experiments on alloys and obtained the
total structure factor ST (q) . The experimental determination of partial Sαβ(q) structure
factors requires other techniques, such as isotopic substitution, that we did not use. We
nevertheless got access to Sαβ(q) using computer simulations, as we will see in the following
chapters, and compared their weighted sum (see Eq. 4.36) with the experimental ST (q).
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4.4 Data treatment of a neutron diffraction experiment

Subtraction of the different external contributions to the diffracted intensity
When a neutron experiment is performed, they are several external contributions to sub-
tract to obtain dσ/dΩ of the sample only. It is mandatory to subtract, from the total
detected signal, the diffracted intensities coming from:

− the sample container (in our case, it consists of a quartz tube) ;

− the sample environment (such as the furnace in our experiments on liquids) ;

− the background.

To do this, it is necessary to obtain diffracted intensities from the sample in its container
and environment, the empty container (with sample environment), the sample environment
and the background (see Fig. 4.4 for an example of scattered intensities from the different
contributions).

Figure 4.4: Scattered intensities for the empty furnace (red line), the empty container
inside the furnace (green line) and the sample in its container inside the furnace (black
line). The sample is Sb2Te at 923 K, see Chapter 9.

The subtraction of these intensities from the total diffracted intensity cannot be made
roughly. It is necessary to take into account angular attenuation coefficients (because of
the absorption and scattering, see next paragraph) and the multiple scattering, by the
sample itself and by its environment.
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Attenuation corrections The attenuation corrections resulting from absorption and
scattering have been described by Paalman and Pings [113] in the case of a completely
and uniformly illuminated sample of cylindrical geometry in an annular container, this
simple configuration being the most commonly used. They provided coefficients (which
depend on the scattering angles) that permit the proper subtraction of the empty container
diffractogram taking into account the attenuation of the sample and its container. Their
method however ignores the multiple scattering, supposing that a neutron is scattered only
once. Complicated corrections can take into account the multiple scattering, assuming that
the neutron actually undergoes one or more scattering event in the sample (each individual
scattering event being elastic and isotropic) [114].

Normalization of the sample intensity To follow the treatment detailed in the pre-
vious sections to obtain the pair correlation functions, the scattered intensity (after the
subtraction of contributions that do not arise from the sample) has to be normalized to
an absolute cross-section. It can be done by comparing with the measured intensity of a
reference sample of known scattering cross-section and volume. The reference sample for
normalization is generally vanadium, because its cross-section is almost completely inco-
herent and therefore isotropic and easily measured. Note that if the diffracted intensity
by a reference sample has not been measured, a ‘self-normalization’ is still possible, by
aligning the dσ/dΩ with the theoretical value for the sample composition.

Inelasticity correction The inelasticity correction has been described by Placzek [115].
An inelasticity correction becomes necessary when the energy exchange, h̄ω, between the
neutron and the sample, becomes comparable to the incident energy E0, making the static
approximation no longer valid. Another consequence is that, for a given λ0, the scattering
angle depends not only on q but also on h̄ω. The integration in Eq. 4.14 is no longer
performed at constant q, as required by the static approximation. In general, only the
self part of the differential scattering cross-section is affected by inelasticity. Practically,
inelasticity gives rise to a ‘fall down’ of the self scattering with increasing q. Except for
the lightest atoms, the corrections for reactor sources can be expressed in the form[

dσ

dΩ
(q)
]self

measured

=
[
dσ

dΩ
(q)
]self

corrected

[1 + P (q)] (4.39)

where P (q) is a polynomial expansion in powers of q2.

4.5 D4 diffractometer

A schematic top-view of the disordered-material diffractometer D4 at the ILL is given in
Fig. 4.5. The D4 instrument is a two-axis diffractometer, dedicated to the determination
of pair distribution functions in isotropic systems. The D4 diffractometer is supplied with
neutrons from the hot source, which means that the neutrons are thermalized by a graphite
block at 2000 K, corresponding to short wavelengths (0.3 - 0.8 Å). This permits scattered
intensity measurements up to high q values (in our case, up to 23 Å−1).
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Monochromator The first axis of D4 is the rotating axis of the monochromator (20
cm x 20 cm), which is made of 9 Cu monocrystals cut parallel to the (220) planes.

Monitor Placed between the monochromator and the sample, a monitor counts the
number of incident neutrons on the sample. This permits to compare measurements on
the basis of a constant incident neutrons number.

Slits The beam is then delimited by two slits (horizontal and vertical) made in isotopi-
cally enriched 10B4C, which has a strong absorption cross section for thermal and hot
neutrons. They are placed depending of the sample size.

Sample The second axis of D4 (reference axis for the 2θ angle) goes trough the sample.
When the sample is studied at room temperature, it is placed in a cylindrical bell jar
(diameter of 46 cm) equipped with two Aluminium windows: one for the beam entrance
and one which covers the 0 - 140° angular field in 2θ. When measurements are performed
at low or high temperatures, a cryostat or a furnace can be placed around the sample,
inside the bell jar. In our experiments, we used a furnace made of cylindrical foils of
vanadium (chosen because of its isotropic scattering). The sample are placed at the center
and heat is produced by Joule effect in the vanadium foils.

Detector The multidetector is constituted of nine elements: each detector covers an 8°
angle in 2θ and they are spaced by 7°. These nine elements contain a gas of 3He. The
neutrons are converted in charged particules by decomposition of the 3He atoms of the
gas. These particules are accelerated by a high voltage between the detector entrance and
the detectors cells. In every detector element, 64 cells detect these electrical impulses.
The cells are situated at 1.15 m of the sample and spaced of 2.5 mm. They permit the
scattered intensity measurement by steps of 0.125° in 2θ. Note that, because of the 7°
empty zone between each element, the detector has to be moved to cover the 2θ range
from 0 to 140°. This large array of detectors provides not only a high counting rate but
also a very good counting-rate stability.

4.6 Inelastic neutron scattering by liquids and glasses

Cold or thermal neutrons have energies that correspond to diffusive and vibrational
motions of the atoms in a liquid or a glass. The interaction of incident neutrons with the
sample by inelastic scattering is thus an ideal tool to study the dynamical properties of
matter.

In an inelastic scattering experiment, the scattered intensity is measured versus scatter-
ing vector q (difference between neutron final and initial wavevectors, kf and k0 respec-
tively) and h̄ω (difference between final and initial neutron energies, Ef and E0 respec-
tively) [117]. Fig. 4.6 summarizes the different possibilities for these values. The neutron
energy can
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Figure 4.5: Schematic top-view of D4, showing the arrangement of the 9 detectors and
their collimation tubes. Reproduced from [116].

− decrease : Ef = E1 < E0 (inelastic scattering case 1, the neutron gives some energy
to the sample) ;

− remain constant : Ef = E0 (elastic scattering) ;

− increase : Ef = E2 > E0 (inelastic scattering case 2, the neutron absorbs some
energy from the sample).

In an inelastic scattering experiment, the double differential scattering cross-section,
d2σ/dΩdE, is taking into account (see Eq. 4.2), to the contrary of a diffraction experiment
in which it is integrated over the energy to give dσ/dΩ.

Time-of-flight spectrometer The time-of-flight (TOF) spectrometers are made to
record simultaneously the scattered neutrons in a large wavevector and energy transfer
range. They are used to measure the dynamic structure factor S(q, ω) (see Eq. 4.5) for
disordered samples. The continuous neutrons flow is cut in short pulses to determine the
starting time of the neutrons’ flight. Hundreds of detectors are placed to record simulta-
neously the scattered neutrons for several wavevector values. The inelastic scattering of
neutrons makes that they gain or lose energy and, thus, their velocity changes. The part
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Figure 4.6: Schematic of an inelastic scattering experiment.

of the spectrum corresponding to a given energy loss will be selected by the time interval
between two pulses.

4.7 IN6 experimental setup

The IN6 instrument is a time-of-flight spectrometer designed for quasielastic and inelas-
tic scattering. It is supplied with neutrons from the cold source, which means that the
neutrons are thermalised at 25 K, corresponding to longer wavelengths than on the D4
instrument. On IN6, the incident wavelengths are in the range of 4 to 6 Å. A schematic
top-view of the IN6 instrument is given in Fig. 4.7.

Monochromator An intense beam is extracted from a neutron guide by a vertically fo-
cussing monochromator array. It is made of three composite pyrolityc graphite monochro-
mators using the full heigh (20 cm) of the guide and focussing the beam at the sample
position. This monochromator can deliver four wavelengths: 4.1 (the one we used), 4.6,
5.1 and 5.9 Å.

Fermi chopper To achieve the time-focussing condition, the beam is pulsed by a Fermi
chopper. The normal distance between the chopper and the sample is 38 cm. To prevent
frame-overlap when the chopper is rotating faster than 7500 rpm, a supressor chopper is
placed before the Fermi chopper and rotates in phase with the latter.

Sample The sample is placed in a cylindrical bell jar to avoid the interaction between
neutrons and H contained in air, which is a strong scatterer. If the measurement is made
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at low or high temperature, a cryostat or a furnace can be placed around the sample,
inside the bell jar.

Detector The detector bank is entirely covered with detector boxes, thus avoiding the
inconvenience of moving the counters, as in D4 (see section 4.5).

Figure 4.7: Schematic top-view of IN6. Reproduced from [118].
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Simulation techniques

Ab initio computer simulations are performed with the hope to understand the structural
or interactions properties of atoms assemblies. This can be a test of theoretical predictions,
a complement to classical experiments, or a tool to access to supplementary information,
impossible to obtain in other ways. Some guesses are mandatory about the interactions
between atoms but it is possible to reproduce exactly some macroscopic properties.

5.1 Density Functional Theory

A solid is made of a huge number of atoms, i. e. electrons and nuclei, interacting with
each other. The exact resolution of the Schrödinger equation of such a system is impossible
without the use of some approximations. In the Born–Oppenheimer approximation, the
electrons are supposed to adapt instantaneously to the ionic potential and, consequently,
the electron-phonon coupling is neglected. This approximation gives excellent results for
many purposes [119]. The Density Functional Theory (DFT) was developed by Hohen-
berg, Kohn and Sham [120, 121] to calculate the electronic states of complex systems in
their ground state. It has rapidly become an unavoidable tool for theoretical physicists
and chemists. Its basic idea is to deal with the total electronic density, n(r), instead of
considering the many-body wavefunction appearing in the Schrödinger equation for a sys-
tem of N interacting electrons. This will reduce the system of interacting electrons into an
auxiliary system of N non-interacting electrons with the same density as the interacting
system. This huge simplification has the great interest to lead to exact single-particle
equations (the simplifications being introduced afterward), compared to the Hartree-Fock
approximation [122, 123].

5.1.1 The Kohn-Sham equations

It can be shown [120] that the electronic density is uniquely defined given an external
potential V ext(r) for the electrons (the ionic potential). There is thus a one-to-one corre-
spondence between this external potential and n(r). The external potential determining
the wavefunction φ, this latter must be a unique functional of the density as well. The

67
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other terms in the hamiltonian (kinetic energy T and electron-electron interactions W )
depending only of the electronic density, the total energy of the system is a functional of
the density.

The DFT ground state of a system is found by solving the Kohn-Sham equations [121]
for single-particles self-consistently[

− h̄2

2m0
∇2

r + V eff (r, n(r))
]
φi = εiφi (5.1)

where the first term is the kinetic energy operator T . The V eff term contains three
contributions: the total external potential due to the ions, V ext, the Coulombic potential
due to the electronic system,

e2
∫

n(r′)
|r− r′|

dr′, (5.2)

and the exchange-correlation term, which accounts for the exchange and correlation effects
of the electrons. This latter term is the derivative of the exchange-correlation energy
functional Exc[n(r)],

δExc[n(r)]
δn(r)

. (5.3)

It includes all the effects of the many-body character of the true electronic system. The
charge density

n(r) =
∑

i

|φi(r)|2 (5.4)

is expressed in terms of the single-particles orbitals φi (called Kohn-Sham orbitals), which
are solutions of Eq. 5.1. The orthonormality constraints 〈φi|φj〉 = δij .

Single-particles The single-particle states do not correspond to electrons : they repre-
sent fictitious fermionic particles with the only requirement that their density is identical
to the density of real electrons. These particles can be considered as non-interacting :
this is very important as the resolution will be considerably simplified. Within the DFT
scheme, the system of interacting particles in an external potential V ext is now replaced
by a system of non-interacting particles in an effective potential V eff .

Self-consistency Since the effective potential is a function of the density, which is
obtained from the Eq. 5.4, and hence depends on all the single-particles states, it is
necessary to solve these equations by iterations until self-consistency is reached. The
only issue of this problem is the exact form of Exc[n(r)], which is unknown and cannot be
determined exactly for a complex, inhomogeneous system (the widely used approximations
for Exc will be presented in the next subsection).
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Starting from some guess of the input charge density nin(r), the following sequence of
operations is performed:

nin →
(
T + V eff

)
(nin) → solve KS equations → φi(r) → nout(r) =

∑
i

|φi(r)|2 . (5.5)

This iterative process converges with a judicious choice of new density in terms of the
density found at the previous steps, as for exemple with a simple linear mixing algorithm
of type :

nnew = αnout + (1− α)nin, (5.6)

with 0 < α < 1, which guarantees convergence if α is small enough. More sophisticated
algorithms (as for example Anderson [124] or Broyden [125]) use the input and output of
several preceding steps to determine the next optimal input combination.

Once the self-consistency in reached, many output quantities can be computed (total
energy, forces, stresses, . . . ).

5.1.2 Exchange-correlation potential

The approximations arise in the Density Functional Theory because the exchange-
correlation energy Exc is unknown for an inhomogeneous system. The two models pre-
sented briefly in the following are the most widely used approximations.

The Local Density Approximation (LDA) The simplest approximation proposed
by Kohn and Sham is the Local Density Approximation (LDA) [121]. It supposes the use of
the exchange-correlation energy of the homogeneous electron gas, which can be calculated
[126]. The spatial dependence of n(r) is then neglected. The exchange-correlation energy
at r is replaced by the corresponding energy of the homogeneous electron gas with density
n. The exchange-correlation energy of the free, homogeneous electron gas, can be written

Exc
hom = nεxc

hom. (5.7)

where n is the density of the gas and εxc
hom is a spatially constant energy per electron. For

an inhomogeneous system, in the LDA approximation, the exchange-correlation energy
per atom at each point r is assumed to be the same as in the homogeneous electron gas
with that density:

εxc
LDA(r) = εxc

hom(n(r)). (5.8)

And thus, the exchange-correlation energy is given by

Exc
LDA[n(r)] =

∫
n(r)εxc

LDA(r)dr (5.9)
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The General Gradient Approximation (GGA) An extension of the LDA is the
General Gradient Approximation (GGA) which describes the exchange-correlation en-
ergy not only as a function of the local density but also of its variation. The exchange-
correlation energy is slightly more complex to calculate

Exc
GGA(nr)) =

∫
n(r)εxc

LDA(r,∇r)dr (5.10)

Among these GGA’s parametrizations, in this thesis we will use the one of Perdew and
Wang [127, 128].

5.1.3 Diagonalization of the Kohn-Sham Hamiltonian

The basic step of a DFT calculation is the evaluation of the Kohn-Sham Hamiltonian HKS

and its diagonalization. To solve the Eq. 5.1, it is necessary to expand the Kohn-Sham
wave functions φ in some suitable basis set {ϕi} as

φ(r) =
∑

i

ciϕi(r) (5.11)

For an orthonormal basis set, the problem reduces to solve∑
j

(Hij − εδij)cj = 0, (5.12)

where the matrix element Hij = 〈φi|H|φj〉. In the case of a non-orthonormal basis-set,
the following equation has to be solved :∑

j

(Hij − εSij)cj = 0, (5.13)

where Sij = 〈φi|φj〉 is the overlap matrix.

They are several choice for the basis set [129]. In this thesis, we used the method
involving a set of plane waves.

5.1.4 The plane waves expansion

A standard approach in DFT calculations is to expand the Kohn-Sham wave functions
in an appropriate basis set and diagonalize the KS-Hamiltonian, HKS . Different types
of basis sets are possible: Localized basis sets, Delocalized basis sets, or Mixed. In our
calculations, we used a Plane Waves (PW) delocalized basis set for states of wave vector
k, as this method is simple and reasonably accurate for structural optimization and the
determination of the electronic ground state and the total electronic energy of the materials
we study.
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In the plane wave expansion, using the fact that any periodic function can be expanded
in the complete set of Fourier components, the KS wave functions are represented in the
following Bloch form :

φi(r) =
1√
Ω

∑
G

ci,k+Ge
i(k+G)·r, (5.14)

where k is a point in reciprocal space, G a reciprocal lattice vector and Ω the volume of
the crystalline unit cell. The ci,k+G are the expansion coefficients of the wavefunction in
the basis of orthonormal plane waves |k + G > satisfying

〈k + G′|k + G〉 ≡ 1
Ω

∫
e−i(k+G′)·rei(k+G)·r = δk+G′,k+G. (5.15)

The solution of Eq. 5.1 in Fourier space :∑
G

(〈k + G′|T + Veff |k + G〉 − εiδk+G′,k+G)ci,k+G = 0, (5.16)

requires the diagonalization of the matrix HKS = T + Veff , whose matrix elements are :

〈k + G′|HKS |k + G〉 (5.17)

The inconvenients of a Plane Waves basis set (compared to localized ones) are the slow
convergence with respect to basis set size (many more Plane Waves than localized functions
are needed), and the requirement for supercells and vacuum layers in the case of finite
systems. The advantages are that it is easy to evaluate the convergence quality (just by
increasing the cutoff energy, which is the maximal possible value for the kinetic energy in
the calculation), they are easy to use (based on Fourier transforms) and it is possible to
easily calculate forces, using the Hellmann-Feynman theorem [130, 131].

Non periodic systems To the contrary of crystals, amorphous materials, liquids or
molecules for example, does not have perfect periodicity. The cell must be ‘large enough’
to give a reasonable description of physical properties.

5.1.5 The ionic potential

A huge number of PW is needed for the highly localized core electrons, which are difficult
to expand in a plane wave basis set. This justifies the use of pseudo-potentials (PP), that
are smooth effective potentials that reproduce the effect of the nucleus plus core electrons
on the valence electrons [132]. As the core electrons are not important to describe physical
properties like the bonding in a solid, only the valence electrons which take part in the
bonding have to be treated explicitly in the calculation. This is achieved by replacing the
coulombic nuclear potential by a weaker potential (pseudopotential), which represents the
combined effect of the core electrons and the nuclear potential. In a Coulomb potential the
core wave functions exhibit strong oscillations and, due to the orthogonality between core
and valence states, the valence wave functions also strongly oscillate in the core region.
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However, one can show that it is possible to construct a pseudopotential operator which
yields pseudo eigenstates, which are nodeless within the core and which have the same
energy as the true valence states.

They are different kinds of pseudo-potentials (empirical, atomic, norm-conserving). The
pseudo-potentials we use in this thesis are ultra-soft PP [133].

5.2 Ab initio Molecular Dynamics

Ab initio (or First Principles) Molecular Dynamics (FPMD) simulations, in which at
each step the interatomic forces are obtained from a ground state DFT calculation, are
used to follow the time evolution of a system at finite temperature, starting from an initial
configuration with N ions in a volume V . The dynamical evolution can be obtained by
integrating the classical equation of motion, ẍi(t) = Fi(t)/mi, related to every atom of
mass mi in the structure. It is then mandatory to calculate the forces acting on the N
ions. Forces are derived from the potential energy U(r1, r2, . . . , rN ) which depends on the
atomic positions r1, r2, . . . , rN .

Once the forces acting on the ions have been computed, the integration of motion
equations to obtain atomic trajectories with time is usually made with the so-called Verlet
algorithm :

x(t+ δt) = 2x(t)− x(t− δt) + δt2ẍ(t) (5.18)

where δt is the time-step of the MD run.

Forces can also be used to determine the lowest energy equilibrium structure (structural
optimization).

5.3 Our simulations

We used Density Functional Theory as implemented in the VASP software package [134]
to compute the electronic structure of the systems. The valence s and p electrons were
treated explicitely, while core electrons are represented by ultrasoft pseudopotentials [133].
We used the exchange-correlation functional PW91 in a general gradient approximation
(GGA) [128]. In the VASP code, the electronic wavefunctions are represented on a plane
waves basis, with a cutoff depending on the compound studied (from 175 to 250 eV).
This level of accuracy allows for relatively fast calculations, while still reproducing the
GeTe, Sb2Te3 and As2Te3 crystal properties satisfactorily (the cell parameters and first
neighbors distances are reproduced with 3% and 0.3%, respectively, for GeTe, 1.8% and
1.1% for Sb2Te3 and 1.9% and 2.0% for As2Te3). For each alloy studied, the electronic
calculations were performed at the Γ point only.



5.3 Our simulations 73

The molecular dynamics simulations were performed in the constant NV T (canonical)
ensemble using a Nosé thermostat [135] and the equations of movements were integrated
using a 3.6 fs time step. The systems studied contain between 162 and 216 atoms (de-
pending on the compound) in a cell whose size is adapted to the measured experimental
densities. The compounds were studied either in liquid or amorphous phase.

For each compound, we started from a cubic supercell containing the atoms in a NaCl
arrangement at the experimental density. The following procedure was identical for all
the systems studied. The systems were heated for more than 10 ps at 3000 K, followed by
a 10-20 ps equilibration at the desired temperatures in liquid phase. Some of them were
then quenched down to 300 K in ∼ 25 ps. Statistics over the structural quantities in the
amorphous state were finally accumulated over 20-40 ps.

The characteristics of the calculations on the different compounds studied in this thesis
will be given in the following chapters.
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Chapter 6

Structure and dynamics of the
negative thermal expansion in the
Te-rich liquid GexTe1−x alloys

Not all materials expand when heated, as seen in the Chapter 3. The rich-Te GexTe1−x

alloys (0 ≤ x ≤ 0.2) [21] undergo a NTE close to the melting point, either in the super-
cooled liquid (e. g. pure tellurium [26, 1]) or in the thermodynamically stable liquid.

In this chapter, we analyze the NTE in two rich-Te based liquid alloys, GeTe6 and
GeTe12, through the structural and vibrational atomic properties.

In the case of GexTe1−x, the NTE is most prominent around the eutectic concentration,
Ge15Te85 (referred to here as GeTe6), between 633 K and 733 K (see Chapter 3, Fig. 3.6).
This particular composition has been extensively studied by thermodynamic (density [21],
specific heat [2]), and electrical resistivity measurements [136]. These anomalous variations
in macroscopic properties have been related to structural changes, experimentally [6] [7],
or by First Principles Molecular Dynamics (FPMD) [9]. These studies led to a picture of
a p-bonded liquid in which atoms have an octahedral environment. This octahedral local
structure is distorted at low temperature by a Peierls-like mechanism, leading to a larger
atomic volume. At higher temperature, a more symmetric structure is recovered, together
with a smaller volume because the longer bonds are more easily shortened than the shorter
ones are elongated. This proposed mechanism displays some analogy with the α ⇀↽ β
transition of the crystalline GeTe compound [137] that results from the disappearance
of the Peierls distortion that stabilizes the low temperature α − GeTe phase. However,
no driving force for this gradual structural change in the liquid state could be clearly
identified up to now and the goal of the present work is to investigate this NTE via an
analysis of the dynamical properties of liquid GeTe6 and GeTe12.
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The particularity of eutectic GeTe6 is that the NTE region lies almost entirely above Tm,
the melting temperature being lower than in the other GexTe1−x alloys. On the contrary,
in GeTe12 (Tm = 694 K), the NTE is almost entirely comprised in the undercooled liquid
temperature range, as in pure Te (Tm = 723 K) [138]. The experimental study of the
NTE in GeTe6 is thus facilitated compared to the GeTe12 case, but the latter is a good
point of comparison between eutectic GexTe1−x compound and pure Te behaviors.

First, we will present a diffraction experiment perfomed on the D4 diffractometer (at
the Institut Laue-Langevin, Grenoble), which demonstrates a strong structural evolution
with temperature, for both alloys.

Second, using inelastic neutron scattering, we relate this structural evolution in the
NTE range to noticeable changes in the vibrational density of states. We will show that
the structural evolution resulting in the NTE is due to a gain of vibrational entropy that
cancels out the Peierls distortion.

Finally, we present First Principles Molecular Dynamics simulations, results that fur-
ther emphasize the role of the temperature dependence of the Ge atomic environment in
this mechanism.

We will extend our study to the dynamical structure of Ge2Sb2Te5 and Ge1Sb2Te4
liquid alloys for comparison. These are typical materials that form the active layer of
Phase Change (PC) non volatile data storage devices (see Chapter 1). They do not
exhibit any NTE in the stable liquid state (see Fig. 3.12 in Chapter 3), but adopt, like
GeTe6, a mostly octahedral local order, as evidenced by FPMD [41] and an extensive set
of neutron scattering measurements performed at various temperatures [69].

6.1 Neutron diffraction experiment

6.1.1 Experimental setup

We performed neutron diffraction experiments on the two-axis D4 diffractometer, on
GeTe6 (Tm = 648 K [138]) and GeTe12 (Tm = 694 K [138]) in liquid phase at the temper-
atures1 indicated in Table 6.1. These temperatures are also indicated in Fig. 6.1 together
with the temperature dependence of the molar volume.

The samples were prepared, from the pure elements, by R. Céolin, from the Faculté des
Sciences Pharmaceutiques et Biologiques, at the Université Paris Descartes. They were
molten, homogenized and then sealed under vacuum in quartz tubes of 6 mm internal/8
mm external diameter. Special care was set to limit the empty volume inside the container
as Te high vapor pressure could cause sensible variations in composition with temperature.
The total scattered intensity was measured as a function of the scattering angle 2θ for an
incident neutron wavelenght λ = 0.6956 Å. The 2θ angular range extended from 0.750° up
to 138.5° with a 2θ step equal to 0.125° which corresponds to neutron scattering vectors

1Note that we tried to reach T = 643 K for GeTe12 but the sample recrystallized.



6.1 Neutron diffraction experiment 77

GeTe6 GeTe12
T (K) ρ (at/Å−3) T (K) ρ (at/Å−3)
623 0.02755 673 0.02771
643 0.02769 693 0.02792
653 0.02780 723 0.02809
685 0.02839 758 0.02814
796 0.02888 813 0.02808

Table 6.1: Experimental densities from [21] at temperatures studied by neutron diffraction
for GeTe6 and GeTe12.

Figure 6.1: Molar volume evolution with temperature for liquid GeTe6 (Tm = 648 K),
measured by Tsuchiya [21] and GeTe12 (Tm = 694 K), extrapolated from the Tsuchiya
measurements on liquid Ge5Te95 and Ge10Te90 (left and right panel respectively). Tem-
peratures measured in the neutron diffraction experiment are indicated with vertical ar-
rows.



78 Chapter 6. The NTE in Te-rich liquid GexTe1−x alloys

q = 4π sin θ/λ in the range 0.118 to 16.893 Å−1. We measured the signal from the sample
for 5 hours at each temperature. We measured the empty quartz (cut from the same
original tube) signal at two temperatures, with the same recording time as for the samples,
and performed linear interpolation to build the data at the intermediate temperatures
needed. These counting times correspond to total numbers of neutrons detected equal to
∼ 14000000 for the container+sample signal and ∼ 9500000 for the empty container, which
gives a ratio of the container+sample / empty container signals equal to ∼ 1.5. In order
to obtain the scattered intensity from the samples, the contribution of the empty quartz
cell (see Fig. 6.2) was substracted following the method of Paalman and Pings [113]. The
multiple scattering was removed and Plazeck corrections [115] for inelastic scattering were
carried out. The origin of these corrections has been briefly explained in Chapter 4 section
4.4. We also measured a vanadium sample with a cylindrical geometry identical to that
of the samples, in order to get an absolute normalization of the cross sections.

Figure 6.2: Scattered intensities for the empty furnace at room T (red line), the empty
container inside the furnace (green line) and the sample of GeTe6 in its container inside
the furnace (black line) at T = 653 K.

6.1.2 Structure factors S(q)

The structure factors ofGeTe6 andGeTe12 are presented in Fig. 6.3 and 6.4 respectively,
up to the maximal q value of 16 Å−1. We can see, in both cases, well resolved oscillations.
The changes with T are the most noticeable in the case of GeTe6 : a strong evolution
of the entire S(q) is observed, with a decrease of second and third peak heights. These
evolutions and the peak positions are in agreement with the results reported in [6]. In
GeTe12, the same tendency is observed, to a lesser extent, the measurements having been
made at higher T compared to the NTE range (because of the experimental impossibility
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to reach lower T ). The changes in height and position of the three first peaks of S(q),
between lowest and highest T , for both compounds, are reported in Table 6.2. We see that
the largest evolution, in both compounds, is the decrease of second peak height with T .
In GeTe6, we also observe a decrease of the third peak height and an increase of the first
peak height, while in GeTe12 both remain more or less constant. The peak’s positions are
evolving with T , specially in GeTe6, where the first peak is moving to larger q while the
second and third are moving to smaller q.

Figure 6.3: Evolution of the structure factors S(q) with temperature for GeTe6, obtained
on D4.

The thermal evolution of the structure factor S(q) for liquid GeTe6 is similar to that
measured by neutron diffraction on pure Te by Menelle et al. [27] (see Fig. 6.5).
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Figure 6.4: Evolution of the structure factors S(q) with temperature for GeTe12, obtained
on D4.

Compound peak 1 peak 2 peak 3
H q H q H q

GeTe6 +6.1% +4.4% -13% -1.2% -6% -5.3%
GeTe12 +0.7% +1.9% -6.8% -1.1% +0.9% -2.4%

Table 6.2: Changes (in %) in height (H) and position (q, in Å−1) of the three first peaks
of S(q), between lowest and highest T , for GeTe6 and GeTe12.



6.1 Neutron diffraction experiment 81

Figure 6.5: Thermal evolution of the structure factors S(q) for GeTe6 (at 653 K and 800
K), obtained on D4, compared with the results from [27] obtained on pure Te (at 623 K
and 923 K).
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6.1.3 Pair correlation function g(r)

The pair correlation functions, g(r), presented in Fig. 6.6, were obtained by a Fourier
transform of the total experimental S(q) (Eq. 4.26 in Chapter 4), without the use of a
damping function. The results are satisfactory, as the oscillations (mostly evidenced for r
below ∼ 2 Å) due to the truncation are not too strong. Three peaks are present in the g(r),
both for GeTe6 and GeTe12. Above the third shell of neighbors the atoms are randomly
disributed, no subsequent structure being found in the g(r). When temperature increases,
the position of the first peak slighly shifts to higher r values while the positions of the
following peaks remain more or less constant (see Table 6.3), and their heights decrease.
Between the lowest and highest temperatures, the coordination numbers calculated from
the first peak area up to a distance rcut (see Eq. 4.28 in Chapter 4) evolve from 2.4(6) to
2.9(5) in GeTe6 (rcut = 3.10 and 3.24 Å) and from 2.3(8) to 2.6(4) in GeTe12 (rcut = 3.16
and 3.22 Å). These coordination numbers are in agreement with the results in [6] for liquid
GeTe6.

Compound T (K) peak 1 peak 2 peak 3
GeTe6 623 2.69 4.14 6.16

796 2.81 4.16 6.18
GeTe6 [6] 633 2.68 4.12 6.17

943 2.86 4.12 6.26
GeTe12 673 2.79 4.17 6.18

813 2.83 4.18 6.20

Table 6.3: Position, in Å, of the three first peaks of g(r), at lowest and highest T , for
GeTe6 and GeTe12.

From these results, it is clear that both GeTe6 and GeTe12 undergo strong structural
changes during the NTE temperatures range. These results confirm the neutron diffraction
experiment published previously for GeTe6 [6].

6.2 Inelastic scattering experiment

The noticeable structural changes observed in the NTE range suggest that a dynamic
thermal evolution could also be measured, and inelastic neutron scattering is the method
of choice to follow the interatomic force constants as a function of the temperature.

For comparison, we also performed experiments on two Te-based phase-change ma-
terials, these alloys presenting a normal behavior with temperature (positive thermal ex-
pansion).
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Figure 6.6: Pair correlation function evolution with temperature for GeTe6 (top) and
GeTe12 (bottom).
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6.2.1 Experimental set-up

We performed measurements of the vibrational densities of states (VDOS) of GeTe6,
GeTe12, Ge1Sb2Te4 and Ge2Sb2Te5 at various temperatures by inelastic neutron scat-
tering on the IN6 time-of-fligth spectrometer at the ILL in Grenoble (see section 4.7 in
Chapter 4 for details about this instrument). For GeTe6, measurements were performed
at 673, 773 and 873 K. For GeTe12 they were made at 643, 683, 693, 703, 763 and 873 K.
For Ge1Sb2Te4 and Ge2Sb2Te5 the temperatures were 973, 1073 and 1173 K.

The samples were conditioned in the same way as those of the D4 experiment, with
diameters 8 mm (internal) / 10 mm (external). We used a wavelength λ = 4.1 Å, which,
together with a 2θ range going from 10 to 115°, gives access to a q range of 0.3 to 2.6 Å−1.
We recorded the signal scattered by the sample for 6 hours at each temperature. Because
of the dominant scattering from the container, rather long counting times (minimum 5
hours) are required in order to obtain reasonable statistics on the final spectra. The quartz
contribution to the signal was subtracted using a reference empty quartz tube, measured at
the same temperatures and with the same aquisition time as the samples.These counting
times correspond to total numbers of neutrons detected equal to ∼ 29000000 for the
container+sample signal. The ratio of the container+sample / empty container signals is
equal ∼ 1.35. We normalized the spectra to the reference spectrum of a 6 mm diameter
vanadium cylinder. The data were corrected for the energy dependent detector efficiency
and time-independent background.

The time-of-flight (TOF) data were converted into a dynamical structure factor S(2θ, ω).
An integration of S(2θ, ω) over the 2θ range accessible to the experiment (10° to 115°) was
performed in order to obtain the vibrational density of states VDOS, n(ω) [139]. Finally,
the experimental VDOS was normalized to unity. As the q-range available to the experi-
ment is finite and correlated with the ω range, the n(ω) density is incomplete and slightly
distorted. However, since the (q, ω) range is the same for all measurements, comparisons
of n(ω) are meaningful.

6.2.2 Experimental VDOS

The measured VDOS’s are presented in Fig. 6.7. The overall shapes are quite similar
for the four systems studied, with noticeable contributions up to ∼ 40 meV and a main
broad peak around 10−20 meV. Close to zero energy transfer, the full contribution of the
quasielastic neutron scattering (QENS) due to diffusion in the liquid could be removed,
while it still contributes at higher energies. For this reason, the VDOS increase steeply
(almost linearly) at low energies. This effect is stronger at higher temperature for GeTex
and independent of T for PC materials. This indicates a strong variation in the diffusion
coefficient in GeTex with the NTE and no significant variation in GST. Accordingly, in
the scattering function S(q, ω) or in its integral over q, S(ω) (plotted in Fig. 6.8), in
which the QENS signal is most evident, GeTex materials show a significant temperature
dependence of the width of the QENS signal, whereas the QENS signal of PC materials
is essentially temperature independent.
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Figure 6.7: Evolution with temperature of the VDOS for Ge1Sb2Te4 (a), Ge2Sb2Te5
(b), GeTe12 (c) and GeTe6 (d), obtained on IN6. Total VDOS obtained from S(q, ω)
calculated on FPMD simulated Ge2Sb2Te5 and GeTe6 structures are plotted on (c) and
(f) (dotted lines), jointly with the differences between VDOS and VDOSsump , see Eq. 6.7
(plain lines).
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Figure 6.8: Evolution with temperature of the S(ω) for GeTe6 (left panel) and Ge2Sb2Te5
(right panel), versus TOF channel number.

Moreover, these measurements produce contrasted results concerning the temperature
dependence of the VDOS. The Ge1Sb2Te4 and Ge2Sb2Te5 VDOS’s remain essentially
unchanged in the 200 K range spanned. On the contrary, GeTe6 and GeTe12 VDOS’s
evolve significantly with temperature. Between 18 and 35 meV, the vibrational modes
are shifted towards lower energies (or frequencies) when temperature is increased within
the range of the NTE. This red shift is thus related to the structural changes that are
associated to the density anomaly. Since it appears in the medium to high frequency side
of the VDOS, we may assume that it concerns mostly GeTe bonds (involving the lightest
atoms, Ge). To quantify the shift of the vibrational modes to lower energies, we fitted the
spectra with a sum of two Lorentzian functions A/((x−x0)2 +B) (see in Fig. 6.9), whose
centers x0 are indicated in Table 6.4.

Looking at the first Lorentzian centers obtained (Table 6.4), we can see that the low
energy part of the spectra remains roughly stable, for all the compounds, in the experi-
mental temperature range. The center of the second Lorentzian, at higher energy, remains
almost constant with temperature, within the accuracy of the experiments, in Ge2Sb2Te5
and Ge1Sb2Te4. On the contrary, in GeTe12 and GeTe6, the change of the vibrational
modes is rather sharp : the second peak center shifts respectively by −23 % and −24 %
while increasing temperature.
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Figure 6.9: Results of the fit of the experimental densities of vibrational states with a sum
of two Lorentzian curves A/((x−x0)2 +B). The fitting parameters obtained are indicated
in insets.
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Ge1Sb2Te4 Ge2Sb2Te5 GeTe12 GeTe6
T (K) 973 1173 973 1173 643 873 673 873
Peak 1 7.1(2) 6.4(1) 6.5(1) 6.4(1) 6.9(1) 6.7(1) 7.4(1) 6.3(1)
Peak 2 18.8(3) 17.9(2) 17.6(2) 17.0(2) 20.4(4) 15.6(7) 22.4(2) 16.3(3)

Table 6.4: Centers (in meV) of the two peaks obtained by a fit of the experimental density
of vibrational states with a sum of two Lorentzian curves (and the standard deviations),
for every compound, at the different temperatures.

6.3 First Principles Molecular Dynamics study

First Principle Molecular Dynamics (FPMD) simulations allow to obtain the evolution
with time of the positions and velocities of an ensemble of atoms. Different structural,
dynamical, electrical, . . . properties can be computed from these runs.

In this thesis, we will always begin the analysis of the FPMD results by comparing it
with the experimental data (i. e. S(q) and g(r)). From the FPMD simulations, we obtain
directly the partial pair correlation functions, gfpmd

αβ for the α and β chemical species,
vs the interatomic distance r, by computing the number of β neighbors of one central
α atom in a spherical shell of radius r and thickness dr, divided by 4πr2ρ (averaged on
all the atoms in the simulation box and over the duration of the simulation run). For
a comparison with the experimental g(r), it is necessary to compute the sum of these
partial pair correlation functions, weighted by the neutron scattering lenghts bα and bβ of
the chemical species :

gfpmd(r) =

∑
αβ cαcβbαbβgαβ(r)∑

αβ cαcβbαbβ
(6.1)

where cα and cβ are the concentrations of the α and β chemical species. The structure
factor, Sfpmd(q), is then obtained by a Fourier transform of the gfpmd(r) (see Eq. 4.25 in
Chaper 4).

In this section, we will see that the analysis of experimental VDOS is consistent with
the study of the VDOS’s of liquid GeTe6 and Ge2Sb2Te5 calculated on FPMD atomic
trajectories.

Concerning the structural results obtained from the FPMD simulations, we will focus
on the GeTe6 alloy only.

6.3.1 Simulations parameters

For GeTe6, we performed FPMD simulations to obtain atomic trajectories on a 216
atoms box (31 Ge and 185 Te) at the experimental liquid densities [107] (ρ = 0.02780
Å−3 at 653 K and ρ = 0.02871 Å−3 at 873 K). The liquid Ge2Sb2Te5 corresponds to
calculations on a 162 atoms box (36 Ge, 36 Sb, 90 Te) at the experimental liquid density
(ρ = 0.0305 Å−3). We first heated the liquid at 3000 K for 10 ps and then thermalized
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it at the desired temperatures and densities for at least 10 ps each. We used the PW91
exchange correlation functional [128], ultrasoft pseudopotentials [133], Ge (4s and 4p)
and Sb and Te (5s and 5p) valence electrons and a planewave cutoff energy of 175 eV.
Calculations were performed at the Γ point only.

6.3.2 Structure factors

The calculated structure factors, S(q), from the MD runs are presented in Fig. 6.10,
together with the experimental results in similar temperature conditions. At high q, the
overall shape of experimental S(q) is well reproduced by the simulations. At lower q, the
evolution of the two first peaks is similar to the experiment : the height of first peak
increases with T while for the second peak it decreases. Nevertheless, the calculated
S(q) peaks are positioned at lower q values than the experimental ones, which leads to
a distance overestimate in the calculated g(r), and to an underestimate of vibrational
frequencies (see next section). This has been observed previously for pure Te [104] or rich
Te-based compounds [9] and is due to the GGA approximation which slightly overestimates
the TeTe bond lengths. The S(q) shape at low temperature is similar to the FPMD
simulations on GeTe6 (at 680 K) published by Akola and Jones [140] (see Fig. 6.11).

Figure 6.10: Evolution with temperature of liquid GeTe6 structure factor, experimental
(left panel) and FPMD results (right panel). The high temperature curves are shifted by
0.5 upwards for clarity.

A recent study by Akola et al. [141] compares the results obtained by FPMD on liquid
pure Te, using two different approximations for the exchange-correlation energy : the
PBE [142] and the TPSS [143]. The TPSS, which is a hybrid functional that includes
some Hartree-Fock exchange, is found to yield slightly better results. If we compare their
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Figure 6.11: Comparison between S(q) of liquid GeTe6 from this thesis and the calcula-
tions of Akola and Jones [140].

calculated S(q) to ours (on GeTe6) and to the experimental results by Menelle et al. [27],
at low and high temperatures, we see that the two FPMD curves are similar in phase
at high q-value, the only (small) decrepencies appearing on the two first peaks (see Fig.
6.12).

6.3.3 Pair correlation functions

The total and partial pair correlation functions were calculated at low and high tem-
perature (see Fig. 6.13 and 6.14 respectively). As expected from the structure factors,
the distances are slightly overestimated compared to the experiment (by ∼ 0.13 Å on
the first g(r) peak). The partial coordination numbers (see Table 6.5) indicate that the
heteropolar bonds are favored around Ge, and homopolar ones around Te (which is due
to the large concentration of Te atoms). At low temperature, the average coordination
numbers equal 4.6 for Ge and 3.3 for Te. The number of neighbors around each type of
atoms are increasing with temperature. This increase is similar to the results found by
Reverse Monte-Carlo fit in [7]. The partial coordination numbers are also in agreement
with the results of Akola and Jones [140] at 680 K, except for the NGeTe which is found
higher by 0.6 in our simulations.

6.3.4 Interatomic distances in the FPMD structures

Distance distributions For each type of central atom 0 in the FPMD structures, the
six first neighbors i are selected and sorted according to their bond length (see Fig. 6.18).
The first bond length contributes to the distribution d1(r) , the second to d2(r), etc.
These six distances are averaged over all the atoms in the structure and over the duration
of the run, to produce the distances ditributions of Fig. 6.15 and 6.16 (for central Ge and
Te respectively) at 653 and 873 K. By this procedure, the third neighbor distance for one
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Figure 6.12: Comparison between S(q) of liquid GeTe6 from this thesis (at 653 K and
873 K) and the calculations of Akola and Jones on pure Te (at 625 K and 970 K) [140].
Neutron diffraction results on pure Te (at 623 K and 973 K), from [27], are also shown.

T (K) rfpmd
min NGeGe

c NGeTe
c NTeGe

c NTeTe
c NGe

c NTe
c

653 3.40 0.2(3) 4.3(6) 0.7(3) 2.5(8) 4.5(9) 3.3(1)
873 3.56 0.3(7) 4.9(9) 0.8(3) 3.4(4) 5.3(6) 4.2(7)

680 [140] 3.46 0.2 3.6 0.6 2.5 3.8 3.1

Table 6.5: Positions of the first minimum rfpmd
min (taken as the cutoff distance for integra-

tion) in total pair correlation functions, g(r) (from FPMD), partial coordination numbers
from partial pair correlation functions, gαβ(r), and total coordination numbers for Ge and
Te atoms. The second decimal is indicated in parentheses. The results [140] are from
Akola and Jones. All distances are given in Å.
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Figure 6.13: Pair correlation functions of liquid GeTe6 at high (800 K in the experiment,
873 K in FPMD simulations) and low temperatures (653 K), from experiment (markers)
and FPMD (black lines). The high temperature curves are vertically shifted by 1 for
clarity.
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Figure 6.14: Partial pair correlation functions of liquid GeTe6 at high and low tem-
peratures. The vertical black lines indicate the cutoff distances taken to compute the
coordination numbers.
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given atom can be shorter than the second neighbor distance for another atom : that is the
reason why the distributions overlap significantly. The sum of these 6 distributions is also
represented. In both graphs, we positioned vertical black lines at the average distances,
to view more easily the evolution upon heating. At high temperature, the total distances
distribution does not show any particular profile, except a thermal widening (broad peak).
When going from the high to the low temperature, we clearly see, either around Ge or Te
atoms, that the longer distances are increasing. At low temperature, around each element,
two peaks begin to appear, separating the shorter and longer distances of the first neighbor
shell, in agreement with the coordination number evolution found previously.

Figure 6.15: Evolution with temperature of the distributions of distances around Ge atoms
in liquid GeTe6. The vertical black lines are positioned at the average distances.

Average distances In Fig. 6.17, we plotted the average distances aroundGe (left panel)
and Te (right panel) (calculated from the distance distributions), and their standard-
deviation at 653 and 873 K. In addition to the shortening of longer distances with tem-
perature, the shorter distances (the first 4 in the Ge case and the first 2 in the Te case)
are elongating. We also note that the standard deviations are increasing with the identity
i of the neighbor.
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Figure 6.16: Evolution with temperature of the distances distributions around Te atoms
in liquid GeTe6. The vertical black lines are positioned at the average distances at low
temperature.
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Figure 6.17: Average distances around Ge (left panel) and Te (right panel) (calculated
from the distances distributions) and their standard deviations, at 653 and 873 K. The
blue markers are vertically shifted by 0.1 for clarity.

6.3.5 Angle distributions

We analyze the partial bond angle distributions (PBADs), P (θij), of the 15 angles î0j
defined between a central atom 0 and the ith and jth neighbors with i = 1, . . . , 5 and
j = 2, . . . , 6 (see Fig. 6.18), that is to say 102, 103, 203, etc2 (see Fig. 6.19). The sum
of these partial distributions give the total bond angle distributions (see Fig. 6.20). The
total bond angle distributions clearly indicate that the local order around each chemical
species is essentially octahedral (peaks around 90 and 180°) in liquid GeTe6. If we detail
the partial angles (see Fig. 6.19), we see that the angle distributions between the four
closest neighbors are sharply peaked in comparison with the broadness of the other angle
distributions. This agrees with the previous results of RMC [7] and FPMD simulations
[9]. This is however in contradiction with [140], in which Ge atoms are found to be
tetrahedrally bounded.

2Note that the choice of looking up to i = 6 is motivated by the fact that, in telluride systems,
octahedral local structures with six neighbors around a central atom are expected [41]. The reduction
to a lower number of possible neighbor/angles in, for example, the case of purely tetrahedral systems, is
straightforward.
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Figure 6.18: Partial bond angle distributions P (θij) are obtained by averaging, over all
the atoms in the structure and over the duration of the run, the angles î0j between a
central atom 0 and the ith and jth neighbors with i = 1, . . . , 5 and j = 2, . . . , 6.

6.3.6 Dynamics

Diffusion

An useful parameter to quantify the atomic dynamics is the diffusion coefficient, D. It
can be directly extracted from the atomic displacements as a function of time t :

D = lim
t→+∞

〈|~ri(t)− ~ri(0)|2〉
6t

(6.2)

where the brackets denote the average over all particles i and the vectors ~ri are the
atomic positions. In Fig. 6.21, we plotted the temperature dependence of the mean
square displacement of the Ge and Te atoms as a function of time. The calculated atomic
mean square displacements has a linear time dependence. The partial atomic diffusion
coefficients (see Table 6.6) increase with temperature, as in normal liquid, especially for
the Ge atoms : while the Te atoms are more mobile than the Ge atoms at 653 K, it is the
contrary at high T .

We can use the Stokes-Einstein [144] relation to obtain a rough estimate of the viscosity,
η, from the average diffusion coefficient :

η =
kBT

6πr0D
(6.3)

where r0 is the radius of an atomic sphere [145]. It is reasonable to take r0 = ρ−1/3/2,
where ρ is the liquid density. The results we obtain for the thermal evolution of the
viscosity are indicated in Table 6.6 (with r0 = 1.7 at 653 K and 1.6 at 873 K). The
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Figure 6.19: Partial bond angle distributions P (θij) around Ge and Te atoms in liquid
GeTe6, at low and high temperatures.
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Figure 6.20: Total bond angle distributions around Ge and Te atoms in liquid GeTe6, at
low and high temperatures.
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liquid GeTe6 becomes less visquous when temperature increases, as in normal liquids. For
comparison, the viscosity of the Ge2Sb2Te5 obtained by FPMD evolves from 0.8 to 1.1
cP between 950 and 1073 K (calculated with r0 = 1.6 Å). This is in agreement with the
results obtained by Akola et al. with FPMD simulations on pure Te [141].

We are not able to reproduced the strong evolution of the experimental viscosity when
temperatures decreases (experimentally, η goes from 1.7 cP at 873 K to 25.9 at 673 K [146]).
It is due to both the box size, which is too small to allow for the accurate calculation of
such properties, and the limited simulation time.

Figure 6.21: Evolution with temperature of the Mean Square Displacement (MSD) of Ge
and Te atoms in liquid GeTe6.

Vibrational Density of States

We computed the total dynamical structure factor S(q, ω) and the partial dynamical
structure factors Sp(q, ω) (for each type of element) on the molecular dynamic trajectories
obtained for GeTe6 and Ge2Sb2Te5, using the nMoldyn code [147]. We integrated the
total and partial structure factors obtained from simulations over the same q range as
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T (K) D η
Ge Te

653 2.0 2.5 1.2
873 5.8 5.3 0.8

Table 6.6: Evolution with temperature of the diffusion coefficient D (in 10−5 cm2/s) and
the viscosity η (in cP), from FPMD simulations on liquid GeTe6.

that accessible to the IN6 experiment, to obtain the total and partial vibrational densities
of states :

S(q, ω) → VDOS (6.4)

Sp(q, ω) → VDOSp for Ge, Sb or Te atoms (6.5)

The total VDOS are plotted (dashed lines) in Fig. 6.7 (c) and (f). The FPMD results are
in qualitative agreement with the experimental trends : in the case of GeTe6, we see a
shift of the high frequency tail (which ranges from 18 to 30 meV) towards lower energies
with increasing temperature and no evolution of this part of the spectra in the case of
Ge2Sb2Te5.

Nevertheless, in the simulations, the vibrational frequencies are about 30 % lower
than in the experiment, meaning that the calculated vibrational modes are too soft (as
already discussed in the previous subsection). This is in line with the observation that the
computed local structure [9] is not distorted enough, leading to a too broad first neighbors
peak in the pair correlation function and a too low second peak in the static structure
factor as compared to the experiments [6]. However, the trends are reproduced and further
analysis of the simulation results confirms that the high energy modes that appear between
18 and 30 meV in GeTe6 at low temperature involve Ge atoms.

The partial VDOS (for each element) are plotted in Fig. 6.22. In the energy range where
the red-shift is observed in experimental GeTe6 VDOS, the only curve which evolves with
T is the VDOSp corresponding to Ge in GeTe6. This confirms that the changes evidenced
in the experimental VDOS for GeTe6, along the NTE, involve mostly the Ge atoms.

Because of the general underestimate of the vibrational frequencies in comparison with
the experiment, the contribution of the diffusion to the spectra (which arises at low energy)
dominates and partly obscures the expected frequency shift in total VDOS. To remove the
contribution of diffusion to the spectra, we proceeded as follows. We summed the partial
VDOSp obtained in equation 6.5, weighted by the concentration c of each element (Ge,
Sb or Te), and obtained, for GeTe6 and Ge2Sb2Te5, a VDOSsump that contains all the
homopolar vibrational information, as well as the full diffusive part of the spectra :

VDOSsump =
∑

el=Ge,Sb,Te

c(el)VDOSp(el) (6.6)
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Figure 6.22: Evolution with temperature of liquid GeTe6 (left panel) and Ge2Sb2Te5
(right panel) partial VDOS, for each chemical element. Blue lines : low temperature. Red
lines : high temperature.

The differences between the VDOS obtained from total S(q, ω) and the VDOSsump give
VDOSdif , which contains all interactions except the homopolar ones, and without the
atomic diffusion :

VDOSdif = VDOS−VDOSsump (6.7)

Finally, those differences, plotted in Fig. 6.7 for Ge2Sb2Te5 (c) and GeTe6 (f), were
normalized to unity. This decomposition emphasizes the temperature evolution of the
highest frequency modes in GeTe6, which are mostly attributed to the GeTe vibrations.

6.4 Distorted octahedral liquid model

The observed red-shift of the VDOS correlated with the volume contraction induced
by a temperature increase in GexTe(1−x) alloys (0 ≤ x ≤ 0.20) can be easily interpreted
within the distorted octahedral liquid model briefly sketched in the introduction of this
chapter.

Since the liquid is essentially chemically ordered in the temperature range of the NTE,
Ge atoms reside inside distorted octahedral cages with six Te neighbors. Because of the
Peierls instability, that has been shown to remain active also in disordered structures [23],
the local environment is distorted at low temperatures : one Ge atom is more strongly
bonded to some Te atoms (typically three or four) and more loosely bonded to the re-
maining ones. The shorter and stronger GeTe bonds correspond to higher vibrational
frequencies. When temperature increases, as shown by combining neutron elastic scat-
tering and EXAFS [148, 7], the Ge and Te average coordination number increases (at
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variance with usual liquids) while the volume shrinks as sketched in Fig. 6.27 (a) and
(b). There is nevertheless an apparent paradox : the volume of the cage surrounding a
Ge atom shrinks but at the same time the nearest neighbor distances elongate.

This is also observed in the α → β transition of the crystalline GeTe compound, and
in pure Se and Te [149] alike. In GeTe the volume shrinks by ' 1 % at the α → β
transition but at the same time the short interatomic distances increase by +2.4% (and
simultaneously the long distances decrease by -2.8%)[83].

Our FPMD simulations on GeTe6, performed at two different densities for low and high
temperatures, reproduce this behavior.

Three Body Correlations function An interesting way to visualize the rate of distor-
sion in disordered structures, if the local order is quasi-octahedral, is to plot, with respect
to distances, the probability for one central atom (either Ge or Te) to have two almost
aligned neighbors at distances r1 and r2 (as in [150]). Only bonds that are aligned within
a cone of 30° of apperture are taken into account (see Fig. 6.23). This probability is called
‘Three Body Correlation function’ (TBC).

Figure 6.23: To study the local distortions in our FPMD structures, we check the prob-
ability for one central atom to have two almost aligned neighbors at distances r1 and
r2.

The TBC for almost aligned triplets of atoms centered on Ge or Te (bonds aligned
within 15°) in GeTe6, at 653 and 873K, are plotted in Fig. 6.24 and 6.25 respectively.
In the Ge case, the two distinct maxima observed at 653 K clearly indicate a tendency
to alternate short rs (average value ∼ 2.87 Å) and long rl (average value ∼ 3.18 Å)
almost aligned bonds, which is coherent with the distortion scheme presented in Fig. 6.27
(a) at low temperature. At 873 K, the volume is smaller and the probability for short
and long bonds alternation around Ge atoms becomes much smaller, consistent with the
symmetrization depicted in Fig. 6.27 (b).
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Around Te atoms, at low temperature, a distorsion is hardly evidenced : the two peaks
are very close to the diagonal, almost merged. We can compare it to the TBC obtained on
an octahedral crystal at finite temperature3, plotted in the Fig. 6.26. With temperature,
the intensity of the peaks becomes smaller but their positions do not evolve as in the
Ge case. The Ge atoms thus clearly play a different role than the Te ones, as already
evidenced from the analysis of the experimental VDOS evolution with temperature.

Figure 6.24: Three body correlation functions for almost aligned triplets of atoms, centered
on Ge atoms, calculated on simulated GeTe6 structures, at 653 K (left panel) and 873 K
(right panel). Almost aligned means that the bond angle between the two bonds is larger
than 165°. Contours are drawn between 35 % of the maximum value and maximum value
of normalized correlation at 653 K (from blue to red).

The behavior is totally different for the PC-materials. Their structure factors S(q)
[151] and their VDOS are nearly independent of T above the melting temperature. From
that we deduce that both the structure and the force constants are roughly temperature
insensitive. This is related to the normal evolution of the atomic volume with respect to
temperature (see Chapter 3 Fig. 3.12).

6.5 Vibrational entropy

We can use the experimental VDOS to estimate the vibrational entropy of the system,
Svib, along the NTE [152]. In order to quantify its variation, ∆Svib, for GeTe6 between

3This crystal was simply modeled by allowing movements of 10 % of the interatomic distances at
equilibrium for atoms positioned on the nodes of a NaCl-type lattice.



6.5 Vibrational entropy 105

Figure 6.25: Three body correlation functions for almost aligned triplets of atoms, centered
on Te atoms, at 653 K (left panel) and 873 K (right panel). Almost aligned means that
the bond angle between the two bonds is larger than 165°. Contours are drawn between
35 % of the maximum value and maximum value of normalized correlation at 653 K (from
blue to red).

Figure 6.26: Three body correlation functions for almost aligned triplets of atoms in an
octahedral crystal at finite temperature. This crystal was simply modeled by allowing
movements of 10 % of the interatomic distances at equilibrium for atoms positioned on
the nodes of a NaCl-type lattice. Same conventions as Fig. 6.24 and 6.25.
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Figure 6.27: (a) Sketch of the low temperature structure with a Ge atom in a larger volume
distorted octahedral environment. (b) At higher temperature, the local environment of Ge
atom inside the octahedral cage becomes more symmetric because of the larger vibrational
entropy.

673K and 873K, we can approximate the contribution of the VDOS redshift to the vibra-
tional entropy using [153] :

Svib(T ) = 3R
∫
n(ω)[{(h̄ω/2kT ) coth(h̄ω/2kT )} − ln{2 sinh(h̄ω/2kT )}]dω (6.8)

Taking the value at 673 K as the reference, the additional vibrational entropy contribu-
tion between 673 K and 873 K, ∆Svib, can be estimated to 8.9 J/mol.K. In comparison,
the total entropy change between both temperatures, ∆S, calculated by integrating the
experimental Cp/T data from Tsuchiya measurements [2], is equal to 14.3 J/mol.K (see
Chapter 3 Fig. 3.7 for Cp(T ) curves). We can see in Fig. 6.28 that the ∆Svib calculated
from the vibrational densities of states obtained on IN6 thus represents the largest part (62
%) of the total variation of S between both temperatures. This fact is especially striking
in comparison with the ‘normal liquid’ case [152], in which the non-vibrational part of the
entropy has the fastest increase with T , and thus provides the dominant contribution to
total entropy increase (∼ 70 % in liquid Se at 600 K [152]).

It should be noted that Eq. 6.8 is in principle not valid in our case, because it takes
into account the harmonic normal modes only, and thus neglects the temperature depen-
dence of the VDOS and of the underlying effective potential. It is however clear that the
contribution of the vibrational entropy is truly dominating in the case of GeTe6. The
chemical ordering is strong and similar in GeTe6 (and GeTe12) and the GST’s. In the
latter’s case, our experiment shows that there is no additional vibrational entropy change
with temperature compared to the ‘normal liquid’ case. However, in the GeTe6 (and
GeTe12) case, the change in effective potential along the negative thermal expansion ob-
viously results in important anharmonic terms. Actually, from our INS experiment, we
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can estimate the variation in S due to the inclusion of terms resulting from ∆n(ω)/∆T
by the differentiation with T of the Helmholtz free energy :

F (T ) = 3RT
∫
n(ω, T ) [ln {2 sinh(h̄ω/2kT )}] dω (6.9)

in which we consider the ∆n(ω)/∆T obtained from experiment. This would give an
additional contribution to Svib of 1.0 J/mol.K (see Fig. 6.28).

In summary, the GeTe6 increase in vibrational entropy computed from the experimental
VDOS thus reaches approximately 69 % of the total entropy increase (see Fig. 6.28). The
∆S is thus largely due to the vibrational contribution, that overcompensates the internal
energy loss in the Gibbs energy balance.

Figure 6.28: Total entropy (red line) obtained from Cp measurements on GeTe6 performed
by Y. Tsuchiya [2] compared with the vibrational entropy (green markers) calculated from
the vibrational densities of states obtained on IN6, with Eq. 6.8, between 673 K and 873
K. The relative variation of Svib between both extreme temperatures represents 62 %
of the variation of total entropy (69 % if we include the contribution that occurs from
∆n(ω)/∆T ). We also represented the additional Svib from anharmonic therms in the
derivation of (2) (light blue marker). We estimate the error bar on Svib to ∼ 0.2 J/mol.K
(obtained by varying the coefficient of the QENS background to the S(q, ω) spectra).

6.6 Conclusion

With these experiments and computer simulations, we identified the driving force for
the NTE in rich-Te GexTe1−x alloys and demonstrated the role of the vibrational entropy
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evolution with temperature.

Depending on the relative magnitude of the energy gained by the Peierls-like distortion
(∆E) and the vibrational entropy gained (T∆Svib) when the local symmetry is recovered,
the NTE domain could theoretically extend up to T such that T∆Svib ≈ ∆E. It has been
shown the heavier the p-bonded elements, the lower the Peierls distortion energy [24]. For
pure Te, the NTE occurs below the melting temperature (in the undercooled liquid). An
addition of Ge increases the Peierls distortion energy and a NTE is observed above the
melting point because the melting temperature is lower.

In conclusion, we have shown that, in rich-Te alloys, the gain of vibrational entropy is
the driving force for the observed NTE [154]. We may expect this mechanism to apply to
all Peierls distorted p-bonded elements and alloys, provided that the melting temperature
is smaller than the distortion energy.



Chapter 7

Effects of antimony addition in
Te-rich GexTe1−x alloys

In the previous chapter, we presented inelastic neutron scattering experiments and
FPMD simulations performed to understand the driving force for the negative thermal
expansion measured in the rich-Te GexTe1−x alloys in the liquid phase. We concluded
that the large gain in vibrational entropy observed during the NTE overcomes the Peierls
distortion present at low temperatures, and leads to a more symmetric, denser, structure.

We have also studied the behavior of two alloys known for their phase change properties:
Ge1Sb2Te4 and Ge2Sb2Te5. These compounds are also based on Te (as most of the phase
change alloys, see Chapter 1), and include a third chemical element, Sb. No NTE is found
in these alloys in liquid phase, and we did not measure any change in the vibrational
density of states neither. There is thus a complete change in the thermal evolution of
liquid GeTe compounds when a quantity of Sb is added. In the Ge1Sb2Te4 case, one
third of the Te was replaced by Sb, compared to GeTe6. To go further in the study of
the effects of the Sb element on the eutectic GeTe6 behavior, we performed measurements
and simulations on the following compounds :

− GeSb6 : it can be viewed as the extreme limit case, that is to say, GeTe6 in which
all the Te has been substituted by Sb.

− Ge(Sb10Te90)6 : which corresponds to the substitution of a relatively small quantity
of Te by Sb in GeTe6.

7.1 Sound velocity measurements

The sound velocities, vs, evolution with temperature for alloys whose stoechiometry
goes from GeTe6 to GeSb6 have been measured by Tsuchiya [21, 20] and are presented in
Fig. 7.1. Note that no V (T ) data are available up to now for these compounds (except
for GeTe6). In Fig. 7.1, we can still observe a minimum in the sound velocity when only
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5 % of Te is substituted by Sb in GeTe6. As soon as 10 % of Te is substituted by Sb, no
minimum in the sound velocity is found anymore. Following the parallelism between vs

and the molar volume evolution with T described in Chapter 3, a NTE, if it exists, will
not take place in the liquid phase in this case (or at least, not entirely). Nevertheless,
for Ge(Sb10Te90)6, Ge1Sb2Te4 and GeSb6, the behavior of vs with T does not correspond
to what is observed for ‘normal liquids’ neither (see for exemple vs(T ) for Sn or Pb in
Chapter 3 Fig. 3.3).

Figure 7.1: Sound velocity evolution with temperature for alloys whose stoechiometry goes
from GeTe6 to GeSb6. Reproduced from [21, 20].

7.2 Neutron diffraction experiment

7.2.1 Experimental set-up

The neutron diffraction experiment on GeSb6 was carried out on the two-axis diffrac-
tometer D4 at the ILL (Grenoble), for Ge(Sb10Te90)6 it was on the two-axis diffractometer
7C2 at the LLB (Saclay). The samples were put in quartz tube of 6 mm internal/8 mm
external diameter (GeSb6) and 8 mm/10 mm (Ge(Sb10Te90)6) and sealed under vac-
uum. We used an incident neutron wavelength λ = 0.6950 Å for GeSb6, 0.7240 Å for
Ge(Sb10Te90)6, together with a 2θ angular range going from 0.875° to 136.125° (3.6° to
140.0°) with a 2θ step equal to 0.125°(0.02°), on D4 (7C2) respectively. This corresponds
to neutron scattering vectors in the range 0.138 to 16.772 Å−1 (0.54 to 15.44 Å−1).
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Measurements on GeSb6 were performed at 840 K, Tm = 870 K, 923 K and 1023 K,
and the empty quartz cell signal was measured at 830 K, 880 K, 930 K and 1023 K.

For Ge(Sb10Te90)6 the temperatures of measurement were 1070 K, 970 K, 907 K, 847
K and 770 K and the empty quartz cell signal was measured at 1070 K, 970 K and 830 K
(and obtained by interpolation for the non-measured temperatures).

7.2.2 Structure factors and pair correlation function

GeSb6

The experimental structure factor, S(q), for the GeSb6 compound at 923 K is presented
in Fig. 7.2. Well resolved oscillations are observed up to q ∼ 13 Å−1. The first peak (which
possesses a shoulder on the high q side) is the highest, followed by peaks of decreasing
height. The S(q) at all temperatures are similar, as shown in Fig. 7.3 for 840 K and 923
K. The pair correlation function, g(r), obtained by Fourier transform of structure factor
(see Chapter 4 Eq. 4.26), is presented in Fig. 7.4. The position r1 of first maximum is
equal to 2.96 Å and the coordination number Nc is equal to 5.9(5). This is an estimation
from experiment and only the detailed study of partial gαβ(r) (obtained, in this thesis, by
FPMD simulations, see next sections) can yield actual coordination numbers, without the
bias due to the neutron scattering lengths.

Figure 7.2: Structure factor S(q) of GeSb6 (Tm = 870 K) at 923 K, measured on D4 (red
markers), together with FPMD result (black line).

Ge(Sb10Te90)6

To the contrary of GeSb6, an evolution of the S(q) with temperature is observed in
Ge(Sb10Te90)6 (see Fig. 7.5). It can be compared to the GeTe6 case : when the tem-
perature decreases, the first peak height remains stable while the intensity of the second
peak is increasing. A slight evolution of the third peak can also be noticed. Nevertheless,
these changes are less drastic than in GeTe6. The quantity of Sb added here does not
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completely cancel out the striking evolution with T observed in GeTe6, to the contrary of
the Ge1Sb2Te4 case. Despite the fact that no minimum of the sound velocity is measured
for liquid Ge(Sb10Te90)6 (see Fig. 7.1), the S(q) behavior indicates that we are probably
not so far from this minimum (which would then probably be situated in the undercooled
liquid phase). No measurements of the density evolution with temperature being available,
we cannot directly relate the S(q) changes (and the sound velocity anomal behavior) to
a possible NTE, but our measurements suggest that the changes observed could stand on
the high temperature side of the NTE.

We can see in Fig. 7.6 the evolution of the pair correlation function obtained by Fourier
Transform of the structure factors.

Figure 7.3: Structure factor S(q) of GeSb6 (Tm = 870) at 923 K and 840 K, measured on
D4 (red and blue markers), together with FPMD simulations result (red and blue lines,
shifted by 0.2 for clarity).

7.3 Inelastic neutron scattering experiment

7.3.1 Experimental setup

The inelastic neutron scattering experiment was performed on the IN6 time-of-flight
spectrometer at the ILL for both compounds, using a wavelenght λ = 4.14 Å. Samples
were put in cylindrical quartz cells of diameter 8 mm (internal)/10 mm (external). For
GeSb6, measurements were performed at 840 K (undercooled liquid), 870 K (Tm), 920
K and 970 K. For Ge(Sb10Te90)6, temperatures were 640 K (undercooled liquid), 670 K
(Tm), 740 K, 770 K, 870 K and 970 K.

Concerning the Ge(Sb10Te90)6, it should be noted that during this experiment we tried
to reach lower temperatures than for the diffraction experiment. We cooled the sample
and reached T as low as 640 K (below this T , the sample re-crystallized). At these lowest
temperatures (from 690 K to 640 K), the S(q) signal obtained from the inelastic scattering



7.3 Inelastic neutron scattering experiment 113

Figure 7.4: Pair correlation function g(r) of GeSb6 at 923 K, measured on D4 (red mark-
ers), together with FPMD simulations result (black line).

Figure 7.5: Thermal evolution of the Ge(Sb10Te90)6 structure factor, measured on 7C2.
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Figure 7.6: Pair correlation function g(r) of Ge(Sb10Te90)6 at the lowest and highest
temperatures measured on 7C2.

experiment started to decrease strongly in intensity (which can be explained by a strong
variation of the density). Consequently, it is possible that the three lowest temperatures
presented hereafter correspond to a pure (undercooled) molten state, or to a mixture of
melt-crystallites, which would create Bragg peaks outside of the q range available with
the inelastic scattering experiment (limited to low q values of 2.56 Å−1), and thus, not
oberved.

7.3.2 Vibrational densities of states

The VDOS evolution with temperature, for GeSb6 and Ge(Sb10Te90)6, is plotted in Fig.
7.7. These compounds behave differently with temperature :

− For GeSb6, the VDOS shape consists of two peaks, around 6 and 12 meV. As in the
structure factors (see the previous sections), no T evolution is observed.

− For Ge(Sb10Te90)6, at the lowest T , the VDOS is also made of two peaks, located
around 8 and 16 meV respectively. The second is smaller than the first one, to the
contrary of GeSb6 VDOS in which the two peaks are equally high. The VDOS shape
changes with temperature : when T increases, the two peaks shift to slightly lower
energies, and they almost merge. However, we do not see any evolution of the VDOS
highest energy part, as evidenced in GeTe6 (see Chapter 6 Fig. 6.7). The largest
evolution comes from the low-energy range of the spectra (quasi-elastic part), which
changes from a slightly concave to a slightly convex slope.
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Figure 7.7: VDOS evolution with temperature for GeSb6 and Ge(Sb10Te90)6.

In Fig. 7.8, we plotted jointly the VDOS for the ‘limit’ compounds (GeTe6 and GeSb6)
and for Ge(Sb10Te90)6. At low T , the Ge(Sb10Te90)6 VDOS looks more like the GeTe6
one (the two peaks are still distinct), but we can see that this small addition of Sb has
already caused a noticeable change in the VDOS shape. At high T , the Ge(Sb10Te90)6
VDOS is almost identical to the GeTe6 one. Moreover, the quasi-elastic part of the spectra
is identical for the three compounds (which is not the case at low T ).

The changes in the Ge(Sb10Te90)6 VDOS are significantly smaller in comparison with
GeTe6 and GeTe12. This is coherent with the fact that the sound velocity evolution of
this compound is not regular. But, since no minimum of the sound velocity is observed,
the thermal evolution of the VDOS can be expected to be lower than for GeTe6.

7.3.3 Evolution with T of the quasi-elastic part of the spectra

The low-energy part of the Ge(Sb10Te90)6 VDOS spectra is plotted in Fig. 7.9. We can
see the continuous evolution with temperature of the curvature from concave to convex.
This is related to the modification of the quasi-elastic scattering. This can be further
studied using the q−integrated S(q, ω), which is plotted in Fig. 7.10. We observe a
thermal broadening of the quasi-elastic peak, in agreement with the increase of the VDOS
with T for these energies. The S(ω) can also be represented at given q vector values, as
in Fig. 7.11. We observe, for each q, the significant thermal broadening of the quasi-
elastic peak, together with the variation in q of the peak’s position. This evolution should
probably be related to an important evolution of the diffusion constant.
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Figure 7.8: VDOS for the ‘limit’ compounds (GeTe6 and GeSb6) and for Ge(Sb10Te90)6,
at lowest (left panel) and highest T (right panel).

Figure 7.9: Low-energy part of the Ge(Sb10Te90)6 VDOS spectra.
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Figure 7.10: S(ω) evolution with T for Ge(Sb10Te90)6, versus TOF channel number.

7.4 GeSb6 FPMD simulations

We performed FPMD simulations of GeSb6 to obtain atomic trajectories for a 216 atoms
system (31 Ge and 185 Sb) at the experimental liquid density [20] (ρ = 0.0322 Å−3). We
first heated the liquid at 3000 K for 10 ps and then thermalised it at 840 K (Tm) and 923
K for 15 ps each. We used Ge (4s and 4p) and Sb (5s and 5p) valence electrons and a
175 eV planewave cutoff energy. In this section, we present the structural and dynamical
results calculated on the structures obtained, and compared it to the experiments detailed
in the previous sections.

7.4.1 Structures

Structure factor

The calculated structure factor, S(q), at 923 K, is presented in Fig. 7.2, together
with the experimental results. We see that the experimental S(q) is almost perfectly
reproduced by FPMD simulations. The S(q) from FPMD at 923 K and 840 K are similar,
as the experimental S(q) are (see Fig. 7.3).

Pair correlation functions and partial coordination numbers

The computed pair correlation function, g(r), at 923 K, is presented in Fig. 7.4, together
with the experimental results. As the structure factor, the experimental g(r) is quite well



118 Chapter 7. Effects of Sb addition in Te-rich GexTe1−x alloys

Figure 7.11: S(ω) evolution with T for Ge(Sb10Te90)6, for different values of the q vector.
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reproduced by FPMD simulations.

From the FPMD partial pair correlation functions, gαβ(r), that are plotted in Fig. 7.12,
we obtain the following partial coordination numbers : NGeGe = 0.9(7), NGeSb = 5.5(2),
NSbGe = 0.9(2) and NSbSb = 5.0(5), and thus NGe = 6.4(9) and NSb = 5.9(7), which is
close to the estimation from the experimental g(r). The heteropolar bonds are favoured
around Ge, and homopolar ones around Sb. This chemical order is similar to what is
found in the liquid GeTe6.

Figure 7.12: Partial pair correlation functions, gαβ(r), from FPMD simulations of GeSb6
at 923 K.

Distance distributions

The distances distributions around Ge and Sb atoms are plotted in Fig. 7.13. The sum
of the 6 first neighbors distributions makes a broad peak (which is the main contribution
to g(r)′s first peak). The distances distributions are found similar at 840 K. At variance
with the liquid GeTe6 (see Fig. 6.17 in Chapter 6), we do not see any evolution of the
first neighbor shell with temperature.

Total and partial bond angles distributions

In the liquid GeSb6, the total bond angles distribution are peaked on 90 and 180°
around both elements (see Fig. 7.14), which indicates a predominantly octahedral local
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Figure 7.13: Distribution of distances around Ge or Sb atoms, and total in the liquid
GeSb6 at 923 K.

order around atoms in the structures, as in liquid GeTe6.

The partial bond angles distributions P (θij) (see previous chapter for a definition) are
well peaked for the angles between the closest neighbors, typically when i and j are ≤ 4,
while for the other angles they are flatter (see Fig. 7.15). Around Sb atoms, the P (θij)
for i and j ≤ 4 are clearly peaked around 90° while around Ge they are peaked around
∼ 98° on average.

Three Body correlations functions

To compare the situation in liquid GeSb6 with the distorsion encountered in liquid
GeTe6 at low temperature, we calculated the Three Body Correlations functions at 923
K, plotted in Fig. 7.16 (see definition of the TBC in the previous chapter, in Fig. 6.23).
Two peaks (they could be viewed as a single broad peak) are situated along the diagonal
and almost merged, meaning that no distorsion is present. This situation can be compared
to the case of Ge at high temperature, or to the case of Te, in GeTe6. This can also be
compared to the case of an octahedral crystal at finite temperature (vibrations giving rise
to similar TBC with slightly off-diagonal main peaks) plotted in Fig. 6.26 in the previous
chapter.

7.4.2 Dynamics and density of vibrational states

To compare with experimental result, we calculated the total dynamical structure factor
S(q, ω) on the molecular dynamic trajectories obtained for GeSb6. We integrated it over
the same q range as accessible on the IN6 experiment, to obtain the total vibrational
densities of states (see Fig. 7.17).
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Figure 7.14: Total bond angle distributions around Ge and Sb atoms in the liquid GeSb6
at 923 K.
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Figure 7.15: Partial bond angle distributions P (θij) around Ge and Sb atoms in the liquid
GeSb6 at 923 K.
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Figure 7.16: Three body correlation functions around Ge and Sb in liquid GeSb6. The
bond angle between the two bonds is limited to more than 165°. Contours are drawn
between 35 % of the maximum value and the maximum value of the normalized correlation
(from blue to red).

Figure 7.17:
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As in the experiment, the calculated VDOS is similar at low and high temperatures,
to the contrary of what is found in liquid GeTe6 (see Fig. 6.7 in Chapter 6). This is
coherent with the absence of structural thermal evolution. We have a good agreement
with experiment up to 13 meV, but a much faster decrease of the intensity of the VDOS
at highest energies.

7.5 Conclusion

Despite some similarities found between GeTe6 and GeSb6 (in the chemical order for
exemple), we see that both compounds exhibit totally different behaviors with tempera-
ture. It was expected from the sound velocity measurements that GeSb6 would behave as
a ‘normal’ liquid with temperature, and we actually found it to have a thermal behavior
identical to the other phase-change materials (Ge1Sb2Te4 and Ge2Sb2Te5) studied in the
liquid phase in the previous chapter. The results we obtained by FPMD simulations are
in excellent agreement with the diffraction and inelastic scattering experiments, and allow
for a detailed description of liquid GeSb6.

We have also shown that even the substitution of a small quantity (10 %) of Te by
Sb in GeTe6 has striking effects on the structural and dynamical characteristics of the
compound :

− The structure factor still shows a small thermal evolution of the second peak, but the
effects are reduced by the addition of Sb. The observation of the thermal evolution
is difficult because of the melting temperature which is now higher (compared to the
possible NTE range) than in the GeTe6 eutectic compound.

− The VDOS shape is obviously closer to GeTe6 than GeSb6 but the red-shift with T
of the high energy part is no longer observed in Ge(Sb10Te90)6.

Nevertheless, the effects depend on the degree of Te substitution by Sb : in Ge1Sb2Te4
(one third of the Te replaced by Sb compared to GeTe6), the evolution of the VDOS
(as well as that of S(q)) is totally canceled out, while in Ge(Sb10Te90)6 a change of the
quasi-elastic part of the spectra is still observed, as in GeTe6. It would be interesting to
run FPMD calculations for this compound, but this would require long calculation times
and/or larger number of atoms because of the small quantity of Sb. The intermediate
compound between GeTe6 and Ge(Sb10Te90)6, that is to say Ge(Sb5Te95)6, could also be
studied experimentally to have a complete map of these alloys. From its sound velocity
evolution with temperature, we anticipate that its behavior would be very close to that of
GeTe6.



Chapter 8

Structural and vibrational study
of the negative thermal expansion
in liquid As2Te3

In this chapter, we present an experimental and theoretical study of the liquid As2Te3
which, as GeTe6 does, exhibits a negative thermal expansion just above the melting tem-
perature. It is interesting to test the generality of the structural and dynamical evolutions
we found for GeTe6 along the NTE (see chapter 6).

Tsuchiya measured the thermal evolution of the molar volume and found a contraction
above Tm in AsxTe1−x compounds (x varying from 10 to 70) [98]. These measurements
were presented in chapter 3 Fig. 3.8. For As2Te3, this NTE (presented in Fig. 8.1)
extends over 250 K above Tm = 654 K [155]. Electronic transport studies [5, 4, 8] show the
presence of a semi-conductor-metal (SC-M) transition in As2Te3 in the NTE temperature
range. The dc conductivity increases from ∼ 30 Ω−1cm−1 to ∼ 1700 Ω−1cm−1 between
673 K and 973 K [8]. Many experimental and theoretical studies have been devoted to
the structure of liquid AsxTe1−x alloys with contradictory results. Neutron diffraction
studies on liquid As2Te3 were performed by Uemura [156] at 697 K and 925 K and, more
recently, by Maruyama et al. [157] in the entire NTE temperature range. In the first
study, no temperature evolution was reported between 697 K and 925 K. On the contrary,
Maruyama et al. observed a strong evolution of the measured spectra between 673 K
and 1073 K. Endo and Ikemoto [4, 8] performed EXAFS experiments at the As and Te
K-edges as a function of temperature for different AsxTe1−x compositions in the liquid
state and related the SC-M transition to structural changes. In As2Te3, they concluded
that the atomic distances are nearly independent of temperature in a 150 K range above
the melting point, while coordination numbers around As and Te atoms are decreasing.
They interpreted this evolution by a structural transformation from a network structure
to a chain structure and associated it with the SC-M transition. They also found a non
negligible proportion of homopolar bonds.

125



126 Chapter 8. Structural and vibrational study of the NTE in liquid As2Te3

A first-principle molecular dynamic (FPMD) study of As2Te3 indicated structural and
electronic density of states (EDOS) changes with temperature [158, 159]. Unlike the
results of the EXAFS experiments, no clear tendency of transformation from a network
to a chain-like structure above the melting point was reported, while an increase of the
partial EDOS at the Fermi level, larger for Te than for As, was observed. It was concluded
that the electronic states around Te atoms play an important role in the SC-M transition
when increasing temperature.

Recently, another FPMD study of liquid AsxTe1−x alloys has been published [160],
in which the authors compare structural, dynamical and electronic properties for x =
0.2, 0.3, 0.4, 0.5 and 0.6 at fixed T (= 800 K). They found that the total coordination
number of Te atoms, NTe

c , slightly increases with As concentration, while NAs
c remains

constant. Combining the structural information available from EXAFS analysis [8], the
molecular dynamics simulations results of Shimojo [159], and neutron diffraction spectra
between 673 K and 1073 K, Maruyama et al. [157] conclude that the SC-M transition is
associated with the transformation to a denser configuration composed of shortened chain
molecules.

Figure 8.1: Molar volume evolution with temperature for liquid As2Te3 (Tm = 654 K),
measured by Tsuchiya [98] (markers). Temperatures considered in this study are indicated
with arrows.
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The aim of the present work is to obtain more information on the structural and dynam-
ical evolution of As2Te3 in the NTE temperature range by combining neutron diffraction
and inelastic scattering experiments with ab initio simulations.

We evidence the changes in As2Te3 structure by measuring neutron diffraction spectra
at five temperatures in the NTE range and perform first principles molecular dynamics
(FPMD) simulations at the same temperatures and densities to study the local order
evolution in the liquid. Our calculated structures show an increase of the coordination
numbers and a symmetrization of the first neighbor shell around atoms when the tem-
perature rises. To confirm these results, we perform inelastic neutron scattering (INS) to
obtain the vibrational density of state (VDOS) evolution along the NTE. We see a clear
change of the VDOS, consisting in a red-shift of the highest frequencies with temperature,
as already evidenced in GeTe6.

Finally, the electrical conductivity evolution is obtained from the simulated structures,
to compare with the semi-conductor to metal transition measured in experimental studies.

8.1 Techniques

8.1.1 Diffraction experiment

The neutron diffraction experiment was carried out on the two-axis diffractometer D4
at the ILL (Grenoble).

The total scattered intensity was measured as a function of the scattering angle 2θ for
an incident neutron wavelength λ = 0.6970Å. The 2θ angular range extended from 1.750°
up to 138.375° with a 2θ step equal to 0.125°, which corresponds to neutron scattering
vectors q = 4π sin θ/λ in the range 0.275 to 16.853 Å−1. The samples were prepared1 from
the pure elements, molten, homogenized and then sealed under vacuum in quartz tubes
of 8 mm internal/10 mm external diameter.

Measurements were performed at 673 K, 753 K, 843 K, 923 K and 1073 K, i. e.
in and above the NTE temperature range. These temperatures are indicated in Fig. 8.1
together with the temperature dependence of the molar volume measured by Tsuchiya [98].
The empty quartz cell signal was measured at 673 K, 923 K and 1073 K. The obtained
differential cross section (per atom), dσ/dΩ, at large q coincides with the expected value
(4πb2 = 4.713 barns) within a few percent, which validates the data treatment. The
neutron scattering lengths are 6.58 fm As and 5.80 fm for and Te [112].

8.1.2 Inelastic scattering experiment

The inelastic neutron scattering experiment was performed on the IN6 time-of-flight
spectrometer at the ILL, using a wavelength λ = 4.14 Å. Measurements were performed

1By R. Céolin, from the Faculté des Sciences Pharmaceutiques et Biologiques, at the Université Paris
Descartes.
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at 673 K, 803 K, 923 K and 1073 K.

8.1.3 First Principles Molecular Dynamics simulations

We performed FPMD simulations to obtain atomic trajectories on a 210 atom box (84
As and 126 Te) at the experimental liquid densities [98] (indicated in Table 8.1). We first
heated the liquid at 3000 K for 5 ps and then cooled it down to desired temperatures
in 20 ps. We then thermalized the liquid for 16 ps. We used the VASP package with
the PW91 exchange correlation functional [128], ultrasoft pseudopotentials [133], As (4s
and 4p) and Te (5s and 5p) valence electrons and a planewave cutoff energy of 250 eV.
Electronic calculations were performed at the Γ point only.

8.2 Structural evolution with temperature : experimental
S(q) and g(r)

The structure factors S(q) at the different measurement temperatures are presented in
Fig. 8.2 (solid lines). They exhibit strong oscillations which are significantly evolving with
temperature. The dominant effect is the decrease of the second and third peak heights by
respectively 12 % and 7 % between the lowest temperature (673 K) and the highest one
(1073 K) while the first peak height only decreases by 5 %. We also observe, at highest
temperature, the annihilation of the pre-peak located at 1.16 Å−1. Between 673 K and
1073 K the peak’s position shifts slightly to higher q for the first peak (from 2.14 Å−1 to
2.20 Å−1) and to smaller q for the second peak (from 3.42 Å−1 to 3.34 Å−1). The third
peak maximum position remains almost constant, but a shoulder develops on its low q
side. This evolution of structure factor in the NTE temperature range is similar to the
results of Maruyama et al. [157].

We performed Fourier transforms of the experimental structure factors to obtain the
pair correlation functions g(r), represented in Fig. 8.3 (a) (solid lines). We observe a
strong decrease of the first and second peak heights with temperature, by 25 % and 15 %
respectively. Positions of the first and second maximum rexp

1 and rexp
2 and first minimum

rexp
min in g(r) and coordination numbers nexp

c obtained from the first peak area are reported
in Table 8.1. For each temperature, the coordination number was calculated by integrating
4πr2ρg(r) from a fixed distance r = 1.6 Å to a cutoff distance taken equal to rexp

min. The
distances rexp

1 and rexp
min are slightly increasing with temperature, while rexp

2 is slightly
decreasing. The coordination number is increasing from 2.4(8) at 673 K to 2.8(6) at 1073
K.
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Figure 8.2: Evolution with temperature of liquid As2Te3 structure factor, experiment
(solid lines) and FPMD results (dotted lines). The curves are vertically offset by 0.4 each
for clarity.
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Figure 8.3: (a) Temperature evolution of the experimental pair correlation functions for
As2Te3 (solid lines). Comparison with FPMD results (dotted lines). The curves are
vertically offset by 0.9 each for clarity. (b) Partial pair correlation functions gαβ(r) versus
temperature, from FPMD, at 673 K (solid blue lines), 843 K (dotted green lines) and 1073
K (dashed-dot red lines). The curves for each kind of atomic pair are vertically offset by
1.0 each, and by 0.1 between the different temperatures.

T (K) ρ (Å−3) rexp
1 rexp

min rexp
2 nexp

c

673 K 0.0302 2.62 3.02 3.92 2.4(8)
753 K 0.0304 2.64 3.04 3.90 2.5(3)
843 K 0.0306 2.64 3.08 3.84 2.6(2)
923 K 0.0307 2.66 3.10 3.88 2.6(9)
1073 K 0.0305 2.66 3.14 3.86 2.8(6)

Table 8.1: Temperatures (in K), experimental liquid densities [98], positions of the first
maximum rexp

1 and minimum rexp
min in experimental g(r) and coordination numbers nexp

c .
The second decimal is indicated between parentheses. All distances are given in Å.
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T (K) rfpmd
1 rfpmd

min nAsAs
c nAsTe

c nTeAs
c nTeTe

c nAs
tot nTe

tot

673 K 2.68 3.13 1.5(1) 1.9(0) 1.2(7) 0.8(9) 3.4(1) 2.1(6)
753 K 2.68 3.17 1.4(9) 2.1(1) 1.4(0) 0.9(4) 3.6(0) 2.3(4)
843 K 2.72 3.17 1.5(6) 2.0(9) 1.3(9) 0.9(9) 3.6(5) 2.3(8)
923 K 2.73 3.19 1.6(2) 2.1(4) 1.4(3) 1.0(6) 3.7(6) 2.4(9)
1073 K 2.74 3.24 1.9(2) 2.0(9) 1.3(9) 1.3(4) 4.0(1) 2.7(3)

Table 8.2: Temperatures (in K), positions of the first maximum rfpmd
1 and minimum

rfpmd
min in total g(r) from FPMD, coordination numbers nAB

c (A being the central atom)
from partial pair correlation functions and total coordination numbers for As and Te. The
second decimal is indicated between parentheses. All distances are given in Å.

8.3 Calculated structure factors and pair correlation func-
tions

In Fig. 8.2, we also present, together with the experimental curves for comparison,
the calculated S(q) obtained from FPMD simulations at the same T conditions. The
overall S(q) shape is in qualitative agreement with experiment, at each temperature, up
to the highest q values. More importantly, the characteristic features of the S(q) thermal
evolution are well reproduced by the FPMD results. The decrease of the second and
third peak heights with temperature is similar for the experimental and FPMD results,
while the first peak height is found roughly constant in both cases. Finally, the position
of the first peak of the calculated S(q) agrees well with experiment, the positions of the
second and third peaks being slightly shorter than the observed ones, which will lead to a
distance overestimate in the calculated g(r). A similar effect has been observed previously
for GeTe6 [9] and is due to the GGA approximation which slightly overestimates the TeTe
bond lengths.

In Fig 8.3 (a), we present the total pair correlation functions obtained by the sum of the
partial pair correlation functions from FPMD, weighted by the neutron scattering lengths.
The agreement with the experiment at the two highest temperatures is good for the whole
r range, while the two first peaks are slightly too small at the other temperatures.

In Fig. 8.3 (b), the calculated partial pair correlation functions gαβ(r) at 673 K, 843
K and 1073 K for the AsAs, AsTe and TeTe atomic pairs are shown. The AsAs and
AsTe curves possess a prominent first peak for all temperatures, slightly decreasing and
broadening when T increases. The first peak of the TeTe partial pair correlation function
is very small at all temperatures and it moves to higher r and broadens upon heating.

Coordination numbers The positions of the first maximum rfpmd
1 and minimum rfpmd

min

in total g(r) from FPMD, partial coordination numbers nAB
c (A being the central atom)

obtained from the partial pair correlation function and total coordination numbers for As
and Te are reported in Table 8.2. Coordination numbers were calculated with a cutoff
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distance equal to rfpmd
min for each temperature. We observe that rfpmd

1 and rfpmd
min are

slightly larger (by ∼ 0.08 Å in average) than in the experimental g(r), as expected from
the GGA approximation. As in the experiment, the coordination numbers from FPMD
are increasing with temperature : the total coordination number for As is increasing from
3.4 to 4.0 between 673 K and 1073 K and for Te it rises from about 2.2 to 2.7. This is
surprisingly close to the nc evolution in pure molten Te along the NTE temperature range
[27].

T (K) AsAs (Å) AsTe (Å) TeTe (Å)
673 2.5(1) 2.7(0) 2.9(4)

This study 843 2.5(1) 2.7(4) 3.0(0)
1073 2.5(1) 2.7(4) 3.2(0)

Endo[8] 673 2.48 2.62 2.72
773 2.47 2.63 2.72

Shimojo[159] 700 2.53 2.72 2.94
Zhu [160] 800 2.55 2.72 2.88

Table 8.3: First maxima of partial gαβ(r) from this study, compared to bond lengths
obtained from EXAFS experiment [8] and other FPMD studies [159, 160]. The second
decimal is indicated between parentheses.

8.4 Analysis of the FPMD structures

Total bond angle distributions Total angle distributions around As and Te are plot-
ted in Fig. 8.4 (a) and (b) respectively. They remain peaked around 90° and 180° when
heating, around both types of atom, with a small broadening at high temperature. This
indicates that the local order in liquid As2Te3 is very much octahedral in the temperature
range studied (as most of the sites of the crystalline phase [84]).

Distance distributions We show in Fig. 8.5 the evolution with temperature of the 6
shortest distances distributions (over all the atoms in the simulation boxes) around As
and Te atoms.

At low temperature, the neighborhood of As and Te atoms consists of two distinct
shells of ‘shorter’ and ‘longer’ interatomic distances. In the case of As, the first shell
contains exactly three neighbors, in the Te case it contains only two.

When the temperature increases, the short and long distance distributions spread and
become less distinct. Those two sub-shells of neighbors are merging in a unique, wide,
peak at high temperature in the Te case, while we can still distinguish them in the As
case.

Average distances evolution with temperature To see more clearly the first neigh-
bors shell evolution, we plotted in Fig. 8.6 the average value of the 6 first distance
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Figure 8.4: Evolution of the angle distributions with temperature. (a) and (b) Total angle
distributions around As and Te atoms. (c) and (d) Partial angle distributions around
As and Te. Solid lines: Distributions of angle between the 3 (2) first neighbors around
As (Te) atoms. Dotted lines: Distributions of angle between the 4th to 6th (3th to 6th)
neighbors around As (Te) atoms. Dashed-dotted line: remaining angles, between the
shortest and longest bonds (vertically shifted for clarity). Blue lines 673 K, red lines 1073
K.
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distributions around As and Te atoms versus temperature.
This figure confirms that the low temperature first neighbors shell, separated in 3+3

distances around As and in 2+4 distances around Te, is evolving when heating, in both
cases, towards 6 almost regularly distributed distances. This indicates a symmetrization
of the local order around both As and Te atoms. Around As, the first distance is constant
when increasing temperature, the second and third distances are slightly increasing and
the three largest are decreasing. Around Te, the two first distances are slightly increasing
while the four largest are decreasing with T . The largest distances decrease faster than
the shortest ones elongate, this fact explaining why the volume is shrinking with T .

These observations agree with the increase of partial coordination numbers with tem-
perature, around As and Te atoms, obtained from partial pair correlation functions.

Partial bond angle distributions We also analyzed the bond angle distributions and
calculated all the partial angle distributions aij between bonds i and j (i, j = 1, 6, i 6= j)
around As and Te atoms. In the case of As, we observed a 3+3 distance distribution at
low T , so we chose to compare the sum of angle distributions a12, a13 and a23 (between
the shortest bonds) to the sum of angle distributions a45, a46 and a56 (between the longest
bonds). For Te, the distance distributions were of type 2+4 at low T , we thus compare
the angle distribution a12 to the sum of angle distributions aij with i, j = 3, 4, 5, 6. Results
are respectively presented in Fig. 8.4 (c) and (d).

One observes that the angles between the shortest bonds are peaked between 90 and
100° for As and around 90° for Te at each T . The angle distributions are remarkably
peaked for a liquid. We also observe a broadening of the main peak when T increases.
We do not observe any peak around 180°, which suggests that the 3 (As case) or two (Te
case) first distances are not aligned. The angles distributions between the longest bonds
are very flat, indicating their softness, compared to the angles between the shortest bonds.
The remaining angles (between a short and a long bond), plotted with dashed-dotted lines
in Fig. 8.4 (c) and (d), are peaked around 90° and 180°, indicating that the shortest and
longest bonds preferentially face each other.

Chemical order In reference [158], the sharp SC-M transition observed with tempera-
ture in liquid As2Te3 was attributed to a significant loss of chemical order. To quantify
the chemical order around atoms in liquid As2Te3, the Warren-Cowley [161, 162] short
range order parameter, α(i), is very useful and easy to obtain from the FPMD structures.
It is defined by

α(i) = 1− Pij

cj
(j 6= i = 1, 2) (8.1)

where cj is the concentration of j−type atoms and Pij is the probability for one i type
atom to have a j type atom neighbor within a sphere of radius R. For a random dis-
tribution of particles α(i) = 0, while a positive (negative) value indicates a tendency to
homocoordination (heterocoordination).
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Figure 8.5: Evolution with temperature of distances distributions around As and Te
atoms, and average on both (top 1073 K, middle 843 K, bottom 673 K). The 6 first
distances distributions are represented separately and summed.
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Figure 8.6: Evolution with temperature of the 6 average distances (from distance distri-
butions, see Fig. 8.5) around As (left panel) and Te (right panel) atoms.
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We averaged α(i) on all the As or Te atoms in the FPMD structures at the different
temperatures. We chose the radius R in two different ways : limiting the total number
of neighbors to 6 (first neighbors shell) and to 3 (2) in the case of As (Te). Results are
plotted in Fig. 8.7.

For As, the short range order parameter suggests a mostly disordered neighborhood,
α(i) being close to 0 for the different T .

For Te, there is a tendency to maximize the number of As among the 2 first neighbors.
Our results for the Warren-Cowley parameter are in line with the EXAFS study made
by Enddo et al [8], where they demonstrated the presence of chemical disorder in liquid
As2Te3. It is however interesting to note that, if little variation is observed between 673 K
and 923 K (the NTE temperature range), at highest temperatures there is a clear tendency
to form more AsAs and TeTe bonds inside the structure.

Figure 8.7: Evolution with temperature of the Warren-Cowley parameter α(i) (see Eq.
8.1) for As (diamonds) and Te (circles) atoms.

8.5 Dynamical evolution with temperature

At low energies (up to 10 meV) the VDOS (see Fig. 8.8 a) follows an almost linear
slope, that doesn’t evolve with T . For the higher frequencies, we see a change of the
VDOS shape with temperature. At low temperature, the VDOS clearly has two broad
peaks, at low and high energies. When temperature increases, the high energy peak moves
towards lower frequencies, ultimately merging with the low energy peak, and leaving only
one wide peak. The largest change occurs between 673 K and 923 K, thus in the NTE
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region. This temperature evolution in the measured VDOS shape is very well reproduced
by the VDOS obtained from FPMD simulations, also shown in Fig. 8.8 (b), although
the FPMD frequencies appear to be systematically underestimated by ∼ 15 %. We can
also obtain partial VDOS from the FPMD trajectories, calculated on As or Te atoms
separately, see Fig. 8.9. The high energy part of the total spectra is mainly due to the As
atoms. In the discussion, we will relate the evolution in VDOS to the local order changes
observed in the simulated structure.

Figure 8.8: Evolution with temperature of the density of vibrational states from INS
experiment (a) and from FPMD trajectories (b).

8.6 The semi-conductor to metal transition with tempera-
ture

In the literature, liquid As2Te3 was mostly investigated because of its pronounced semi-
conductor to metal (SC-M) transition over a small T range [5, 4, 8].

8.6.1 Partial EDOS evolution from FPMD simulations

We calculated the partial EDOS, for s-states and p-states of As and Te atoms, from the
simulated structures at 673, 753, 843, 923 and 1073 K. Results are shown on Fig. 8.10
for selected temperatures. For both elements, the partial densities of p-states (solid lines)
exhibit a marked evolution with temperature. They present a deep minimum at the Fermi
level EF at the lowest temperature 673 K. When T increases from 673 K to 1073 K, the
p-state EDOS at EF increases by ∼ 50 % for both kinds of atoms. We thus observe that
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Figure 8.9: Evolution with temperature of the partial densities of vibrational states of As
(left panel) and Te (right panel) on our calculated structures (blue lines 673 K, green lines
843 K, red lines 1073 K).

p−states from both As and Te atoms contribute almost equally to the metallization of
the system.

8.6.2 Conductivity evolution with temperature

Finally, we calculated the optical conductivities from our simulated structures using
the Kubo-Greenwood formula [163, 164]. Results are plotted in Fig. 8.11. By linear
extrapolation (applied between 0.5 eV and 1.0 eV, see Fig. 8.11) to zero energy we obtain
the electrical conductivity evolution with temperature, given in the Table 8.4 together
with experimental values [5, 8]. These evidence a semi-conductor to metal transition
with temperature in the NTE range. The measured electrical conductivity at high T
is well reproduced by our FPMD simulations, while at low T the calculated values are
significantly higher that the experimental ones. This can be explained by the too high
value of the electronic density of states at the Fermi level found in simulated structure at
low temperatures, which is caused by the well-known underestimate of the electronic gap
of semi-conductors within the DFT-GGA approximation. We nevertheless observe a steep
increase of the calculated dc conductivity, which almost triples between 673 K and 1073
K, giving the same trend as in the experimental observations.

8.7 Discussion

From our experimental g(r) and our calculated gαβ(r), we evidence an increase of the
coordination numbers with temperature. These results are at variance with the evolution
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Figure 8.10: Evolution with temperature of the calculated partial densities of electronic
states (in states/atom/eV) of As (top) and Te (bottom). Blue lines 673 K, green lines
843 K, red lines 1073 K. Origin of the energies is taken at the Fermi level EF . Solid lines:
p-states. Dotted lines: s-states.

T σ [5] T σ [8] T σ (this study)
673 28 676 30 673 684
750 12 756 192 753 981
838 531 832 658 843 1290
933 1391 901 1137 923 1376
973 1717 1073 1666

Table 8.4: Evolution of electrical conductivity σ (in Ω−1cm−1) with T (in K). Experimental
results are from Oberafo [5] and Endo [8].
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Figure 8.11: Evolution with temperature of the optical conductivities on our calculated
structures (solid lines) and linear extrapolation to zero energy to obtain dc conductivities
(dotted lines).
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found with EXAFS experiment by Endo et al [8], despite the good agreement between first
maxima of partial gαβ(r) from our FPMD calculations and bond lengths estimated from
EXAFS analysis, reported in Table 8.3. In this table, interatomic distances from other
FPMD studies [159, 160] are also indicated. These are in excellent agreement with the
present results. In reference [8], authors evidenced a decrease of nc with T , both around
As and Te atoms. For As, they found that Nc, equal to 2.6 at the melting point, drops
to 2 around 773 K. Around Te, they found that Nc is decreasing from around 1.5 to 1.2
in the same T range. They interpreted this decrease of partial coordination numbers by
a transformation of the 3 dimensional network structure into a chain structure composed
of twofold coordinated As atoms and onefold coordinated Te atoms (network-chain trans-
formation). The difference between their results and Nc evolution with T from this study
may probably be attributed to the larger effective error bars on the EXAFS coordination
numbers. It is actually very difficult to extract accurate coordination numbers from EX-
AFS experiments performed on strongly disordered, high temperature, systems, as this
implies including, among others, anharmonic terms and asymmetric distances distribu-
tions2. This is supported by the fact that the interatomic distances reported in [8] agree
with the ones obtained in our experiment (r1 ∼ 2.64 Å).

Besides the thermal evolution consisting of an increase of the number of neighbors
around each type of atom in the structure (see Table 8.2), we evidence a symmetrization
of the local environment along the NTE (see Fig. 8.5 and Fig. 8.12). This effect implies
(see Fig. 8.6) the shortening of longest bonds together with the increase of shortest bonds
around atoms. The volume shrinks with T because the largest distances decrease more
than the shortest ones elongate. This is similar to what was observed around the Ge
atoms in GeTe6 [165]. The increase of the shortest distances with T is correlated with the
softening of vibrational modes, which explains the redshift observed in the VDOS with T
(see Fig. 8.8).

Three Body Correlation functions The TBC (see Chapter 6 Fig. 6.23) are presented
in Fig. 8.12, for central As or Te. At low temperature, for both elements, we observe two
distinct maxima in the TBC graphs, corresponding to two inequivalent distances. This
expresses the presence of a distorsion in the local order around atoms in the structure and
confirms that longer and shorter bonds are not distributed randomly between neighbors
but preferentially face each other, as revealed by the partial angle distributions. Upon
heating, the two peaks in As and Te TBC graphs are decreasing in intensity and tend to
merge within a single peak, and thus, equivalent distances. We observe that the distorsion,
pronounced at low temperature, almost disappears when heating, either in the case of
central As or Te. This agrees with the observations made for the distances distribution
evolution with T , showing the symmetrization of the first neighbors shell.

2Therefore the comparison with diffraction experiments is generally useful.
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Figure 8.12: Evolution with temperature of three body correlation functions around central
As (left panel) or Te (right panel) atom. The three atoms considered are aligned with
angle larger than 165°. Colors go from blue (40 % of the maximum) to red (maximum).
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8.8 Conclusion

In summary, we have performed a joined experimental and theoretical study of liquid
As2Te3. The structure of the liquid evolves from a Peierls-distorted local order to a less
distorted, but still octahedral, order, during the Negative Thermal Expansion. Inelastic
neutron scattering measurements indicate that the structural changes are due to a drastic
change in vibrational density of states and that the NTE is of entropic origin. This driving
mechanism is similar to what was concluded previously from the study of the liquid GeTe6
evolution with temperature.

In parallel, the alteration of the local Peierls distorsion is responsible for the large in-
crease in conductivity along the SC-M transition without indication of changes in chemical
order or Te chain formation.



Chapter 9

Structure and dynamics of liquid
and amorphous Sb2Te and Sb2Te3

The Sb2Te and Sb2Te3 compounds are considered as the root components of most Phase
Change Materials (PCMs), which are used for commercial applications of information stor-
age. Despite the great interest for PCMs, studies on the behavior of their building blocks
with temperature (a key parameter for the understanding of phase change properties) are
not numerous.

In this chapter, we present a combined experimental and theoretical study on the struc-
tural evolution with temperature of the Sb2Te and Sb2Te3 binary alloys, from the liquid
to the amorphous phase.

We performed diffraction experiments on both compounds in liquid phase and on Sb2Te
in amorphous phase, on the D4 diffractometer at the ILL.

We also performed FPMD simulations to obtain detailed Sb2Te and Sb2Te3 structures
above and below (quench) the melting temperature. Compared to the work described
in the previous chapters, in which only the liquid phase was considered, here we had to
quench the liquid FPMD structures. Even if the mechanism of the switching in PCM is
still under debate (see Chapter 1), experimentally, the usual way to get a compound in
the amorphous phase is to melt it and then to rapidly decrease the temperature below the
melting point. If the quench is fast enough, the atoms do not have time to go back to their
crystalline positions and only a local order is recovered (as in the liquid state). Depending
of the cooling method, the quench lasts some microseconds down to few nanoseconds inside
the phase-change devices. However, the longest simulation times we can hope for now are
well shorter, and reach at most a few tens of picoseconds. This limitation could appear as
an insuperable difficulty for the obtention of an amorphous phase by FPMD. We would at
least have to assume that the amorphous structure remains very close in chemical order
to the liquid phase. Actually, the limited numbers of atoms that can be studied with ab
initio techniques imply a system of nanometer size, and the size/time ratio (∼nm / ns)
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is thus close to the one found experimentally, with macroscopic systems (∼ µm / µs).
The obtention of the amorphous state through ab initio MD simulations is thus sound
and we will see in this chapter that the experimental structural evolution from liquid to
amorphous is reproduced.

We will describe the local order around atoms in the liquid and amorphous phases, and
compare the latter to the crystal. We will also present structural and dynamical properties
related to the medium-range order (∼ 10 Å) present in the quenched FPMD structures.
Our results could help to understand the ability for these two coumpounds to change
from amorphous phase to crystal phase so easily, because of the strong ordering observed
in the quenched phase. We also describe electronic properties computed on the FPMD
structures.

9.1 Sb2Te and Sb2Te3 as building components of Phase-
Change materials

In literature, the binary compounds Sb2Te and Sb2Te3 are systematically cited as the
basic components of a large number of ternary or quaternary mixtures, which are known
for their phase change properties [166]. They are the roots of the ternary phase diagram in-
troduced by Wuttig and Yamada [56] (see Chapter 1 Fig. 1.3) to depict the different types
of phase change alloys. In this diagram, the 3 axes represent Ge, Sb or Te concentrations
and several groups of compounds are identified :

− The first group of PCMs is based on Sb2Te3, and includes all the pseudo-binary
alloys built like (GeTe)x(Sb2Te3), such as Ge2Sb2Te5 and Ge1Sb2Te4.

− The second group contains the PCMs which are doped eutectic Sb70Te30, such as
the compound Ag5.5In6.5Sb59Te29.

− The third group includes the Sb-based PCM, as GeSb6. This compound will be
treated in the Chapter 11.

The phase change alloys based on Sb2Te or Sb2Te3 have been studied extensively for
decades, either experimentally [44, 45, 46] or with ab initio calculations [39, 47, 48]. These
materials are already used for commercial applications, such as DVD-RW or Blue-Ray
disks (see Chapter 1).

9.1.1 PCM structures in the different phases

As detailed in Chapter 1, the atomic structures of phase change materials that are
suitable for applications begin to be known, in the different phases, but the explanation
of their unusual properties is still unclear.



9.1 Sb2Te and Sb2Te3 as building components of PCM 147

In the liquid state, neutron diffraction study on a wide variety of PCM indicates that
they all possess a octahedral local order [69]. In the crystal, they adopt cubic-like struc-
tures, often accompanied with vacancies and/or distorsions [63, 67, 56, 37].

The situation in the amorphous phase is less clear, as no explanation is unanimously
accepted. All the proposed models stand for a transition from a sixfold (crystal) to a
fourfold (amorphous) coordination for the Ge atoms in the structure. While a previous
model was supposed a switching from an octahedral to a tetrahedral local order around
the Ge atoms [36], Huang and Robertson recently suggested that the Ge environment
could remain octahedral in the amorphous [77] (see Chapter 1).

9.1.2 Sb2Te and Sb2Te3 as PCM components

The structural evolutions appearing with phase transitions in PCM are difficult to re-
late to optical or electrical contrast. That is why the study of structural, dynamical and
electrical properties of the key components Sb2Te and Sb2Te3 in different phases is prob-
ably the best starting point to gain understanding of more complex systems. In spite of
this, specific studies on Sb2Te and Sb2Te3 are not numerous, except miscellaneous exper-
imental studies reported on crystalline Sb2Te3 because of its thermo-electrical properties
[167].

These compounds crystallize in layered structures, with trigonal or rhombohedral sym-
metry. Their space group and cell parameters are given in Chapter 1. These crystalline
structures are stabilized by Peierls distortions (see Chapter 2) and can be viewed as a
stacking of distorted cubes, with angles close to 90° between the 3 closest neighbors and
smaller between the 3 others (see Fig. 9.1).

Concerning the liquid and amorphous phases of Sb2Te, neither experimental nor the-
oretical studies were published up to now, to our knowledge. Nevertheless, the liquid
structure of a rich-Sb SbTe alloy, doped with Ag and In (Ag3.5In3.8Sb75.0Te17.7) was
studied recently by FPMD simulations [47]. A medium range order (∼ 8 Å) was found,
with very few TeTe bonds, and preference for Ag and In atoms to be near Te atoms rather
than Sb. Concerning the Sb2Te3 alloy, Park et al. measured optical properties (dielec-
tric functions, optical gap) on crystalline and amorphous thin films [168] (they measured
an optical band gap of 0.52 eV in the amorphous). Another First Principles study has
been published recently [70], in which the liquid Sb2Te3 was obtained at 1003 K and then
quenched to 300 K to model the amorphous phase. In this paper, authors report that local
environments around Sb and Te atoms are similar to those reported in Ge2Sb2Te5 and
GeTe phase change materials, i. e. octahedral around Sb and Te atoms, with respectively
about 4 and 3 neighbors. They found a non-negligible part of homopolar bonds in their
structures.
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Figure 9.1: The crystalline structures of Sb2Te and Sb2Te3 can be viewed as a stacking
of distorted cubes (here, Sb2Te3).

9.2 Diffraction experiments

Measurements on liquids were performed at 930 K for Sb2Te (Tm = 811 K [169]) and
950 K for Sb2Te3 (Tm = 889 K [169]), during 5 hours each, using a wavelength λ = 0.6950
Å. The empty quartz cell (6 mm internal/ 8 mm external diameter, cut from the same
tube as for the samples) signal was measured at 930 K during the same counting time.

The diffraction experiments on amorphous Sb2Te were performed within the framework
of a collaboration with the group of Prof. M. Wuttig from the RWTH Aachen. The
amorphous Sb2Te3 could not be measured, because of its propensity to recrystallize.

The amorphous samples were obtained by sputtering from compound targets (one target
with the desired composition) onto glass substrates and afterwards scratched from the glass
into a quartz container. The thickness of the films was in the µm range (2-3 µm). The
container had a ∼ 2 mm diameter and a wall thickness of 10 µm. The amorphous material
being difficult to obtain in quantity (here, a mass of ∼ 150 mg was used for the diffraction
experiment), such particular quartz cells were necessary to maximize the sample / quartz
ratio inside the beam. Because this ratio was about 15, only short counting times for
the empty container were required, compared to the experiments on liquids for which the
quantity of quartz is close to the quantity of sample, needing equivalent (or even longer)
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counting times.

We used an incident neutron wavelength λ = 0.4959 Å, which, together with a 2θ
angular range extended from 1.47° to 138.15°, permits to reach neutron scattering vectors
q = 4π sin θ/λ up to 23.7 Å−1. Measurements were performed at room temperature,
with counting times of 12 hours. The empty quartz cell (cut from the same tube as for
the samples) signal was measured for 2 hours. These counting times give a ratio of the
container+sample / empty container signals equal to ∼ 8.

9.3 FPMD simulations

We simulated 210 atoms systems (140 Sb + 70 Te for Sb2Te and 84 Sb + 126 Te
for Sb2Te3) at the experimental liquid densities [170] (ρ = 0.0303 Å−3 for Sb2Te and
ρ = 0.0283 Å−3 for Sb2Te3). We first heated the liquid at 3000 K for 10 ps and then cooled
it to the desired temperatures (930 K and 950 K) in 10 ps. After that, we thermalized the
liquids for 15 ps each.

We then quenched the systems onto amorphous state at the experimental densities
(ρ = 0.0289 Å−3 for Sb2Te in amorphous state [171], as no data is available for the
amorphous density of Sb2Te3, we kept the same density as for the liquid). We gradually
decreased the temperature down to 200 K in 30 ps.

Finally, we took configurations of the quench as starting point for thermalization of
40 ps at 600 K, 400 K and 200 K. We performed such long runs in the quenched phase in
order to obtain information on the dynamics of the systems (i. e. the dynamic structure
factors, see section 9.6).

We included Sb and Te (5s and 5p) valence electrons in the calculations and used a
175 eV plane waves cutoff energy. Calculations were performed at the Γ point only.

9.4 Comparison between experimental and FPMD results

9.4.1 Structure factors S(q)

Liquid phase In the liquid (see Fig. 9.2), the structure factors (red markers) look
similar for both compounds, and oscillate up to q values of 12 Å−1. For both compounds,
the first peak is predominant and followed by a small second peak and a higher third peak.
Calculated structure factors from FPMD trajectories are plotted on the same graph for
comparison (black lines). The agreement with the experiment is excellent, in particular
on the two first peaks, with a small discrepancy in frequency at high q. This systematic
distances overestimate has been reported for many, if not all, Te-based compounds studied
by FPMD [9, 70] and has already been observed in Chapter 6 for liquid GeTe6. This
induces a slight interatomic distances overestimate in calculated pair correlation functions.
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Amorphous phase The S(q) of amorphous Sb2Te shows oscillations of higher ampli-
tude than the one of the liquid phase, up to much larger q vectors of 18 Å−1. Despite
this strong evolution, the peaks are situated at almost the same q in liquid and amor-
phous S(q). This indicates that, despite the better defined structure of the amorphous,
both phases probably present many similarities. Some evolutions in the general shape are
observed:

− The ratio between first and second peaks heights decreases from liquid to amorphous
phase (from 1.56 to 1.37).

− The asymmetric shape of the S(q) third peak has a maximum position that evolves
from the low-q side in the liquid phase to the high-q side in the amorphous. The
same change is observed for the fourth peak.

These S(q) evolutions from the liquid to the amorphous are very well reproduced by
our calculations:

− The oscillations height is increasing and these are also observed up to much larger
q values. At low q, we nevertheless observe slightly smaller amplitudes by FPMD
than in the experimental S(q) (∼ 7 % and ∼ 13 % lower for the first and second
peak respectively).

− The change in the ratio between the two first peaks (from 1.68 in liquid phase to
1.48 in amorphous phase) is of the same magnitude (∼ −12 % in experiments and
simulations).

− The evolution of the third and fourth peak shape is also reproduced by FPMD
simulations, with a clear change in the asymmetry of both peaks upon quenching.

This good agreement could again be explained if the liquid and amorphous phase
structures are relatively close to each other.

9.4.2 Comparison with AIST compounds

We have seen in subsection 9.1 (see also Chapter 1) that some PCM are build from doped
Sb2Te, for example with Ag or In (called AIST ). It is thus interesting to compare the
Sb2Te and this doped compound. At the same time as the D4 experiment on amorphous
Sb2Te, we measured the structure factor of amorphous AIST (the exact composition was
Ag4In3Sb67Te26). We plotted it together with the S(q) of Sb2Te in Fig. 9.3. They are
almost identical. We also plotted in this graph the S(q) from FPMD simulations on AIST
(Ag3.5In3.8Sb75.0Te17.7) in liquid phase from Akola and Jones [47]. We see that their result
is very close to our liquid Sb2Te S(q).

This similarity between Sb2Te and AIST confirms that the experimental or theoretical
study of amorphous Sb2Te structure and dynamics could give interesting data about one
of the most promising PCM.
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Figure 9.2: Structure factors from the experiments (red markers) and the FPMD simula-
tions (black lines) in liquid and amorphous Sb2Te and Sb2Te3.
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Figure 9.3: Upper curves : Structure factors from D4 experiment for Sb2Te (red markers)
and AIST (green markers) compounds in amorphous phase. Lower curves : Structure
factors of Sb2Te in liquid phase (red markers) together with calculated S(q) of AIST
from Akola and Jones [47](blue lines).
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9.4.3 Pair correlation functions g(r)

Liquid phase The first g(r) peaks positions are at slightly larger distances (by ∼ 0.1 Å)
in the FPMD curve than in the experiment (see Fig. 9.4), and the second peak is smaller,
but except these small differences, the agreement is very good.

The first peak position, r1, first minimum, rmin, and total coordination numbers Nc

from both the experiment and the FPMD are indicated in Table 9.1. Coordination num-
bers were calculated by integration of 4πr2ρg(r) from a fixed distance equal to 2.4 Å to a
cutoff distance equal to rexp

min for experiment and rFPMD
min for calculations. Because of the

interatomic distances overestimate mentioned before, we observe coordination numbers
from FPMD that are slightly larger (by 0.4 in average) than the experimental ones.

In their paper, Caravati et al. [70] report total coordination numbers smaller than us
in liquid Sb2Te3 phase (equal to 3.383). Their structure factor being similar to ours, this
difference can be explained by the different cutoff distance chosen only.

Figure 9.4: Pair correlation functions from the experiment (red markers) and the FPMD
simulations (black lines) in liquid Sb2Te and Sb2Te3.
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Compound T (K) ρ (at/Å−3) rexp
1 rexp

min N exp
c rfpmd

1 rfpmd
min Nfpmd

c

Sb2Te 930 0.0301 2.9(6) 3.5(4) 4.5(9) 3.0(6) 3.6(3) 4.8(6)
Sb2Te3 950 0.0283 2.9(2) 3.5(1) 3.9(4) 3.0(1) 3.5(9) 4.3(8)
Sb2Te RT 0.0289 2.8(7) 3.1(5) 2.5(2) 2.9(5) 3.1(8) 2.7(1)
Sb2Te3 RT 0.0283 2.9(3) 3.4(7) 3.7(5)

Table 9.1: Compounds and temperatures studied by neutron diffraction experiment and
FPMD simulations. Densities [170], positions of the first maximum r1, first minimum rmin

and coordination number Nc from experimental and calculated pair correlation functions
g(r). The second decimal is indicated within parentheses. All distances are given in Å.

Amorphous phase We observe a good agreement between the g(r) of the amorphous
phase from experiment and simulations (see Fig. 9.5). The first peak position is still
slightly larger (by ∼ 0.1 Å) by FPMD than in the experiment, but the overall g(r)’s
shapes are very similar. Most of the differences between experiment and simulations can
be attributed to the unavoidable cutoff oscillations that are present in the experimental
g(r). The calculated g(r) for Sb2Te3 is also plotted, its overall shape is close to the g(r) of
Sb2Te. The first peak position, r1, first minimum, rmin, and total coordination numbers
Nc from experiment and FPMD are indicated in Table 9.1.

9.4.4 Evolution of partial pair correlation functions gαβ(r) upon quench-
ing

Neutron diffraction experiments do not give access to the partial pair correlation func-
tions gαβ(r), and, in particular, to their thermal evolution. These quantities can never-
theless be obtained from the FPMD trajectories.

The calculated gαβ(r), for SbSb, SbTe and TeTe pairs of atoms, in Sb2Te and Sb2Te3
FPMD structures are plotted in Fig. 9.6 at 200 K, 400 K and 600 K and in the liquid
state. For both compounds, the main evolution between liquid and amorphous is observed
on the two first peaks of each partial, correlated with a short-range order evolution with
temperature.

In Sb2Te, for SbSb and SbTe partials, the first peak becomes sharper and higher
with quenching, while, in comparison, the first peak height is almost constant for TeTe
correlations.

In Sb2Te3, the behavior with temperature of the SbTe partial is identical to the Sb2Te
case. The SbSb partial completely changes with T , the ratio between the two first peaks
being larger than unity in liquid phase and smaller in the quenched phase. The TeTe first
peak of partial pair correlation function in liquid phase, which is very broad, separates
into two peaks upon quenching.

The partial coordination numbers for Sb and Te in the quenched phase are indicated in
Table 9.2. We observe, for both compouds, a decrease of the partial coordination numbers
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Figure 9.5: Pair correlation functions from the experiment (red markers) and the FPMD
simulations (black lines) in amorphous Sb2Te and Sb2Te3.
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when the temperature decreases. This effect is much larger in Sb2Te. There is a very low
rate of homopolar bonds in both structures (exept for Sb−Sb bonds in Sb2Te). Again, the
differences with results reported in [70] (see last line of the Table 9.2) are most probably
due to the different cutoff distances chosen.

Figure 9.6: Temperature evolution of partial pair correlation functions calculated from
FPMD trajectories, for Sb2Te (left panel) and Sb2Te3 (right panel). Red lines : 930 K
(Sb2Te) / 950 K (Sb2Te3), orange : 600 K, green : 400 K and blue : 200 K.
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Compound T (K) rfpmd
min NSbSb

c NSbTe
c NTeSb

c NTeTe
c NSb

c NTe
c

600 3.5(2) 1.7(8) 3.1(1) 2.0(7) 0.7(3) 4.8(9) 2.8(0)
Sb2Te 400 3.3(7) 1.5(6) 2.6(9) 1.8(0) 0.2(3) 4.2(5) 2.0(3)

200 3.1(8) 1.2(9) 1.9(2) 1.2(8) 0.1(2) 3.2(1) 1.4(0)
600 3.5(1) 0.7(7) 3.8(7) 2.5(8) 0.9(8) 4.6(4) 3.5(6)

Sb2Te3 400 3.5(1) 0.6(8) 3.9(7) 2.6(4) 0.9(0) 4.6(5) 3.5(4)
200 3.4(7) 0.7(9) 3.7(2) 2.4(8) 0.7(8) 4.5(1) 3.2(6)

Sb2Te3 [70] 300 3.15-3.38 0.458 3.635 2.424 0.319 4.093 2.743

Table 9.2: Positions of the first minimum rfpmd
min in total pair correlation functions, g(r),

from FPMD (taken as the cutoff distance for integration), partial coordination numbers
from partial pair correlation functions, gαβ(r), and total coordination numbers for Sb and
Te atoms. The second decimal is indicated within parentheses. The results [70] are from
Caravati. All distances are given in Å.

9.5 Structural properties

9.5.1 Total angle distributions

The total angle distributions around Sb or Te atoms were obtained by summing the
angles î0j between one atom in the structure and its neigbors i and j, and including the
6 first neighbors in the calculations.

Total angle distributions, averaged on all Sb (Te) atoms and over the FPMD trajectories
are plotted in solid (dotted) lines in Fig. 9.7. For both compounds, at each T and around
each element, the total angle distributions are peaked around 90° and 180° : the local
order remains mostly octahedral (the peaks become higher and thinner upon quenching
but keep the same position).

This is in agreement with the results of Caravati et al. on liquid and amorphous
Sb2Te3 [70], and with the FPMD study of Akola and Jones [47] on the parent liquid
Ag3.5In3.8Sb75.0Te17.7.

9.5.2 Distance distributions

The interatomic distances are computed for the 6 first neighbors of all the atoms in the
simulation box and averaged over the FPMD trajectories. We calculated these distribu-
tions around Sb or Te atom separately, and on average (see Fig. 9.8). It is relevant to
include the 6 first neighbors because the total angle distributions indicate an octahedral
local order.

For both compounds, the distributions in the liquid phase consist of six large peaks with
average values comprised between ∼ 2.8 Å and ∼ 3.8 Å. The sum of these 6 distributions
produces the total distance distribution of the 6 first neighbors (also plotted in Fig. 9.8)
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Figure 9.7: Evolution with T of total angles distribution around Sb (solid lines) or Te
(dotted lines) atoms, in Sb2Te (left) and Sb2Te3 (right). Red lines : 930 K (Sb2Te) / 950
K (Sb2Te3), orange : 600 K, green : 400 K and blue : 200 K.

which consists of a unique wide peak : the first neighbors shell in the liquid state doesn’t
show any particular profile but distribution broadens due to temperature.

In Sb2Te, when the temperature decreases, this broad peak of 6 distances separates
clearly in two sub-shells, of 3 distances each for Sb and 2+4 distances for Te1. The peaks
corresponding to the 3 shortest distances become thinner (the full width at half maximum,
FWHM, is divided by two between 930 K and 200 K), while the others keep the same
FWHM.

In Sb2Te3, around Sb, the 3 first distances peaks become sharper (FWHM is divided
by two between 950 K and 200 K) at low T , and the 3 other keep more or less the same
width, but the separation between these peaks is less obvious than in the Sb2Te case.
Around Te, if we look at the sum of the 6 distributions, the 6 regularly spaced peaks of
the liquid state evolve to form a 2 + 1 + 3 peak structure.

From the distributions average on Sb and Te atoms, we see that the average coordi-
nation number is larger in Sb2Te3 (between 3 and 4) than in Sb2Te (around 3) at lowest
T , as already showed in Table 9.2 with the coordination numbers Nc obtained from the
partial pair correlation functions gαβ(r).

To examine more carefully the local order evolution with T , we plotted in Fig. 9.9 the
averages of the six first distances distributions around Sb and Te atoms.

1At 200 K, the octet rule is thus verified for the Sb and Te elements separately.
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Figure 9.8: Six first interatomic distance distributions around Sb or Te atoms, and average
on both, for Sb2Te (top) and Sb2Te3 (bottom), at different temperatures. Red lines : 930
K (Sb2Te) / 950 K (Sb2Te3), orange : 600 K, green : 400 K and blue : 200 K.
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In the liquid phase, the situation is similar for both compounds and around each element
: the distances are equally distributed between ∼ 2.9 Å and ∼ 3.6 Å (∼ 3.7 Å in Sb2Te
and ∼ 3.8 Å in Sb2Te3) around Sb (Te) respectively.

In Sb2Te, as soon as the compound is quenched, we observe a separation of the first
neighbors shell in two sub-shells made of 3 ‘shorter’ + 3 ‘longer’ distances (around Sb)
or 2 ‘shorter’ + 4 ‘longer’ distances (around Te). The shortest (first) distance remains
constant for Sb and Te, the second (and third for Te) decreases while, on the other hand,
the ‘longer’ distances increase.

In amorphous Sb2Te3, around Sb atoms, the 3 shortest distances decrease when T
decreases while the 3 other remain constant, which tends to create two sub-shells, as in
Sb2Te. Around Te, the first and third distances remain constant with T , the second is
decreasing and the 3 longest are increasing, which leads to a 2+1+3 environment at lowest
T , as evidenced from the distances distributions in Fig. 9.8 (b).

9.5.3 Three Body Correlation function

In the liquid phase, the TBC probabilities around Sb and Te in both compounds are
very low and the distances r1 and r2 corresponding to maxima are equal within ∼ 0.2 Å
(see Fig. 9.10 and 9.11). This is coherent with the 6 first distance distributions plotted in
Fig. 9.8, which show the disordered neighborhood around each element.

In Sb2Te, when T decreases, the values of the TBC functions maxima increase (both
around Sb and Te), and their positions evolve to more distinct pairs of distances, expressing
the appearance of a distorsion, coherently with the distances distributions. It is also
interesting to note that, if we can observe such distinct maxima, it means that the shorter
and longer bonds are not distributed randomly around atoms but preferentially face each
other.

In Sb2Te3, the TBC maxima for Sb atoms do not shift with quenching, but their
heights increase. This agrees with the average distances evolution depicted in Fig. 9.9,
which shows the splitting of the first coordination shell between 2 sub-shells only because
of the second and third bonds decrease (the other bonds remaining constant). Around
Te, two well defined maxima appear with quenching, corresponding to 2 inequivalent
distances.

Conclusion These three analysis of interatomic distances in our amorphous SbTe struc-
tures lead to the picture of a distorted octahedral local environment around atoms, in which
the type of sub-shells of first neighbors depends on the element and the nature of the alloys.
This local environment is similar to what is found in the crystalline phase.

9.5.4 Local chemical order

To go further in the understanding of the local order and to compare it carefully to
the crystals, we studied the chemical environment of Sb or Te atoms, by calculating the
Warren-Cowley short-range order parameter [161, 162] for both elements, α(i) (defined in
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Figure 9.9: The evolution of average interatomic distances with T in Sb2Te (top) and
Sb2Te3 (bottom), around Sb and Te atoms (top and bottom panel respectively).
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Figure 9.10: Evolution with T of TBC functions around central Sb (left panel) or Te (right
panel) atom, for Sb2Te. The three atoms considered are aligned within 15°. Colors go
from blue (25 % of the maximum) to red (maximum).
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Figure 9.11: Evolution with T of TBC functions around central Sb (left panel) or Te (right
panel) atom, for Sb2Te3. The three atoms considered are aligned within 15°. Colors go
from blue (25 % of the maximum) to red (maximum).
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Chapter 8 section 8.4). We averaged α(i) on all Sb or Te atoms over the FPMD trajectories.
Results are plotted in Fig. 9.12 for both elements in our structures. The chemical order
is very different depending on the compound.

In Sb2Te, the value of α(Sb), around 0 for all temperatures, indicates a random arrange-
ment of the chemical species, whether we consider only the 3 first or the 6 first neighbors.
Around Te, in the amorphous phase, a perfect alternation is found if we consider the 2
closest neighbors, the maximal negative value of α(Te) being −0.5, but this alternation is
completely lost for the 4 other neighbors. In the crystal [59], three Sb sites are presents,
with either Sb or Te as nearest neighbors, and two Te sites, which only have Sb atoms as
6 nearest neighbors (not the case in amorphous).

In amorphous Sb2Te3, around Sb, we observe a strong tendency to alternation, whether
on the 3 first or on the 6 first neighbors, the value of α(Sb) being close to −0.4 (compared
to the maximum negative value of −2/3). Around Te, we computed α(Te) values both
with the 2 or 3 first neighbors because the average distances in quench has shown a 2+1+3
environment. The parameter α(Te) is around −1 if we take into account the 2 or 3 first
neighbors (the lowest possible negative value is −1.5) : an alternation is thus clearly
present. Looking at α(Te) for 6 neighbors, we can say that there is a strong disorder on
the 3 more distant neighbors. These tendencies to alternate with the nearest neighbors
are weaker in the liquid, which means that, despite the short quenching times compared to
experiment, the chemical order in the system evolves a lot between liquid and amorphous
states. Once at T < Tm, we do not observe any further significant evolution, the diffusion
being very slow at these temperatures (see section 9.6). Actually, the chemical local order
in amorphous Sb2Te3 is very close to the one found in the crystal [60], where the Sb atoms
(one site) have 6 Te neighbors in the first neighbors shell, and the Te atoms (two sites)
have 3 Sb atoms as nearest neighbors (bonds smaller than 3 Å) while they have either Sb
or Te neighbors at longer distances.

With these results, we conclude that Sb2Te3 chemical local order in the amorphous is
very close to the one of the crystal phase, while it is not the case for Sb2Te.

9.5.5 Partial angle distributions

As seen in the section 9.1.2, the crystalline structure of both Sb2Te and Sb2Te3 are
Peierls distorted and can be viewed as a stacking of distorted cubes, with angles close
to 90° between the 3 closest neighbors and smaller between the 3 others. Both crystals
consist of a succession of layers, each one containing a unique chemical species.

We evidenced some similarities between the amorphous structures and crystals by look-
ing at the local environment (total angles, distances and chemical order) around atoms. To
go further in the comparison with crystals, we calculated the angles between the shortest
or longest bonds in liquid and quenched structures (at 200 K) obtained by FPMD. For
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Figure 9.12: Evolution with temperature of the Warren-Cowley parameter α(i) (see Eq.
8.1) for Sb (diamonds) and Te (circles) atoms. Different numbers of neighbors are taken
for calculation.

this purpose, after having computed all the aij angles between ri and rj bonds (i 6= j)
(plotted at 200 K in Fig. 9.13 and 9.14), we averaged aij for i, j = 1, 2, 3 or 4, 5, 6 around
Sb or Te, and aij for i, j = 1, 2 or 3, 4, 5, 6 around Te only. Again, because of the 2+1+3
neighborhood of Te atoms at 200K, we tested two sets of ‘shortest distances’ around Te.
Results are plotted in Fig. 9.15.

First, we note that, in the liquid phase, compounds behave in the same way : around
Sb and Te, the angle distributions between shortest bonds are peaked around 90°, while
they are really flattened for angles between the 3 longest bonds.

The amorphous phase has different distributions for both compounds. In Sb2Te, around
Sb (Te), in (a) ((c)), the angles between the 3 (2) shortest bonds are peaked around 90°,
and no contribution is observed around 180°. Around Sb, the angle distributions between
the 3 longest bonds is peaked around 70°, which is smaller that the average on the 3 Sb
sites in the crystal phase (∼ 80°), while around Te they are comparable to the liquid’s
case. In Sb2Te3, the angle distributions between shortest bonds (3 around Sb, 2 or 3
around Te) are peaked around 90°, as in the crystal. The Sb angle distribution between
the 3 longest bonds (d) has evolved a lot from the liquid to amorphous, where it is peaked
around 87°, a value that is very close to that of ∼ 84.8° found in the crystal. Around Te
(e, f), this distribution is flatter (as in the Sb2Te case), nevertheless a peak at ∼ 70° is
present. We can make the correspondence with angles at 70.2° between Te (site 1) and
its three second neighbors in crystal.
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Figure 9.13: Partial bond angle distributions around Sb and Te atoms in amorphous
Sb2Te at 200 K.

Figure 9.14: Partial bond angle distributions around Sb and Te atoms in amorphous
Sb2Te3 at 200 K.
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Surprisingly, we found some partial angles in amorphous Sb2Te3 that are very close to
what is found in the crystal, which is not observed in Sb2Te. These distributions also
help to refine the environment of Te atoms in Sb2Te3. Indeed, if we consider 3 shortest
bonds instead of two, the peak at 70° is higher in the angle distributions between longest
bonds, and the angle distributions between shortest bonds are almost unmodified. On
the contrary, if we do the same comparison in Sb2Te, we see that the angle distribution
between the 3 shortest bonds has a much higher 180° peak than with 2 shortest bonds
only. This let us think that, in Sb2Te3, the Te neighborhood is closer to 3+3, as in the
crystal phase, than 2+4.

9.5.6 Medium-Range order

Up to now, we have checked the order in FPMD structures by looking at only the
first shell of neighbors. Similarities between our amorphous structures and the crystals
have been found in the local order around atoms. These similarities were found stronger
in Sb2Te3. We wanted to check a possible order on more distant neighbors shells. For
this, we developped a new analysis tool : we calculated the correlations between one
triplet of atoms (one central atom and its 2 first neighbors) and atoms included in the
complementary space of 2 cones (with an opening of 140°) perpendicular to the plane
formed by the triplet. We project these correlations on the plane defined by the triplet of
atoms. This is illustrated in Fig. 9.16.

Results are plotted in Fig. 9.17 and 9.18 for Sb2Te and Sb2Te3 respectively. The spot
drawn at origin (0,0) represents the central atom (either Sb or Te). The red spots at
∼ (|~r1|, 0) and (|~r2 · ~r1|, |~r2 − ~r2 · ~r1|) represent the two first neighbors at ~r1 and ~r2. The
other marks in color represent the correlations between this triplet of atoms and atoms
out of the cones drawn in Fig. 9.16, within the limits of our box length.

In both liquids (lower panels), we observe three well defined marks (in red) correspond-
ing to the triplet of atoms considered (we observe again the octahedral local order). The
second and further neighbors shells appear as larger marks, and it is difficult to distin-
guish correlations. This agrees with the range of visible oscillations in total pair correlation
functions that extends up to ∼ 9 Å (see Fig. 9.4).

When quenching to 200 K, we see that some marks corresponding to second and third
neighbors shell grow or appear. In the surrounding circle, we see that some well defined
marks are also appearing. The coordinations at 400 K and 200 K are, in both compounds
studied, remarkably well defined, and extend up to more than 9 Å for some neighbors (i.e.
up to the simulations box limits). For comparison, we plotted in Fig. 9.19 the correlations
in plane for an octahedral crystal at finite temperature, where we clearly see the crystalline
ordering.



168 Chapter 9. Structure and dynamics of liquid and amorphous SbTe alloys

Figure 9.15: Partial angle distributions in liquid phase (red lines) and at 200K (blue
lines), in Sb2Te (left panels) and Sb2Te3 (right panels). (a) and (d) : Around Sb atoms,
between the 3 shortest distances (solid lines) and the 3 longest distances (dotted lines).
(b) and (e) : Around Te atoms, between the 3 shortest distances (solid lines) and the 3
longest distances (dotted lines). (c) and (f) : Around Te atoms, between the 2 shortest
distances (solid lines) and the 4 longest distances (dotted lines). The vertical black lines
are positioned at 90°.
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Figure 9.16: Sketch of the way to calculate the correlations between one triplet of atoms
(one central atom and its 2 closest neighbors) and atoms of the box which are included in
the complementary space of 2 cones (with an opening of 140 °) perpendicular to the plane
formed by the triplet of atoms. We project these correlations in the plane defined by the
triplet of atoms.

9.6 Dynamical properties

9.6.1 Diffusion

Using Eq. 6.2, we extracted the thermal evolution of the diffusion coefficient D (see
Table 9.3) from the mean square displacements (MSD) of atoms in Sb2Te and Sb2Te3
(plotted in Fig. 9.20). Using the Stokes-Einstein relation (see Eq. 6.3), with an atomic
radius r0 equal2 to 1.6 Å, we obtain an estimation of the viscosity, η, from the diffusion
coefficient (see Table 9.3). The diffusion coefficient obtained for the liquid Sb2Te is similar
to the result of Akola and Jones on the PCM AIST [47]. As expected, the viscosity
increases a lot when the temperature decreases below Tm (this phenomenon is slightly
faster in Sb2Te3).

T (K) Sb2Te Sb2Te3
D η D η

930/950 3.88 1.1 4.62 0.9
600 1.14 2.4 0.47 5.8
400 0.15 12.2 0.13 14.1
200 0.04 22.9 0.04 22.9

Table 9.3: Evolution with temperature of the average diffusion coefficient D (in 10−5

cm2/s) and the viscosity η (in cP) for Sb2Te and Sb2Te3.

2We took r0 = ρ−1/3/2, where ρ is the liquid density.
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Figure 9.17: Evolution with T of the correlations, in Sb2Te, between one triplet of atoms
and atoms of the box which are included in the complementary space of 2 cones (with an
opening of 140 °) perpendicular to the plane formed by the triplet of atoms. Colors go
from blue to red (10 % to 50 % of maximum correlation).
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Figure 9.18: Evolution with T of the correlations, in Sb2Te3, between one triplet of atoms
and atoms of the box which are included in the complementary space of 2 cones (with an
opening of 140 °) perpendicular to the plane formed by the triplet of atoms. Colors go
from blue to red (10 % to 50 % of maximum correlation).
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Figure 9.19: Correlations in plane for an octahedral crystal at finite temperature.

Figure 9.20: Evolution with temperature of the Mean Square atomic Displacement in
Sb2Te (left) and Sb2Te3 (right).
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9.6.2 Dynamic structure factor

In the previous sections, we have seen that the local order present in the amorphous
Sb2Te3 is very close to the local order found in the crystal, to the contrary of the Sb2Te
case. This difference must not hide the fact that we measured strong structural correlations
(medium-range order) in both amorphous structures (see Fig. 9.18).

The coherent intermediate scattering function, F (q, t), as well as its frequency Fourier
transform, the dynamic structure factor S(q, ω) (both defined in Chapter 4 section 4.6),
can give information about collective motions in the systems.

If we want to look at the medium distances dynamics correlations that could appear in
the FPMD amorphous structures (at r ∼ 8− 10 Å, as seen with the medium-range order
analysis in Fig. 9.17 and 9.18), we basically have to look at q = 2π/r ∼ 0.6 − 0.8 Å−1.
As these possible correlations would involve long distances, their contribution is expected
at low energy. Our simulation times being equal to 40 ps, we have to access to energies
down to ∼ 0.10 meV.

We plotted in Fig. 9.21, 9.22 and 9.23 the S(q, E) of Sb2Te and Sb2Te3 at 600 K,
400 K and 200 K, in the low q (0.3 - 1 Å−1) and small E (0 - 2.5 meV) region. At 600
K, the S(q, E) of both compounds have close values, and low intensity. At 400 K, the
spectra increase around 0.7 - 0.8 Å−1 in both cases. At the lowest T = 200 K, the S(q, E)
intensity has increased a lot for both compounds in this (low q, low E) zone. Moreover, a
difference between both SbTe alloys is clearly visible : we observe a larger density of soft
(low energy) / long wavelength modes in Sb2Te3 than in Sb2Te. This indicates that the
medium-range order dynamics correlations are stronger in Sb2Te3.

These S(q, E) high values in the (q, E) low-range, together with the medium-range
order observed in the entire simulation boxes and the local order close to the crystal
one, could explain the instability of amorphous Sb2Te3 against crystallization observed
experimentally.

A complete determination of the stability of the amorphous against recrystallization
would require the computation of the activation energy, which can not be directly accessed
from our simulations.

9.7 Electrical properties

Phase-change materials can be used as memories thanks to their pronounced differences
in conductivity between the crystalline and amorphous phases. The lowest conductivity
is found in the amorphous phase.
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Figure 9.21: Dynamics structure factor S(q, E) calculated at 600 K for Sb2Te and Sb2Te3
alloys.

Figure 9.22: Dynamics structure factor S(q, E) calculated at 400 K for Sb2Te and Sb2Te3
alloys.
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Figure 9.23: Dynamics structure factor S(q, E) calculated at 200 K for Sb2Te and Sb2Te3
alloys.

We plotted on Fig. 9.24 the thermal evolution of the partial electronic densities of states
(EDOS), for the s-states and p-states of Sb and Te atoms, in both compounds. In the
liquid, the EDOS at the Fermi level is relatively high, which is characteristic of a metallic
behavior (see Fig. 9.25), as in the AIST [47]. When T decreases, the EDOS at the Fermi
level is becoming lower, ultimately creating a gap at ambient T , both around Sb and
Te atoms : this happens immediately below the melting temperature in Sb2Te3, while it
appears continuously with quenching in Sb2Te.

We computed the optical conductivities from our simulated structures by the Kubo-
Greenwood formula [163, 164] (see Fig. 9.25). The electrical conductivity evolution with
T is obtained by linear extrapolation to zero energy. The EDOS evolution described above
is clearly translated into a metal-semiconductor transition (as computed by Caravati for
Sb2Te3 [70]).

9.8 Conclusion

With this experimental and theoretical study of liquid and amorphous Sb2Te and Sb2Te3
compounds, we obtained the following results :

− The local order around atoms in both amorphous compounds is similar to what is
found in the crystalline phase, and is thus globally octahedral with distortions, and
chemically ordered.
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Figure 9.24: Evolution with T of partial electronic densities of states (EDOS), for the
s-states (dotted lines) and p-states (solid lines) of Sb (a, c) and Te (b, d) atoms, in both
compounds. Red lines : 930 K (Sb2Te) / 950 K (Sb2Te3), orange : 600 K, green : 400 K
and blue : 200 K.
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Figure 9.25: Evolution with T of dc conductivities for Sb2Te (left panel) and Sb2Te3
(right panel), at different temperatures. Red lines: 930 K (Sb2Te) / 950 K (Sb2Te3),
orange: 600 K, green: 400 K and blue: 200 K.

− The study of the correlations in space in the entire simulation boxes revealed a strong
medium range order in both amorphous.

− The dynamical correlations show an increase of the long wavelength / low energy
modes upon quenching.

These similarities between the amorphous and crystalline phases can to some extent
explain the rapidity of the switching in compounds such as AIST , used as PCM, which
was found similar in structure to the Sb2Te alloy3.

The detailed analysis of the local order (chemical order, partial angles) showed that in
Sb2Te3, despite of its more complicated crystalline structure (15 layers in the cell instead
of 9 in the Sb2Te), some additional similarities between amorphous and crystalline phases
exist. Moreover, the dynamical correlations at the medium distance range were found to
be stronger for Sb2Te3 than for Sb2Te. These two points could explain the experimentally
observed instability of amorphous Sb2Te3 against crystallization (Tg lower than for Sb2Te,
which made the obtention of amorphous sample for diffraction experiment impossible).
The amorphous Sb2Te3 local order is so close to that of the crystal that we expect the
activation energy of recrystallization to be low, which would eventually not permit the
obtention of a amorphous phase suitable for PCM use. According to this picture, a simple
doping would probably not be sufficient to improve the stability, and the Sb2Te3 need to
be associated with GeTe units to be usable as PCM.

3The doping does not seem to influence the structure and affect only the optical and electrical properties.
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Chapter 10

GeSbTe alloys

Phase change materials (PCMs), and among them the GeSbTe (GST) alloys, are the
components of current rewritable DVD’s and are expected to be part of upcoming non-
volatile memories. They display several unique properties: large contrast in optical and
electrical properties between crystalline and amorphous phases, and rapid re-crystallization
kinetics of the amorphous phase [172, 173]. Despite a growing application range and in-
tense researchs these last decades, the atomic scale structure and mechanisms underlying
the properties of these materials are still unclear (see Chapter 1).

Similarly to other GST alloys, Ge2Sb2Te5 and Ge1Sb2Te4 lie along the ‘ternary line’
between the stable GeTe and Sb2Te3 compounds (see Chapter 1 Fig. 1.3), and display two
possible crystalline structures: a stable hexagonal phase and a metastable close packed
cubic one, the latter being used for data storage applications. In this metastable rocksalt
structure, Te atoms occupy one of the fcc sublattices while Ge and Sb atoms share the
remaining sites [64]. Depending on the GST composition, a large proportion of vacancies
(which induce local distortions) is present, their concentration reaching for example 20 %
in the Ge2Sb2Te5 alloy [63, 64]. The role of these vacancies in the stabilization of the
crystalline structure [37] and fast recrystallization [39, 174] has been highlighted.

Fingerprints of the amorphous structures were obtained via X-ray and neutron diffrac-
tion [72, 151], photoemission spectroscopy [45] and EXAFS measurements [36, 42]. Based
on the latter, Kolobov et al. [36] designed a structural model that assigns the difference
between the crystal and amorphous structures to a switching from octahedral to tetra-
hedral local order around Ge atoms (called umbrella flipping). Recently, Robertson [77]
presented an alternative description to the Kolobov’s model (see Fig. 1.8 in Chapter 1)
: during the transition from the crystalline to the amorphous phase, the Ge atoms are
displaced along the (110) direction rather than along the (111). In addition to this change
in local order, the medium range order is totally lost in the amorphous structure (no order
at the second-neighbor level). This hypothesis is in contradiction with our results on the
SbTe alloys (see the previous chapter). They evidenced a large difference in the optical
properties of crystalline and amorphous phases of different compounds (Se, Te and GeTe)
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and attributed it to the loss of the resonant bonding present in the crystalline phase due
to the alignement of the p-orbitals.

In this chapter, we analyze a model for the amorphous phase ofGe1Sb2Te4 andGe2Sb2Te5
alloys, obtained from ab initio molecular dynamics simulations. We show that the contrast
in optical and electrical properties of phase-change alloys are caused by slight modifica-
tions in the first coordination shell of atoms, keeping an overall octahedral coordination,
characteristic of p-bonded systems.

10.1 Method

10.1.1 Neutron diffraction experiment

The diffraction experiments on amorphous Ge2Sb2Te5 and Ge1Sb2Te4 (and a serie of
other alloys) were performed within the framework of a collaboration with the group of
Prof. M. Wuttig, from the RWTH Aachen.

The amorphous samples were obtained by sputtering from compound targets (one target
with the desired composition) onto glass substrates and afterwards scratched from the glass
into a quartz container. The thickness of the films was in the µm range (2-3 µm). A first
diffraction experiment was performed with samples contained in quartz tubes of 2.3 mm
internal /4 mm external diameter. Such quartz cells, in regards of the quantity of sample
inside (the amorphous material being difficult to obtain in large quantity), led to a poor
sample / quartz ratio, and consequently to very noisy results. A second experiment was
thus performed with quartz cells of ∼ 2 mm diameter and a wall thickness of 10 µm,
containing a mass of ∼ 150 mg of sample. Such particular quartz cells maximized the
ratio sample / quartz in the beam. Because this ratio was about 15, only short counting
times for the empty container were required, compared to the previous experiment, or to
experiments on liquids (see previous chapters) for which the amount of quartz is close to
that of the sample, requiring equivalent counting times. The Ge2Sb2Te5 sample was not
measured during this second experiment, which explains the poor statistics compared to
the Ge1Sb2Te4 results.

We used an incident neutron wavelength λ = 0.4959 Å, which, together with a 2θ
angular range extended from 1.47° to 138.15° permits to reach neutron scattering vectors
q = 4π sin θ/λ up to large values of 23.7 Å−1. Measurements were performed at room
temperature, with counting times of 12 hours. The empty quartz cell (cut from the same
tube as for the samples) signal was measured for 2 hours.

The results are presented together with FPMD results in the following.
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10.1.2 FPMD simulations

We used Density Functional Theory as implemented in the VASP [134] and PWSCF
[175] packages to obtain atomic trajectories and electronic structures of 168 and 162 atoms
systems (24 Ge, 48 Sb, 96 Te for Ge1Sb2Te4 and 36 Ge, 36 Sb, 90 Te for Ge2Sb2Te5).
The systems were first molten and equilibrated at the amorphous densities [176, 177] (ρ =
0.0274 Å−3 for Ge1Sb2Te4, which is a slight underestimate of the experimental density
equal to 0.0300 Å−3, and ρ = 0.0305 Å−3 for Ge2Sb2Te5) for 10 ps, then progressively
cooled down from 1200 K to 100 K in 30 ps. This quenching rate is orders of magnitude
faster than the experiment, as already discussed for SbTe systems in the previous chapter,
thus leaving the possibility for some remnants of the liquid local order in the amorphous
structure. Nevertheless, both liquid and amorphous structure factors are in satisfactory
agreement with the experiments. The atomic positions were then fully relaxed.

The Ge, Sb and Te valence s and p electrons are treated explicitly, while core electrons
are represented by pseudopotentials. In VASP, ultrasofts pseudopotentials [133] are used,
and normconserving Troullier-Martins pseudopotentials are used in PWSCF [178], which
is only used for the DOS projections onto atomic orbitals for a fixed configuration. The
exchange-correlation used is the Generalised Gradient Approximation PW91 in VASP
[128] and the Local Density Approximation (LDA) in PWSCF [121]. In both codes, the
electronic wavefunctions are represented on a plane waves basis, with a 210 eV cutoff in
VASP and a 270 eV cutoff in PWSCF. Differences between PWSCF-LDA and VASP-GGA
DOS are negligible (same gap value). Calculations were performed at the Γ point only.

10.2 Structure

10.2.1 Structure factors S(q)

The experimental and computed S(q) for amorphous Ge1Sb2Te4 and Ge2Sb2Te5 are
shown in Fig. 10.1. The S(q) of both GST compounds are similar (as mentioned before the
Ge2Sb2Te5 signal is very noisy compared to Ge1Sb2Te4). Prominent peaks are observed,
as expected for amorphous compounds. At the low q-values, both calculated structure
factors are in agreement with experiment for the positions, but are too small in amplitude.
At high q-values, as for the Te-based compounds studied in the previous chapters, we
observe a shift of the peaks of computed S(q) towards smaller q values, which corresponds
to an overestimate of the distances in our structures (as it was also noted in [41]). In Fig.
10.2, we compare our results with previously published calculations by Akola and Jones
[39] on large size system (460 atoms) : the structure factors are almost similar, except
that the first peak’s heigth is slightly smaller in our calculations.

Evolution from the liquid to the amorphous phase It is interesting to examine
the structure factor evolution when going from the liquid to the amorphous phase. The
S(q) for the amorphous is represented in Fig. 10.3 together with S(q) at 1123 and 913 K
from [69]. The peak heights are strongly increasing from liquid to amorphous phase, as
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Figure 10.1: Experimental (red markers) and FPMD (black lines) neutron structure factors
of amorphous Ge1Sb2Te4 and Ge2Sb2Te5.
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Figure 10.2: Structure factors from FPMD on Ge2Sb2Te5 in amorphous phase. Our
calculations: black lines. Jones’ study [39]: green dotted line. If the first peak (1) is closer
to the experiment in Jones’ simulations, the absence of peak (2) and the asymmetry of
peak (3) in our simulation are improvements over Jones’ model.
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expected. In particular, the first peak shoulder present at the higher temperature becomes
a true peak in the amorphous. The peaks positions are also slightly evolving between both
phases.

10.2.2 Pair correlation functions g(r)

The experimental and computed pair correlation functions, g(r), are presented in Fig.
10.4 for both amorphous compounds. The positions of the first peaks are slightly larger
in the simulation (2.89 and 2.86 Å for Ge1Sb2Te4 and Ge2Sb2Te5 respectively) than in
the experiment (2.78 and 2.66 Å), especially in the Ge2Sb2Te5 case, as predicted with
S(q) observation. The height of the first peak is larger in the computed g(r) compared to
the experiment, this could be at least partly explained by the noise encountered at high
q values in the experiment. Despite these discrepancies on the first peak, the computed
g(r) are in relatively good agreement with the experimental ones (compared with results
[39]).

10.2.3 Partial structure factors from FPMD simulations

The GeTe, SbTe and TeTe partial structure factors from FPMD simulations are plotted
in Fig. 10.5 for Ge2Sb2Te5, in the liquid and amorphous phases. We clearly observe a
stronger ordering on the Te substructure of the amorphous phase in comparison with the
liquid. This Te− Te partial is responsible for the large first two peaks of the total S(q).

10.2.4 Partial coordination numbers

The partial pair correlation functions gαβ(r) (with α, β = Ge, Sb or Te) from the simu-
lations are plotted for both compounds in Fig. 10.6. The main contributions to the first
peak of total g(r) come from the GeTe and SbTe partials. A non-negligible contribution
is also arising from the SbSb and, in a lower extent, GeSb and GeGe (at the shortest
distances) partials. A few homopolar TeTe bonds are also present. The second peak of
total g(r) is made of GeGe, SbSb, GeSb and TeTe contributions. From this, we can say
that the structures we obtained for GST alloys in the amorphous state present strong
similarities in local order (two first coordination shells) with the crystals, the heteropolar
bonds being largely majority in the first coordination shell, with a few miscoordinated
atoms (compared to the crystalline structures). The GeTe and SbTe bonds lengths (first
maxima in the corresponding gαβ(r)) are equal to 2.78 Å and 2.90 Å in the Ge1Sb2Te4
and to 2.79 Å and 2.93 Å in the Ge2Sb2Te5. They are similar to what was found in other
FPMD studies [39, 47] and slightly larger than the distances measured by EXAFS (2.63
Å and 2.83 Å in Ge2Sb2Te5 [42]).

The partial coordination numbers obtained from gαβ(r)’s first peak integration (up to
a cutoff distance equal to the minimum of total g(r), i. e. 3.3 Å in Ge1Sb2Te4 and 3.2 Å
in Ge2Sb2Te5, see Fig. 10.6) are listed, for both compound, in Table 10.1, in comparison
with different experimental and simulations results.
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Figure 10.3: Experimental structure factors for the Ge1Sb2Te4 compound (liquid phase :
[69], amorphous phase : this study).
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Figure 10.4: Pair correlation functions from experiment (red markers) and FPMD (black
lines) in amorphous Ge1Sb2Te4 and Ge2Sb2Te5.
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Figure 10.5: Partial structure factors from FPMD on Ge2Sb2Te5 in liquid and amorphous
phases (shifted by 3 for SbTe and by 5 for GeTe). The GeGe, GeSb and SbSb structure
factors are negligible.

Ge1Sb2Te4
Cent. Ge Sb Te Total [73] 2 3 4 5 6
atom % % % % %
Ge 0.1(1) 0.2(4) 3.5(1) 3.8(6) 3.91 0 32 48 17 3
Sb 0.1(2) 0.7(2) 2.9(1) 3.7(5) 2.91 0 63 27 9 1
Te 0.8(8) 1.4(6) 0.4(2) 2.7(6) 1.98 47 46 7 0 0

Ge2Sb2Te5
Cent. Ge Sb Te Total [42] [39] 2 3 4 5 6
atom % % % % %
Ge 0.3(9) 0.3(5) 3.3(3) 4.0(7) 3.9±0.8 4.2 0 13 66 16 4
Sb 0.3(5) 0.6(1) 2.4(8) 3.4(4) 2.8±0.5 3.7 0 57 35 8 0
Te 1.3(3) 0.9(9) 0.3(2) 2.6(4) 2.4±0.8 2.9 37 55 8 0 0

Table 10.1: Partial and total coordination numbers compared with previously published
data and analysis of the coordination distributions around each type of atom. Neighbors
are defined by cutoff distance of 3.3 Å in Ge1Sb2Te4 and 3.2 Å in Ge2Sb2Te5.
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Figure 10.6: Partial pair correlation functions calculated from FPMD trajectories, for
Ge1Sb2Te4 (top) and Ge2Sb2Te5 (bottom), shifted for clarity. The vertical black lines
indicate the cutoff distances taken for the partial coordination numbers calculation.
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The partial coordination numbers generally agree with those from [42], except for the
partial coordination numbers that were not taken into account in the EXAFS analysis
(since too small) and that are reported here. It is interesting to notice that Ge atoms
are on average bonded to 3.4 Te atoms. The other neighbors consisting in almost equal
proportions (∼ 0.4) of Ge and Sb atoms in Ge2Sb2Te5 and in 0.1(1) Ge and 0.2(4) Sb in
Ge1Sb2Te4. This total coordination, close to 4, is in agreement with the umbrella flipping
model [36] and all previous computer simulations [39, 40]. However, a closer look at the
atomic configurations will lead us to a different conclusion.

10.2.5 Distance distributions in FPMD structures

We calculated the distances distributions around each type of atom (see section 6.3.4 in
Chapter 6 for definition) and averaged it over at least 4 ps of the run. (see Fig.10.7). These
distance distributions confirm what was found previously with the partial coordination
numbers : a splitting of the Ge ans Sb first neighbors shell into 3 shorter (well peaked),
one intermediate (with a larger standard deviation) and 2 longer distances. The Te shell
splits into 2 shorter, one intermediate and 3 longer distances.

Figure 10.7: Six first distances distributions around Ge, Sb or Te atoms (All means no
chemical discrimination of the neighbors) for amorphous Ge1Sb2Te4 and Ge2Sb2Te5.
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Distance distribution around Ge atoms The d4(r) distribution of neighbors around
Ge atoms is very unusual : it is, for both compounds, split in two parts (two distinct
peaks are present). This could indicate the existence of two different types of Ge atoms
environments.

To test this hypothesis, we decompose the population ofGe atoms by counting the num-
ber of neighbors at distances smaller than 2.85 Å in Ge1Sb2Te4 and 2.81 Å in Ge2Sb2Te5,
which are the locations of the minima that separate the two peaks in distribution d4(r).
It appears clearly in Fig. 10.8 that the 4 first neighbors’ distributions around Ge atoms
consist of two independent components (peaks). The short-distance sub-peak belongs to
4-fold bonded atoms (respectively 17 % and 16 % of the Ge atoms in the Ge1Sb2Te4 and
Ge2Sb2Te5 structures are in this case) and the second sub-peak belongs to atoms with a
coordination number of 3 (the remaining Ge atoms). These two types of Ge atoms will
be referred to as Ge3 and Ge4 in the following.

10.2.6 Bond angle distributions

Partial bond angle distributions around each kind of atom in the amorphous structures
are displayed in Fig. 10.9. They were calculated including the six first neighbors around
each atom. For clarity, we plotted separately the 6 angles between the 4 first neighbors
(that are well peaked) and the remaining angles (more flat). Around Te atoms, in both
alloys, the angles between first neighbors (named 102, 103, 203) are peaked around the
value of 90°(for some, a second peak is present, at 180°). The other angles (104, 204, 304
and others) are more flat but still exhibit a peak around 180°, which is an indication of an
octahedral local order. Around Sb and Ge, the situation is very similar, the angles between
first neighbors being however peaked around larger angle (around 95°), particularly in the
case of Ge1Sb2Te4.

Since the umbrella flipping model assumes a change of the first coordination shell of
Ge atoms from octahedral to tetrahedral upon switching from crystalline to amorphous
phase, we focused on Ge atoms and analyzed in details the Ge bonds angles. Because of
the differences observed in the distances distributions, we made a separate analysis of the
3-fold and the 4-fold bonded Ge atoms, for both compounds (see Fig. 10.10).

In both compounds, for the 3-fold bonded Ge, we found bond angle distribution peaked
around 95°, close to what found around Sb atoms (90-95°). It appears that the 4-fould Ge
show very different bond angle distribution, with a maximum around 109°.

Moreover, in the bond angle distributions related to the 3-fold Ge atoms in both
compounds, although the 4th neighbour is more loosely defined (broader 4th distribution),
its bond angles with the first 3 neighbors is also peaked around 90°(plus some contributions
in the large angle range, i.e. 130-180°).

Table 10.1 shows that most of the Ge atoms from the first coordination shell are four-fold
coordinated in our structures (respectively 48 % and 66 % in Ge1Sb2Te4 and Ge2Sb2Te5).
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Figure 10.8: Six first distributions of neighbors around Ge atoms in amorphous Ge1Sb2Te4
and Ge2Sb2Te5. Decomposition into contributions due to the four-fold coordinated Ge
(Ge4) and the three-fold coordinated Ge (Ge3).
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Figure 10.9: Partial bond angles distributions around Ge, Sb and Te atoms in amorphous
Ge1Sb2Te4 and Ge2Sb2Te5.
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Figure 10.10: Partial bond angles distributions around Ge, for Ge3 and Ge4 type of atoms
separately, in amorphous Ge1Sb2Te4 and Ge2Sb2Te5.
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Only a small fraction of these four-fold coordinated Ge are tetrahedrally coordinated, the
remaining atoms having four neighbors forming a local structure close to that of high
pressure monoclinic crystalline Se or Te [179, 180] (see Fig. 10.11).

Figure 10.11: The two observed environment for Ge atoms in our amorphous : tetrahedral,
in a small fraction (left), and similar to high pressure Te (right).

We also analyzed the bond angle distribution around Ge atoms by discriminating their
chemical environment. Considering the six first neighbors of a central Ge atom, we dis-
played in Fig. 10.12 the statistics of ̂XGeX and ̂XGeTe angles (X = Ge or Sb), the
miscoordinated atoms compared to the crystalline structures, and ̂TeGeTe. In each case,
we discriminated between the Ge3 and Ge4 type of atom.

In both compounds, we see that the contribution of the ̂TeGeTe angles is, as expected,
largely dominant. The Ge3 atoms distributions are centered around 90-95° and 180°, while
the Ge4 atoms contribution is centered on 109°. This is also true for the ̂XGeTe angle
distribution in the Ge2Sb2Te5 (in the other distributions, it is difficult to conclude because
of the lack of statistic). About 50 % of the tetrahedrally bonded Ge atoms exhibit wrong
bonds in Ge2Sb2Te5.

Our model amorphous Ge1Sb2Te4 and Ge2Sb2Te5 structures are rather similar to those
obtained for the other studies on the Ge2Sb2Te5, although the tetrahedrally bonded Ge
atoms are present in a proportion of 17 % and 16 % here (for Ge1Sb2Te4 and Ge2Sb2Te5
respectively), against 33 % and 34 % in [40, 39]. There is a high degree of chemical
ordering, the main defects being due to SbSb bonds which are not present in the crystal.
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Figure 10.12: Partial bond angles distributions around Ge, for Ge3 and Ge4 type of atoms
separately, in amorphous Ge1Sb2Te4 and Ge2Sb2Te5.
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Except for the small amount of tetrahedral Ge, the bond angle distributions in amor-
phous Ge1Sb2Te4 and Ge2Sb2Te5 display characteristics of a covalently p−bonded system,
with coordination numbers between 3 and 4 for Ge and Sb and between 2 and 3 for Te.

10.2.7 Three-Body Correlations

In our model, the connectivity of the Ge3 atoms, as well as that of Sb atoms, is very
similar to the GST cubic crystal case, and to the GeTe A7 structure [86], with 3 first
neighbors bonded at ∼ 90° angles. In this structure, however, the coordination is rather
3+3, as the first shell can be viewed as a distorted octahedron, with three first neighbors at
2.84 Å and three others at 3.15 Å (at 300 K, [83]). It is well know that this structure is, as
in the case of the elemental As counterpart, stabilized by a Peierls distortion, which opens
a gap at the Fermi level by breaking the cubic symmetry and doubling the periodicity of the
cell (see Chapter 2). It has been shown [24] that a similar Peierls distortion can stabilise
non-crystalline structures, amorphous and even liquids [23, 94], by locally doubling the
periodicity and thus locally alternating shorter and longer bonds.

This hypothesis can be verified from the three body correlation functions analysis (see
Fig. 10.13 and 10.14).

Depending on the angle between the bonds, the type of correlation differs. For tetra-
hedrally bonded Ge atoms (Ge4 type), correlations have been checked for angle values
in the range of 109 ± 10° and are maximal for bonds of equal length 2.67 ± 0.05 Å. For
3-fold bonded atoms (Ge3 type), the correlation is maximal for a succession of bonds with
lengths 2.94 Å and 3.20 Å in Ge1Sb2Te4 (2.88 Å and 3.04 Å in Ge2Sb2Te5), which are
close to the GeTe crystal bond lengths (2.84 Å and 3.15 Å, respectively). The structure
can thus be seen as a mix of almost perfectly tetrahedral Ge atoms and of Ge atoms that
are bonded as in the GeTe crystal, with some short-long alternation.

This differs from the results of Akola and Jones [39], in which no short-long correlation
exist in their amorphous Ge2Sb2Te5 model, with a dominant correlation between bonds
of equal length (∼ 2.8 Å), but this is in line with the recent model proposed by Robertson
[77] for the amorphous PCM.

10.3 Electronic properties of the GeSbTe alloys

In the case of phase-change material, it is important to determine how the structural
features translate into the electronic properties, as different explanations have been stated
in previous works [36, 181, 40, 39, 77] (see Chapter 1).

10.3.1 Electronic densities of states EDOS

The total electronic densities of states (EDOS) and the projections onto the different
kinds of atoms (calculated at the Γ point only) are plotted in Fig. 10.15. The gap is 0.45
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Figure 10.13: Three bodies correlation functions for central Ge, Sb or Te (top panel) and
for Ge3 and Ge4 type of atoms separately (bottom panel), in amorphous Ge1Sb2Te4.
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Figure 10.14: Three bodies correlation functions for central Ge, Sb or Te (top panel) and
for Ge3 and Ge4 type of atoms separately (bottom panel), in amorphous Ge2Sb2Te5.
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eV (0.25 eV) wide in the amorphous Ge1Sb2Te4 (Ge2Sb2Te5). The gap value was found
to be 0.19 eV for the amorphous Ge2Sb2Te5 in the simulations [39]. These values are
smaller than the experimental value (0.7 eV in Ge2Sb2Te5 [173]) as expected for DFT-
GGA calculations.

Figure 10.15: Total electronic densities of states in amorphous Ge1Sb2Te4 and Ge2Sb2Te5.

As the Ge atoms can be sorted in tetrahedral and octahedral environments, we projected
separately the density of states onto the two kinds of atoms and present the partial DOS
in Fig. 10.16. We first observe that both kind of Ge atoms have local DOSs with the same
gap width. The global shape of the valence DOS is however modified for the Ge4 type of
atoms, as there is a depletion in the p-DOS in a 2 eV range below the Fermi level. We
also note a transfer from a portion of s-states above the Fermi level for these atoms, as it
is a consequence of a shift towards a sp3 hybridization. So we cannot conclude that the
sp3 hybridization is the reason for the increase of the gap in the amorphous in comparison
with the p-bonded crystal.

10.3.2 Conductivities

Coherently with the electronic DOS here above, the d.c. conductivities computed
through the Kubo-Greenwood formula [163, 164] have a zero value (see Fig. 10.17), com-
parable to the experimental measurements [37]. The maximal conductivity is reached
between 2.5 and 3 eV, vs ∼ 2.8 eV for the experiment in [181], which ensures a proper
optical contrast.
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Figure 10.16: Partial electronic densities of states in amorphous Ge1Sb2Te4: p-PDOS
(solid red lines) and s-PDOS (dotted black line), calculated on the Ge3 (octahedral, shifted
by 50 for clarity) and Ge4 (tetrahedral) sites.
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Figure 10.17: Optical conductivity curves for amorphous Ge1Sb2Te4 and Ge2Sb2Te5. The
zero energy value gives the electrical conductivity.

10.4 Conclusion

Using ab initio molecular dynamics simulations, we have constructed a model for two
phase change materials in the amorphous phase. Their structures have a generally cubic
topology, as in the amorphous Ge2Sb2Te5 from FPMD in [39, 74], but include only around
16 % of perfectly tetrahedrally bonded Ge atoms. The remaining atoms belong to Peierls
distorted octahedral environments, as in crystalline and liquid GeTe, in agreement with
the model suggested recently by Huang and Robertson [77]. The sp3 hybridization of the
tetrahedrally bonded atoms has no effect on the electronic gap, which is intrinsic to the
system and is rather ionic in nature.
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Chapter 11

The amorphous Phase-Change
Materials from the view point of
Maxwell rigidity

In this thesis, we have described the structural and electronic properties of several
GeSbTe PCM, and evidenced many common features. However, these are not compatible
with the belief, used among else for guiding the EXAFS analysis from Baker et al. [42],
that GST’s are perfect glasses. In the following, we will establish a new method to un-
ambiguously count the constraints in a material and make used of the Maxwell rigidity
theory to quantify the GST amorphous glassy nature via their mechanical properties.

The rigidity theory offers a practical computational scheme using topology, namely the
Maxwell counting procedure, and has been central to many contemporary investigations
on non-crystalline solids, such as sulphur and selenium based amorphous networks [32, 33].
It has led to the recognition of a rigidity transition [34, 35] which separates flexible glasses,
having internal degrees of freedom that allow for local deformations, from stressed rigid
glasses which are ‘locked’ by their high bond connectivity. Mathematically, this transition
is reached when the number of mechanical constraints per atom equals the number of
degrees of freedom, that is 3 in three dimensions. What happens with heavier elements,
such as tellurium, which would lead to more complicated local structures, as highlighted
both from experiments [36, 37] and simulations [38, 39, 40, 41] ? Does the counting
procedure still hold ? Attempts in this direction have been made on the basis of EXAFS
measurements [42] but they seem to contrast with experimental findings and observations.
A firm ground for the Maxwell constraint counting is therefore very much desirable. In
this section, a precise enumeration of the constraints arising from bond-stretching (BS)
and bond-bending (BB) interactions is developped, based on the analysis of atomic scale
trajectories from First Principles Molecular Dynamics Simulations (FPMD). Combined
with rigidity theory, this opens an interesting perspective to study amorphous phase change
materials in much the same way as network glasses.

203
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11.1 Estimate of constraints : General setting

At the heart of the rigidity concept is the identification of relevant interatomic forces
between atoms in a manner similar to what Maxwell pioneered for trusses and macroscopic
structures [182]. In mechanical engineering, the stability of such structures depends on
the balance between forces acting on the node of a truss (i.e. the number of bar tensions
connecting the node, that is the number of Lagrangian constraints [183]) and its num-
ber of degrees of freedom. When applied to covalent amorphous networks and once the
forces acting as constraints are identified (BS and BB forces), a similar analysis can be
performed leading to the Phillips-Thorpe rigidity transition [34], which separates flexible
(underconstrained) networks from stressed rigid (overconstrained) networks [32, 33]. At
the transition, the low frequency (floppy) modes, which represent the internal degrees of
freedom permitting local deformations of the network, vanish [34].

As in standard mechanics however, instead of treating forces and querying about motion,
one can ask the opposite question and try to relate motion to the absence of a restoring
force. We apply this structural analysis in relation with rigidity theory on the FPMD
structure obtained in the previous chapters of this work.

11.1.1 Neighbor distributions

In the compounds studied during this thesis, we are dealing with octahedral and tetra-
hedral environments around each atom in a given structure. We will thus consider the six
first neighbors i, that are sorted according to their distance, and analyze the distribution
di(r) of these distances (see Chapter 6 section 6.3.4 for definition), the sum of which yields
the pair correlation function g(r).

The actual number of neighbors Nc, and hence the number of BS constraints, is calcu-
lated here by integrating the radial distribution function up to its first minimum (see Eq.
4.28 in Chapter 4). According to the constraint enumeration, one has Nc/2 BS constraints
for a Nc−coordinated atom [34].

11.1.2 Partial bond angle distributions

To estimate the number of BB constraints we analyze the partial bond angle distribu-
tions, P(θij), as defined in the Chapter 6 section 6.3.5. For each type of central atom 0,
we have partial bond angle distributions for each of the 15 angles î0j corresponding to the
six first neighbors (with i = 1, ..., 5 and j = 2, ..6, i 6= j).

The standard deviation σθij
(or second moment) of P(θij) provides a quantitative esti-

mate of the angular excursion around the mean value θ̄ij of angle î0j, thus measuring the
strength of the bond-bending restoring force. An angle displaying a wide σθij

corresponds
to a broken BB constraint as there is a weak interaction to maintain the angle fixed. In
an opposite way, sharp bond angle distributions lead to intact constraints. This way of
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analyzing the results of FPMD simulations will provide a firm basis for the enumeration
of BS and BB constraints in complex materials.

11.2 The simple case of GeSe2

In order to check this method, we first apply it to the benchmark case GeSe2 , for which
application of constraint counting algorithms is straightforward [34].

11.2.1 Constraints from experiment and rigidity theory

According to the Phillips-Thorpe enumeration [34, 35], one has for a Nc−coordinated
atom:

− CBS = Nc/2 bond stretching (BS) constraints.

− CBB = 2Nc − 3 bond bending (BB) constraints.

Thus a four-fold Ge atom has 2 BS and 5 BB constraints whereas the two-fold selenium
atom has 1 BS and 1 BB constraint leading to an overall number of constraints per atom
equal to 3.67 [34, 35].

11.2.2 Constraints from FPMD structures

We have computed the Ge and Se centered pair distribution functions and the neighbor
distributions (Fig. 11.1). These pair distribution functions reproduce very well the exper-
imental data from Salmon and co-workers [184]. It can be clearly seen from Fig. 11.1 that
Ge (Se) has 4 (2) neighbors contributing to the first peak, well separated from the other
neighbors. Integration of the first peak up to the minimum at 2.75 Å (2.78 Å for Se) leads
to similar values equal to 4.01 and 1.97 for Ge and Se respectively. Since the number of
bond-stretching (BS) constraints is equal to Nc/2, it leads to a respective number of BS
constraints of 2 and 1 for Ge and Se atoms.

We see in Fig. 11.2 that σθij
of P(θij) vary between 10° and 40° around Ge or Se

atoms, depending on the different angles î0j considered. For the Ge−centered atoms, six
standard deviations σθij

are found to be of the order of 10 − 15°, clearly separated from
all others for which σθij

' 40°. The gap between 10 − 15°and 40° present in the σθij

allows to separate angles into those which are relevant for rigidity purposes (and act as
rigid constraints), from those which are flexible (and lead to broken constraints). However
there is one redundant constraint that needs to be removed because it can be determined
from the five other angles. This leaves the estimate with 5 independent BB constraints
for the Ge atom. For the Se atom, a single low σθij

= 12° (i.e. a single BB constraint) is
found around the mean value θ̄ij = 100°, in agreement with experiment [185].

We thus show that the constraints computation from FPMD matches exactly the direct
counting from Ref. [34, 35].
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Figure 11.1: Experimental Ge and Se−centered (in top and bottom panel respectively)
pair distribution function (red markers, data from Petri et al. [184]) together with the 6
first distributions of neighbors and total, around Ge and Se atoms, from FPMD.
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Figure 11.2: Top: Ge−centered partial bond angle bond angle distributions (PBADs,
considering the 6 shortest neighbors) for the triplets of atoms i0j (i = 1, ..., 5, j = 2, ..., 6) in
amorphous GeSe2. The six colored distributions have a low standard deviation (typically
10 − 20°, see the bottom panel). Bottom: Standard deviation σθij

of the distributions
(see the top panel for Ge) as a function of the angle î0j in amorphous GeSe2: Ge and
Se−centered angles (blue and black respectively).
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11.3 The constraints in amorphous GeSbTe alloys

11.3.1 Structures of amorphous GeSbTe alloys

Having validated the method with GeSe2, we now turn to the amorphous GeSbTe
systems and focus on the constraint analysis of the five particular compositions we analyzed
in this thesis, namely GeTe6 (106), GeSb6 (160) (the details of the FPMD simulations for
these two compositions in the amorphous phase are given in the Appendix), Sb2Te (021),
Sb2Te3 (023), Ge1Sb2Te4 (124) and Ge2Sb2Te5 (225).

We extend our study to another alloy comprised in the ternary diagram in Fig. 1.3 in
Chapter 1 : GeTe (101). The FPMD simulations details for this composition are given in
the Appendix.

The structural properties for all these compounds, in particular the distances distri-
butions and partial bond angle distributions, have been set out in details in the previous
chapters or in the Appendix, and they will allow us to determine the BS and BB con-
straints. We resume the structural results obtained in the following subsections.

11.3.2 Distances distributions

If we compare the Ge environment in the amorphous materials studied in this work
(except GeSb6, see below) to GeSe2, several differences are observed, such as the absence
of a clear gap between the first and second shell of neighbors. Furthermore, theGeTe (101),
GeTe6 (106), Ge1Sb2Te4 (124) and Ge2Sb2Te5 (225) display a bimodal distribution of the
first four neighbors distances around Ge atoms. These two contributions arise from the
mixture of (distorted) octahedral and tetrahedral environments (see the previous chapters,
the Appendix and [186] for a detailed analysis).

These findings contrast with those found in absence of tellurium as in GeSb6 : around
Ge atoms, a clear separation is found between the first four equivalent neighbors and
the remaining fifth and sixth neighbor. These features are indicative of a tetrahedral
environment also evidenced by the angular analysis.

In systems without germanium Sb2Te and Sb2Te3 (see Chapter 9 Fig. 9.8), an inter-
mediate fourth neighboring atom can be found between the first shell (i=1 to 3) and the
second shell of neighbors (i=5 to 6) around a central Sb atom.

11.3.3 Coordination numbers and bond stretching constraints

By integrating the properly weighted partial radial distribution functions up to a cutoff
distance taken equal to the first minimum of total g(r), the average coordination number
Nc around each atomic species has been obtained for the different amorphous alloys studied
(see previous chapters). These coordination numbers will be used as input for the counting
of BS constraints. We checked the influence of reasonable changes in the cutoff distance
for integration, and the maximal error on Nc is ±0.3, half of it being the error on the BS
contribution to the constraint. The bond stretching constraints CBS resulting from the
coordination numbers Nc are given in Table 11.1.
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11.3.4 Partial angle distributions and bond bending constraints

The Ge, Sb and Te centered partial bond angle distributions P(θij) are plotted for each
compound in the previous chapters. Some specific angles clearly display a limited motion
around their mean value θ̄ij . The Fig. 11.3, 11.4, 11.5, 11.6, 11.7 and 11.8 show the average
θ̄ij of the 15 different bond angle distribution (first moments) and the standard deviations
σθij

, for all the compositions studied ((101), (106), (021), (023), (124), (225) and (160)
respectively). This leads to the determination of the corresponding BB constraints for Ge,
Sb and Te atoms, by counting the number of angles having a second moment of the order
σθij

' 10 − 15°. Compared to the benchmark system GeSe2, we notice that σθij
is more

scattered for large angle number n (i.e. n > 6), which suggests an increased orientational
disorder when more distant neighbors are considered. In the ternary compositions (124)
and (225), only three standard deviations are of the order of σθij

' 10−15° for the Ge and
Sb atoms, associated with well-defined angles at θ̄ij = 90− 100° which are reminiscent of
the distorted octahedral-like rocksalt cubic phase [36, 71]. The bond bending constraints
CBB are given in Table 11.1.

11.4 Total number of constraints

The present results contrast with the view that would follow the standard enumeration
of BS and BB constraints, from coordination numbers obeying the 8−Nsp rule. Following
this, a 3-fold Sb would give rise to 1.5 BS and 3 BB constraints [34, 35]. Here, in (124)
and (225) for example, Sb has an additional neighbor that increases the number of BS
constraints but it does not give rise to two additional BB constraints. In (124) and (225),
only three Sb angles have a standard deviation of 10−15° corresponding to average θ̄ij=95°
angles. The same holds for tellurium in the (021) alloy, that has around two neighbors,
but only one angular constraint.

On the basis of the Nc and σθij
of P(θij) calculated on FPMD structures, a Maxwell

measure for the total number of constraints, CBS+BB, of GexSbyTe1−x−y is given by :

CBS+BB =
[
x(CGe

BS − CTe
BS) + y(CSb

BS − CTe
BS) + CTe

BS

]
+

[
x(CGe

BB − CTe
BB) + y(CSb

BB − CTe
BB) + CTe

BB

]
(11.1)

where the square brackets are used to separate BS from BB contributions. Resulting
contraints are given in Table 11.1.

The case of a mixed environment In order to obtain a counting that takes into
account different local topologies, a more subtle analysis is needed to compute the number
of constraints in the alloys involving both germanium and tellurium atoms. In fact, two
types of local environment can be clearly isolated for four-fold Ge in the presence of
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Figure 11.3: Average θ̄ij (first moments) of the 15 different bond angle distributions P(θij)
for angles î0j (0 being the central atom) and the standard deviations σθij

, for central Ge
(discriminated between the Ge3 and Ge4 type) or Te atoms in amorphous GeTe.
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Figure 11.4: Average θ̄ij (first moments) of the 15 different bond angle distributions P(θij)
for angles î0j (0 being the central atom) and the standard deviations σθij

, for central Ge
(discriminated between the Ge3 and Ge4 type) or Te atoms in amorphous GeTe6.



212 Chapter 11. The amorphous PCM from the view point of Maxwell rigidity

Figure 11.5: Average θ̄ij (first moments) of the 15 different bond angle distributions P(θij)
for angles î0j (0 being the central atom) and the standard deviations σθij

, for central Sb
or Te atoms in amorphous Sb2Te and Sb2Te3.
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Figure 11.6: Average θ̄ij (first moments) of the 15 different bond angle distributions P(θij)
for angles î0j (0 being the central atom) and the standard deviations σθij

, for central Ge
(discriminated between the Ge3 and Ge4 type), Sb or Te atoms in amorphous Ge1Sb2Te4.
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Figure 11.7: Average θ̄ij (first moments) of the 15 different bond angle distributions P(θij)
for angles î0j (0 being the central atom) and the standard deviations σθij

, for central Ge
(discriminated between the Ge3 and Ge4 type), Sb or Te atoms in amorphous Ge2Sb2Te5.
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Figure 11.8: Average θ̄ij (first moments) of the 15 different bond angle distributions P(θij)
for angles î0j (0 being the central atom) and the standard deviations σθij

, for central Ge
and Sb atoms in amorphous GeSb6.
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Compound Atom Ci
BS Ci

BB CBS+BB

GeTe6 Ge 2.0 3.3
Te 1.3 1.0 2.60± 0.16

GeTe Ge 2.1 3.1
Te 1.55 1.0 4.1± 0.17

Ge1Sb2Te4 Ge 1.85 3.3
Sb 1.85 3.0
Te 1.25 1.0 3.41± 0.14

Ge2Sb2Te5 Ge 2.05 3.3
Sb 1.95 3.0
Te 1.35 1.0 3.60± 0.12

GeSb6 Ge 2.1 5.0
Sb 1.95 3.0 5.26 ± 0.14

Sb2Te Sb 1.9 3.0
Te 1.2 1.0 4.00 ± 0.10

Sb2Te3 Sb 1.85 3.0
Te 1.15 1.0 3.23± 0.12

Table 11.1: Bond stretching constraints Ci
BS of the atomic species i = Ge, Sb, Te (the

maximum error on it is ±0.15), number of BB constraints Ci
BB computed from the stan-

dard deviations of the partial bond angle distributions (PBADs) P(θij), and total number
of constraints CBS+BB in the six different GeSbTe compounds studied. BB constraints,
corresponding to a number of rigid angles, are integer values for Sb and Te. Since Ge
may display two different environments, with 3 BB constraints for distorted octahedral,
and 5 for tetrahedral, a weighted average is taken, with error bars of ±0.1 arising from
the tetrahedral fraction of Ge (η4) estimate.
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tellurium, as seen in Chapter 10 for (124) and (225) and in the Appendix for (106) and
(101):

− A majority of distorted octahedral sites having 3 constraints for the angles θ̄ij =
90− 100°.

− A minority (with fraction η4) of tetrahedralGe (calculated to be respectively η4=0.16
and η4 =0.17 in the (225) and (124), also found in Refs. [39, 40], and η4=0.33 and
η4=0.25 in (106) and (101)) which have 5 BB constraints as in GeSe2.

The determination of BB constraints can be generalized to mixed environments without
any ambiguity as seen for Ge1Sb2Te4 (Fig 11.6). For instance, after the identification of
tetrahedra in Ge1Sb2Te4, it is possible to obtain the standard deviation σθij

depending
on the local structure, tetrahedral or octahedral. It appears clearly (Fig. 11.6) that
the tetrahedral Ge sites have 6 rigid angles, corresponding to 5 BB constraints as in the
GeSe2 benchmark, while the distorted octahedral ones have only 3 rigid angles and BB
constraints.

This means that the average number of germanium BB constraints is CGe
BB = 5η4 +

3(1− η4) = 3 + 2η4 and gives for the Maxwell estimate:

CBS+BB =
[
x(CGe

BS − CTe
BS) + y(CSb

BS − CTe
BS) + CTe

BS

]
+

[
x(3 + 2η4) + 3y + (1− x− y)

]
(11.2)

and finally to C(124)
BS+BB=3.41 and C(225)

BS+BB=3.60 (see Table 11.1). One can thus conclude
that (124) and (225) are stressed rigid, i.e. they have more constraints than degrees of
freedom (3 in 3D). The present results contrast with the assumption that GST are perfect
glasses, assumption that was used to analyze EXAFS results in [42]. The present results
agree with the observation that, apart the (106) alloy [187], which is found flexible, but
close to the optimal CBS+BB = 3, none of the alloys studied can form bulk glasses.

The case of GeSb6 Again, we note that the GeSb6 compound behaves very differently
from tellurium containing alloys, as already emphasized in the previous chapter. The
integration of the first peak of the pair distribution functions yields a coordination number
of 4.15 and 3.70 for Ge and Sb respectively . However, the origin of a similar coordination
number for both chemical species is quite different. One has indeed an octahedral distorted
structure for the Sb atom (as manifested by three angles close to an average angle of 95°
in Fig. 13 in the Appendix), whereas the closest angles for the Ge atom are indicative
of a tetrahedral environment (109°). Corresponding partial angles show a low standard
deviation, of the order of 15 − 20°. In this respect, it appears that from the viewpoint
of rigidity Sb is close to what is obtained for ternary telluride compounds while Ge is
tetrahedral and behaves similarly to what is obtained for GeSe2.
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11.5 Rigidity transition in tellurides

Using these elements, we now determine an approximate flexible to rigid transition
composition [34, 35] from the Maxwell estimate corresponding to CBS+BB = 3. We plotted
in Fig. 11.9 the numbers of constraints given in Table 11.1 for each compound studied,
together with the level lines corresponding to number of constraints going from 2.6 to 6.6
by 0.2 step. The Maxwell line (CBS+BB = 3), is found to be close to the compositional
join GeTe4−SbTe4 or e.g. to the GeSbTe8 alloy on the GexSbxTe1−2x tie line and defines
two regions in the GST triangle:

− In the tellurium-rich region the system has not enough Ge or Sb cross-links to ensure
rigidity, and local deformations are allowed.

− In the second region, where usual PCMs are found, the amorphous phases are
stressed rigid.

Figure 11.9: Contour map of the number of constraints CBS+BB in the ternary
GexSbyTe1−x−y phase diagram. The magenta and black lines correspond respectively
to the stressed rigid and flexible phase. Black circles represent the compositions studied
by FPMD in this thesis. The thick magenta line represents the rigidity transition line
defined by CBS+BB = 3, and separates the flexible (Te-rich) from the stressed rigid phase
where most PCMs can be found, especially on the GeTe− Sb2Te3 tie line (black line).
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Although the mechanical properties of the amorphous phase probably play a role in
the recrystallization process, the most important direct application of the present analysis
concerns the ageing of the amorphous structure, and consequently the drift of its electrical
resistivity with time. As ageing has been found to be very small in optimally constrained
glasses [33], we expect small drifts for alloy compositions yielding a number of constraints
close to the rigidity transition (CBS+BB = 3). Doping an established PC material with
elements contributing to a lowering of the constraints should lead to improved properties
as far as the ageing is concerned. This technologically important issue should obviously
be addressed experimentally.

11.6 Conclusion

We have developed a new constraint counting algorithm applicable to tellurides for
which a simple counting based on the 8−Nsp (octet) rule does not apply in a straightfor-
ward manner [188]. We show that atomic-scale trajectories obtained from First Principles
Molecular Dynamics simulations can be appropriately used for bond-stretching (BS) and
bond-bending (BB) constraint counting and applied to the GST phase-change system,
a family of huge technological interest. The results show that amorphous systems lying
on the popular Sb2Te3 − GeTe tie-line in the GST compositional triangle belong to a
stressed rigid phase, whereas an isostatic stress-free Phillips-Thorpe rigidity transition
line is obtained close to the SbTe4 −GeTe4 join.
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A driving force to explain the Negative Thermal Expansion
in liquid tellurides

Among the chalcogenides alloys we studied for their NTE, liquid GeTe6 and As2Te3
showed, as expected, the most striking effects.

By means of neutron diffraction experiments, we evidenced a strong evolution of the
structure factors with temperature, with, in particular, an increase of the ratio between the
first and second peaks height. The extreme values of this ratio are a qualitative indicator
of the importance of the structural changes related to a NTE. This evolution is correlated,
for both alloys, with an increase of the coordination number.

First Principle Molecular Dynamics simulations reproduced the evolution of the mea-
sured quantities, and permitted to follow the structural changes at the microscopic scale.
In all compounds studied, the local order remains clearly octahedral along the NTE. In
the low temperature liquid (with the largest volume), a distortion, involving shorter and
longer interatomic distances, was found. We showed that the distribution of shorter and
longer bonds depends on the chemical element, the coordination numbers tending to fol-
low the octet rule valid in the pure crystals. Moreover, the short and long bonds are not
randomly distributed, and an alternation is preferred (at least, in GeTe6, around the Ge
atoms). Just above the melting point, the local order of these semi-conductors is thus
governed by a Peierls-like distortion mechanism, which minimizes the energy by opening
of a gap at the Fermi level. Along the NTE, our FPMD simulations revealed the gradual
decrease of the Peierls distorsion, the local order becoming more symmetric with temper-
ature, by an elongation of the shortest distances and a shortening of the longest ones. The
longest distances decrease more than the shortest ones elongate, and the volume shrinks.

The most striking result of this thesis was probably the one obtained with inelastic
neutron scattering, as we found that a strong evolution of the VDOS is associated with
the NTE. We measured a red-shift (reproduced by our FPMD simulations) of the high-
frequency part of the VDOS when the temperature increases. At the first sight, this
observation is paradoxical, as it implies that the volume shrinking along the NTE is
accompagnied by a softening of the vibrational modes. Nevertheless, this result further
supported our model for the structural evolution. Moreover, the change in the VDOS
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allowed for the calculation of the vibrational entropy variation along the NTE, and we
showed that it represents the largest part of the total entropy thermal evolution, which is
totally unusual.

With these experiments and computer simulations, we demonstrated that the gain of
vibrational entropy is the driving force for the observed NTE in rich-Te GexTe1−x and
AsxTe1−x alloys [154]. We may expect this mechanism to apply to all Peierls distorted
p-bonded elements and alloys, provided that the melting temperature is smaller than the
distortion energy.

Another important result is that we reproduced, with FPMD simulations (for As2Te3),
the semi-conductor to metal transition that occurs along the NTE. The alteration of the
local Peierls distorsion is indeed responsible for a large increase in conductivity.

The Sb addition to Te-rich GexTe1−x alloys obscures the NTE
effect in the liquid phase

When adding a quantity of Sb in Te-rich GexTe1−x alloys, a NTE is no longer observed,
as in the case of the PCM Ge1Sb2Te4 and Ge2Sb2Te5. We studied this effect with experi-
ments on liquid Ge(Sb10Te90)6 (i. e. GeTe6 in which 10 % of Te has been replaced by Sb)
and on GeSb6 (which can be viewed as the extreme limit case). The latter was found to
behave as a ‘normal’ liquid with temperature. The substitution of a small quantity of Te
by Sb in GeTe6 had considerable effects on the structural and dynamical characteristics
of the compound. The structure factor still showed a slight thermal evolution, but the
red-shift of the VDOS’ high energy part when decreasing the temperature was no longer
observed. The changes depend on the degree of Te substitution by Sb : in Ge1Sb2Te4
(one third of the Te replaced by Sb compared to GeTe6), the evolution of the VDOS as
well as that of the S(q) are totally canceled out. The addition of Sb to the eutectic GeTe6,
which presents a NTE just above the melting point, increases the Tm, and the anomaly
is no longer observable in the thermodynamically stable liquid. From these results, we
conjecture that these GeSbTe alloys are on the high T range of the NTE (some still show
an evolution), the lowest T range being unreachable (because located in the supercooled
region). This is sustained by the GeSbTe sound velocity behavior, which closely looks like
the part comprised in the highest T range of the NTE of GeTe6.

Structural and dynamical reasons for the ability of SbTe alloys
to switch easily from the amorphous to crystalline phase

The excellent agreement obtained between FPMD simulations results and neutron diffra-
ction experiments on liquid and amorphous SbTe alloys allowed a precise characterization
of their structures. We found that the local order in amorphous Sb2Te, and especially in
Sb2Te3, is very close to what is found in their crystals (octahedral, with distortions, and
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chemically ordered), and that a strong medium range order is present in both amorphous.
Finally, the dynamical correlations showed an increase of the long wavelength and low
energy modes upon quenching.

These similarities between the amorphous and crystalline phases can explain the rapid-
ity of the switching in compounds such as AIST , used as PCM, which was found similar
in structure to the Sb2Te alloy. The amorphous Sb2Te3 local order is so close to that of
the crystal that we expect the activation energy of recrystallization to be low, which does
not permit the obtention of a amorphous phase suitable for PCM use.

Counting algorithm for the constraints in PCM

After the study of the SbTe constituants of the most used PCM, we have constructed
a model for the amorphous Ge2Sb2Te5 and Ge1Sb2Te4 alloys, using ab initio molecular
dynamics simulations [186]. Their structures are shown to have a generally cubic topology,
including around 16 % of perfectly tetrahedrally bonded Ge atoms. The remaining atoms
belong to Peierls distorted octahedral environments, in agreement with models presented
recently.

Finally, we have developed a new constraint counting algorithm applicable to tellurides
for which a simple counting based on the octet rule does not apply in a straightfor-
ward manner, as in disordered phases [188]. We showed that atomic-scale trajectories
obtained from FPMD simulations could be appropriately used for bond-stretching and
bond-bending constraint counting. We applied the constraint counting algorithm to the
different amorphous compounds studied during this thesis. The results show that amor-
phous systems lying on the Sb2Te3 − GeTe tie-line in the GST compositional triangle
belong to a stressed rigid (overconstrained) phase, whereas an isostatic stress-free Phillips-
Thorpe rigidity transition line is obtained close to the SbTe4 − GeTe4 join. Since it has
been found in amorphous selenides and sulphides that compositions around this transition
line display some remarkable properties such as the absence of ageing, a stress-free charac-
ter and space-filling tendencies [189], one may wonder to what extent these properties can
be observed in tellurides as well, and how these properties, once being observed, could be
used in close future to design phase-change materials with the corresponding functionality.

The obtention of the results summarized here would not have been possible without
the combination of experimental methods and computer simulations. The quantities mea-
sured with experiments, especially on disordered systems, give a truncated (because of the
experimental bias) and averaged view of what is happening in the sample. The ab initio
simulations are useful to access directly to the atomic trajectories, which permit to obtain
information about local order evolution, but the first step should always be to validate it
by comparison with experiments.
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Ab initio simulations on the GeSb6,
GeTe and GeTe6 alloys in
amorphous phase

We performed FPMD simulations with the VASP simulations package [134] to obtain
atomic trajectories of 210 to 216 atoms systems (GeTe : 105 Ge + 105 Te, GeSb/Te6 :
31 Ge + 185 Sb/Te) at the experimental amorphous densities [171, 20] (ρ = 0.0303 Å−3

for GeTe, ρ = 0.0303 Å−3 for GeTe6 and ρ = 0.0283 Å−3 for GeSb6). In each case, we
first heated the liquid at 3000 K for 10 ps and then gradually cooled it down to 300 K
in 30 ps. After that, we thermalized the amorphous for at least 15 ps each. We used
the PW91 exchange correlation functional [128], ultrasoft pseudo-potentials [133], Ge (4s
and 4p), Sb and Te (5s and 5p) valence electrons and a 250 eV plane waves cutoff energy.
Calculations were performed at Γ point only.

The structural results we obtained on these amorphous are detailed in the following,
and in Chapter 11.

Amorphous GeSb6

Comparison with neutron diffraction experiment

The neutron diffraction experiment on GeSb6 in amorphous phase was performed on
the two-axis diffractometer D4, in the same experimental conditions as the amorphous
Sb2Te and Ge1Sb2Te4 (see Chapters 9 and 10 respectively).

We observe several changes of the overal shape of the GeSb6 structure factor when going
from the liquid to amorphous phase (see Fig. 10):

− The ratio of the first and second peak heights decreases strongly, from ∼ 1.6 to
∼ 1.1.

− The position of the first (second) peak is shifted by −0.14 Å−1 (+0.2 Å−1).
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− The asymmetry of the third peak evolves from the low-q side to the high-q side. The
same change is observed for the fourth peak.

Our simulations reproduce the measured changes in S(q) and g(r) with a satisfactory
agreement (see Fig. 10 and 11). Some discrepancies are however observed, as a lower
height for the two first S(q) peaks, and a slight overestimation of the distances in FPMD
g(r) (in which the three first peaks maxima are shifted by ∼ 0.13 Å in average).

Figure 10: Structure factors from the experiment (red markers) and the FPMD simulations
(black lines) in liquid and amorphous GeSb6.

Structure of GeSb6 in amorphous phase

The interatomic distances are computed for the 6 first neighbors of all the atoms in
the box and averaged over the FPMD trajectories, around the Ge or Sb atom separately.
In the distances distributions around Ge atoms (see Fig. 12), a clear separation is found
between the first four equivalent neighbors and the remaining fifth and sixth neighbors.

This particular profile for the distances around the Ge atoms is indicative of a quasi-
perfect tetrahedral order around Ge atoms, while Sb atoms have an octahedral neighbor-
hood, as shown with the partial bond angle distributions of Fig. 13. It is actually quite
unexpected to be able to reproduce such a large evolution of the Ge atoms neighborhood
with the FPMD quench (from a perfect octahedral order in liquid, see Chapter 7, to a
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Figure 11: Pair correlation functions from the experiment (red markers) and the FPMD
simulations (black lines) in liquid and amorphous GeSb6.

perfect tetrahedral order in amorphous). These results are in agreement with previous
results [55].

Amorphous GeTe

Comparison with X-ray diffraction experiment

As shown in Fig. 14, the structure factors obtained from the simulations on amorphous
GeTe compare favorably with the available experimental S(q) obtained by X-ray scattering
[72]. All peaks and especially the first ones found around 2, 3.4, and 5 Å−1 are reasonably
well reproduced in height and position.

We see in Fig. 15 that the 4 first distance distributions in amorphous GeTe are split in
two parts. As in the amorphous Ge1Sb2Te4 and Ge2Sb2Te5 compounds (see Chapter 10),
it could be an indication of two distinct environments for the Ge atoms in the structure.
We decompose the population of Ge atoms by counting their number of neighbors at
distances smaller than 2.87 Å, which is the location of the minimum that separates the
two peaks in the distribution d4(r). It appears (see Fig. 16) that the first 4 neighbors’
distributions around Ge atoms consist of two independent components : the short-distance
sub-peak belongs to 4-fold bonded atoms (25 % of the Ge atoms are in this case) and the
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Figure 12: Six first interatomic distance distributions aroundGe or Sb atoms in amorphous
GeSb6 from FPMD simulations.
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Figure 13: Partial bond angle distributions around Ge or Sb atoms in amorphous GeSb6
from FPMD simulations.
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Figure 14: Structure factors from the experiments (red markers) and the FPMD simula-
tions (black lines) in amorphous GeTe6 and GeTe. The X-ray diffraction result on GeTe
is from Kohara et al. [72].

second sub-peak belongs to atoms with a coordination number of 3 (the remaining Ge
atoms). These two types of Ge atoms are referred to as Ge3 and Ge4 respectively.

We analyze the bond angle distributions around Ge3 and Ge4 separatly (see the partial
bond angle distributions in Fig. 17), and around Te (see the total bond angle distributions
in Fig. 18). For the 3-fold bondedGe, we found bond angle distribution peaked around 92°,
close to what found around Te atoms (∼ 87°). The 25 % of 4-fold Ge, as in Ge1Sb2Te4
and Ge2Sb2Te5, have very different bond angle distributions, with a maximum around
109°.

Amorphous GeTe6

Comparison between experimental and FPMD results

The neutron diffraction experiment on GeTe6 in amorphous phase was performed on
the two-axis diffractometer D4, in the same experimental conditions as the amorphous
Ge2Sb2Te5 (see Chapter 10).

We observe a shift of the positions of the peaks between the experimental and FPMD
S(q) of amorphous GeTe6 (see Fig. 14). This is linked with an overestimation of inter-
atomic distances in the calculated pair correlation functions, as it was already noted in
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Figure 15: Six first interatomic distance distributions aroundGe or Te atoms in amorphous
GeTe from FPMD simulations.

the study of the liquid GeTe6 (see Chapter 6).

FPMD structure

As in amorphous GeTe and GeSbTe alloys, the 4 first distance ditributions in amorphous
GeTe6 are split in two parts (see Fig. 19). This is the compound in which the low-
r sub-peaks are the most prominent. If we decompose the population of Ge atoms by
counting their number of neighbours at distances smaller than 2.86 Å (locations of the
minimum that separate the two peaks in distribution d4(r)), we observe in Fig. 20, as
previously noted in the phase-change alloys, that the short-distance sub-peak belongs to
4-fold bonded atoms (Ge4) and the second sub-peak belongs to atoms with a coordination
number of 3 (Ge3). The proportion of Ge4 is the most important in this compound (33
% of the Ge atoms are in this case). The study of the bond angle distributions show that
the Ge4 are tetrahedrally bonded, while the Ge3 and Te atoms have a mostly octahedral
environment (see Fig. 21 and 22).
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Figure 16: Six first interatomic distance distributions around Ge atoms in amorphous
GeTe from FPMD simulations, for the Ge3 and Ge4 type of atoms.
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Figure 17: Partial bond angle distributions around Ge3 and Ge4 type of Ge atoms in
amorphous GeTe from FPMD simulations.
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Figure 18: Total bond angle distributions around Ge and Te atoms in amorphous GeTe
from FPMD simulations.
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Figure 19: Six first interatomic distance distributions aroundGe or Te atoms in amorphous
GeTe6 from FPMD simulations.
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Figure 20: Six first interatomic distance distributions around Ge atoms in amorphous
GeTe6 from FPMD simulations, for the Ge3 and Ge4 type of atoms.
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Figure 21: Bond angle distributions around Ge or Te atoms in amorphous GeTe6 from
FPMD simulations.
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Figure 22: Bond angle distributions around Ge3 or Ge4 atoms in amorphous GeTe6 from
FPMD simulations.
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