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A B S T R A C T

Offshore wind farms are typically connected to the mainland via HVAC or HVDC lines. Another possibility to
transmit energy is using molecules instead of electricity which may lead to reduced cost and better storage
opportunities. This paper proposes a multi-carrier (natural gas, electricity and hydrogen) model of the Belgium
energy system in 2050, under carbon neutrality constraint, to assess whether an energy mix should contain
offshore hydrogen production. While HV lines remain the main way of transmitting energy from the offshore
farm to mainland, the results show that depending on the renewable capacities, the distance between the wind
farm and the coast, and the price of hydrogen import, producing H2 offshore could be beneficial.
1. Introduction

The European Commission has targeted carbon neutrality in EU27
by 2050. In this regard, several scenarios have been proposed to reach
the set targets by different actors, such as academics, industries, TSO
of gas and electricity [1–4]. All these scenarios stress the importance
of increasing renewable energy production. The same applies for the
Belgium energy transition which possesses a moderate but not yet
reached potential in offshore wind energy and still have room to
increase its onshore wind and solar PV energy production [5].

Another part of the solution to achieve carbon neutrality is the
decarbonisation of certain sectors, especially the heating, transport,
and industry sectors. One of the fastest ways it could be achieved is
through electrification. Electric vehicles and heat pumps are already
mature technologies and are more efficient than their fossil fuels and
gas-fuelled counterparts [6]. Moreover, both can be used as short-
term storage and demand-shifting potential. In the industry sector,
electricity can also be used as a source of energy for low-temperature
(e.g. heat pump), medium-temperature (e.g. electric infrared heat-
ing) or high-temperature (e.g. induction heating, electric arc furnace)
heating processes [7].

In this aspect, the Belgium transmission system operator (TSO)
Elia has laid plans to develop the Belgian power grid in order to
make it ready to cope with the increase in electricity production and
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consumption [8]. For the development of the high-voltage grid (380
kV), three pillars were identified:

• the development of the offshore network to bundle the connec-
tions of additional offshore wind farms and to ensure economi-
cally efficient transmission to the land,

• the reinforcement and the extension of interconnection capacity
with adjacent countries,

• the reinforcement and extension of the power grid within Bel-
gium.

However, it comes with substantial costs in electrical infrastructure [9].
A solution to mitigate these costs could be to support the decar-

bonisation by electrification with the use of green molecules (green
or blue hydrogen and synthetic methane). Hydrogen is already used
as feedstock for iron, steel, ammonia, fuel production and the petro-
chemical industry, but it is mainly produced through steam methane
reforming (SMR) which releases carbon dioxide. Blue hydrogen (con-
necting a carbon capture unit to the SMR device) or green hydrogen
(produced from electrolyser using green electricity) could be used as
feedstock instead. Hydrogen can also partially substitute the current
use of natural gas for medium and high-temperature processes, as well
as its use in power plants and can also be used as fuel for transport [10].
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Nomenclature

, 𝑐 Set of clusters and cluster index
 , 𝑒 Set of hyperedges and hyperedge index
 Hypergraph with node set  and edge set


𝑛, 𝑖 Set of external variables at node 𝑛, and

variable index
 , 𝑛 Set of nodes and node index
 , 𝑡 Set of time periods and time index
𝑒𝑇 , 𝑒𝐻 Tail and head of hyperedge 𝑒 ∈ 
𝜒𝑛𝑖 ∈ R+ Cost of the commodity 𝑖 consumed by the

node 𝑛
𝛥𝑛𝑖,+ ∈ [0, 1] Maximum ramp-up rate for flow 𝑖 and con-

version node 𝑛 (frac. of capacity per unit
time)

𝛥𝑛𝑖,− ∈ [0, 1] Maximum ramp-down rate for flow 𝑖 and
conversion node 𝑛 (frac. of capacity per
unit time)

𝜂𝑛+ ∈ [0, 1] Charge efficiency of storage node 𝑛
𝜂𝑛− ∈ [0, 1] Discharge efficiency of storage node 𝑛
𝜂𝑛𝑆 ∈ [0, 1] Self-discharge rate of storage node 𝑛
𝜄𝑛𝑖 ∈ R+ Cost related to the CO2 captured from or

released to the atmosphere by the node 𝑛
𝜇𝑛 ∈ [0, 1] Minimum operating level of conversion

node 𝑛 (fraction of capacity)
𝜅𝑛 ∈ R+ Maximum capacity of technology 𝑛
𝜙𝑛𝑖 ∈ R+ Conversion factor between reference flow 𝑟

and flow 𝑖 for conversion node 𝑛
𝜙𝑛CO2

∈ R+ Conversion factor between carbon dioxide
produced and flow 𝑖 for conversion node 𝑛

𝜋𝑛𝑡 ∈ [0, 1] (operational) availability of conversion
node 𝑛 at time 𝑡

𝜓𝑛𝑟 ∈ [0, 1] Percentage of the commodity 𝑟 that need
to be self-consumed in the node 𝑛 for its
operation

𝜌𝑛 ∈ [0, 1] Charge-to-discharge ratio of storage node 𝑛

𝜅𝑛 ∈ R+ Existing capacity of technology 𝑛
𝐸𝑛 ∈ R+ Stock capacity of storage node 𝑛
𝑒𝑛𝑡 ∈ R+ Inventory level of storage node 𝑛 at time 𝑡
𝐾𝑛 ∈ R+ Flow capacity of node 𝑛
𝑞𝑛𝑖,𝑡 ∈ R+ Flow of commodity 𝑖 at node 𝑛 and time 𝑡

Synthetic methane can also be used as a substitute for natural gas. It
oes not require any adaptation from the existing gas network and can
e easily stored. Part of the gas network can also be repurposed in
rder to deliver hydrogen, decreasing the cost of supply of this latter
olecule [10]. However, both hydrogen and synthetic methane require

specific and expensive infrastructure to be produced. Furthermore, the
use of green molecules increases the total energy demand due to the
conversion losses during their production [6]. This is the reason why
the energy demand in futuristic scenarios assumes a partial electrifi-
cation for certain sectors and the other part is decarbonised via the
consumption of green molecules [1,6]. Those scenarios differ in the
proportion of green electrons vs green molecules consumed.

This paper aims to challenge the first pillar of the development of
he high-voltage grid according to Elia, more specifically the intercon-

nection between offshore wind farms and inland Belgium. It aims to
explore whether transporting a portion of the energy generated by off-
shore wind turbines to mainland Belgium in the form of green hydrogen
2 
or synthetic methane would be more advantageous, rather than solely
elying on electricity. To this end, an integrated energy system model

divided in three geographical regions called clusters, the offshore hub,
the coastal area and the Belgium inland, is designed. The objective of
this division is to correctly assess the quantity of energy transferred
from the offshore hub to inland Belgium and, as a result, the type of
infrastructure needed to transport this energy. The modelling of inland
Belgium draws inspiration from the optimisation model created in [11].
This model comprises a wide range of technologies and considers the
hree energy carriers used to supply energy from the offshore hub
electricity, hydrogen and natural gas/methane) and one additional
ommodity, the carbon dioxide. The energy demands consider different
ectors and scenarios from the 2022 Ten-Year Network Development

Plans (TYNDP) of the European Network of Transmission System Op-
erators for electricity (ENTSO-E) and gas (ENTSOG) are used for their
nnual values [1]. A strong constraint of the model is to reach carbon

neutrality with scenarios for the year 2050.
The remainder of this paper is organised as follows. Section 2

reviews related works about integrated energy systems and offshore
and remote hubs and highlights the areas to which the present paper
ontributes. Section 3 discusses the assumptions and features of the

model, presents the modelling language used, describes the model
formulation and introduces the case studies that will be analysed in Sec-
tion 4. Section 5 proposes sensitivity analyses and Section 6 describes
the limitations of the model.

2. Related works

This paper is related to three bodies of work: integrated energy
systems, optimisation tools and integration of offshore energy.

Integrated energy systems are widely used to model and evaluate
otential pathways towards carbon emission neutrality. These inte-
rated systems can be viewed as networks of interconnected units
r components [12], comprising different energy carriers and are de-

scribed as planning and control problems. A common way of tackling
hese problems is mathematical programming, in particular Mixed-

Integer Linear Programming (MILP) [13] or Linear Programming (LP)
[14]. In mathematical programming, the problems are formulated using
variables, constraints and an objective function to optimise.

Different tools can be used to formulate and solve those problems.
 comparison of those different tools has been made in [15]. The key

elements in this comparison was the fact that these tools could be
divided into two classes: Algebraic modelling languages (AMLs) such as
AMPL [16] or Pyomo [17] and object-oriented modelling environments
(OOMEs) such as PyPSA [18] or Calliope [19]. GBOML is a hybrid

odelling tool, in-between AMLs and OOMEs. In this work, we use
GBOML. GBOML enables one to encode structure, define templates of
technologies, allows reuse and model assembling, i.e. key features that
are particularly useful for modelling wide energy systems and enabling
their extension.

A comprehensive evaluation of integrated energy systems is pro-
vided in [20], offering a critical overview of models and evalua-
ion methodologies aimed at analysing multi-energy systems. These
ethodologies encompass notions such as energy hubs and micro-

grids. Additionally, [21] proposes a methodology for the simultaneous
optimisation of energy systems involving multiple energy carriers, in-
cluding electricity, natural gas, and district heating. Authors in [22]
survey notable methodologies employed to capture the repercussions
of variability in power systems within integrated system models. These

ethodologies consider temporal aspects and employ simplifying as-
umptions to render the computational handling of such models fea-
ible. One of these methodologies is implemented in [23], where an

innovative operational model encompassing both electrical and gas
systems is introduced.

From these methodologies, global-scale multi-energy models have
been developed to evaluate the potential of the current energy system
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in the transition to sustainable energy. Otsuki and al. [24] develop a
lobal multi-energy model that considers 100 regions. They compute
he energy supply for the year 2050, accounting for variable renew-
ble energy technologies, system integration (including batteries, water
lectrolysis, and flexible charging for electric vehicles). Their findings
ndicate that a mix of variable renewables, carbon capture and storage
CCS)-equipped thermal power plants, and nuclear power plants is
he most cost-effective energy system. However, achieving a 100%
enewable energy system poses economic challenges in their model.

In [25], the authors present a global model segmented into 9
ajor regions, which are further divided into 145 subregions. These

ubregions are balanced to represent comparable shares of global power
emand, population, and land area. Their modelling results show that
 carbon-neutral electricity system can be economically feasible world-
ide by 2050, with a reasonable total system levelized cost of elec-

ricity (LCOE) ranging from 26 to 72 e/MWh, averaging 52 e/MWh
uncertainty range: 45–58 e/MWh). Notably, for both [24,25], net-

work stability requirements were not considered, and uncertainties
related to social, technological, and institutional factors were not fully
incorporated.

In a country scale, [26] presents an energy system model for Den-
mark, encompassing various sectors (transport, agriculture, and heat-
ing). The objective is to assess the feasibility of achieving a 100%
renewable energy system by 2050. Their results suggest that this goal
is attainable, leading to a 10.2% reduction in greenhouse gas emissions
compared to 2000 levels. However, spatial dimensions (i.e. the division
of the country into smaller regions) and network infrastructure costs
were not explicitly factored into the model.

For Belgium as well, research papers have explored various sce-
arios for its energy system. Ref. [11] proposes an integrated energy

system involving four commodities: electricity, hydrogen, methane/
ynthetic gas, and carbon dioxide across different sectors. The results
ighlight that power-to-gas has a limited role in decarbonising Bel-
ium’s energy system within the considered sectors. Moreover, due to
estricted renewable potential, results show that post-combustion and
irect air capture technologies are essential to achieve deep decarbon-
sation targets. However, the study only covers a small set of scenarios
nd lacks spatial dimensions, excluding network limitations as well.

Ref. [3] analyses Belgium’s energy system, considering multiple
carbon emission targets. It addresses electricity, heat, and mobility de-
mands, incorporating 96 technologies and 24 resources. The authors re-
port that Belgium can generate 42% of its primary energy domestically,
and a combination of offshore wind, geothermal potential, and nuclear
power can lead to a cost-competitive, very low-carbon society. Simi-
larly to the previous paper [11], spatial dimensions are not included,
nd infrastructure costs are proportional to renewable energy instal-
ation. Emissions account only for resources, excluding construction,

end-of-life energy conversion, and trade-related emissions.
While these models offer valuable insights into potential pathways

for Belgium’s energy transition, none of them explore the option of
roducing hydrogen directly offshore and then transporting it to the

shore in that form. However, the big challenge that comes with large
investments in offshore wind power mainly concerns how to smoothly
fit the generated electricity into current energy systems. Indeed, wind
electricity generation is intermittent and consequently, it does not align
with the patterns of the electricity demand.

To address this issue, [27] investigates the optimal operation of a
coupled wind-hydrogen system. The system supplies green hydrogen to
industrial sites and injects it into the natural gas grid. The electrolyser’s
sizing is based on excess wind power from wind farms. Preliminary
results indicate that net power curtailment can be reduced by up to 63%
by utilising excess energy for hydrogen production. However, hydrogen
production is limited to the Norther wind farm (350 MW capacity) and
does not occur offshore.

Offshore wind generation requires massive grid reinforcements
[28]. In this context, green hydrogen produced from offshore wind
 w

3 
emerges as a promising solution to overcome these obstacles. Various
studies have been carried out to assess the potential benefits of offshore
energy hubs that produce hydrogen or other electrofuels directly on-
site. The authors in [29] investigate three coupling technologies for
hydrogen production from offshore wind turbine farms: central onshore
electrolysis, decentralised offshore electrolysis, and centralised offshore
electrolysis. Offshore hydrogen pipelines are shown more beneficial
for large-scale farms, particularly those with longer offshore distances.
The decentralised offshore typology offers flexibility, allowing contin-
uous hydrogen production even if one electrolyser or turbine fails.
In contrast, the centralised offshore typology is less complex and can
employ electrolysis on a separate offshore platform. However, the study
does not explore the decision-making process for choosing between
hydrogen production and electricity.

In [30], the lowest cost for green hydrogen achievable is explored
using an integrated model that designs both hydrogen and offshore
electric power infrastructure. The model considers various electrol-
yser placements, technologies, and operational modes. Results indicate
that different electrolyser types are equally competitive, but offshore
lectrolysis yields the lowest hydrogen cost (2.4e/kg). Additionally,
nstalling an offshore electrolyser reduces wind electricity costs by up to
3% during peak loads. However, the model simplifies by considering

only major system components and does not account for electrical grid
services like flexible resources.

Some papers explore other fuel production. The work reported
in [31] propose a model that determines production quantities and
efficiencies for electricity, hydrogen, and ammonia offshore. Results
suggest that energy hubs can be sustainable pillars in future energy
systems by enhancing the cost-competitiveness of wind power. Longer
transport distances and increased storage capacities make ammonia
utilisation more worthwhile.

All these studies offer a techno-economic analysis that evaluates the
osts of molecules or electrons but fails to account for the integration
f offshore production into an inland energy system. The literature
s still missing models that connect a multi-energy offshore hub with
 comprehensive inland energy system. This gap is notable because
uch an interconnection could lead to unforeseen dynamics, not only
etween the offshore hub and the inland energy system but also in the
roduction of various energy carriers within the model.

In this paper, the objective is to associate a comprehensive Belgium
energy system comprising a wide variety of technologies generating
lectricity, hydrogen and methane and an offshore energy hub produc-
ng electricity and green hydrogen. Based on [22], an hourly granu-

larity is considered to capture the intermittence of renewable energy
eneration. The investment and the dispatch are co-optimised for an

entire year and an open-source modelling framework is described.

3. The model

The section discusses the objective of the case study, provides a
detailed description of the energy system and the different hypotheses

ade for each of the technologies.

3.1. Objective

The primary goal of this work is to evaluate the optimal method
or transporting offshore energy to shore, whether it should be in

the form of molecules (such as hydrogen) or electrons (such as elec-
tricity). Since the model includes inland technologies, the impact of
transportation methods on these technologies will also be examined.
Those assessments will take into account various factors, including
ransmission efficiency, infrastructure costs, storage requirements, and
nergy demand patterns, to determine the most cost-effective approach
or meeting energy demand. Moreover, the capacity of renewable-based
ower generation, carbon capture, and sector coupling technologies

ill be computed to accomplish cross-sector decarbonisation goals for



J. Mbenoun et al. Applied Energy 382 (2025) 125031 
Fig. 1. Simplified representation of the model with the different geographical areas, interconnections and energy flows.
the year 2050 at least cost.
To be able to reach those objectives, a model of the Belgium

energy system is developed. The Belgium energy system is split into
three distinct geographical regions : the offshore areas (BE-OFF), a
transit zone at the coast (BE-COA) and the inland Belgium (BE-INL).
The energy demand needs to be satisfied across three energy carriers:
electricity, natural gas, and hydrogen. Additionally, the carbon dioxide
generated to fulfil these demands is taken into account and can be
captured and exported.

3.2. Overall system configuration

The overall architecture of the model is shown in Fig. 1. The three
main geographical areas, the offshore area, BE-OFF, the coastal one, BE-
COA, and the inland area BE-INL, are displayed, along with the three
main commodities (electricity, gas and hydrogen). The neighbouring
countries are also displayed.

3.2.1. Geographical areas
The Belgium offshore area. A schema of the offshore area is shown
in Fig. 2. It considers two energy vectors, electricity and hydrogen,
and one additional commodity, water. There are 7 technologies: wind
turbines (WOFF), fuel cells (FC), electrolysis plants (EP), desalination
plants (DES), battery storage (BAT), hydrogen storage (H2St) and water
storage (H2OS). Desalination plants are used to supply water to elec-
trolysers for hydrogen production. Hydrogen storage and fuel cells are
considered to compete with electrical batteries for energy storage.

The Belgium coastal area. The Belgium coastal area considers three
energy vectors, electricity, hydrogen and natural gas/methane, and one
additional commodity, carbon dioxide. By assuming negligible cost and
free access to the Belgian water network, water flows are not considered
in this cluster. It includes 6 technologies: fuel cells (FC), electrolysis
plants (EP), methanation plants (MT), direct air capture (DAC), battery
storage. It allows the import of natural gas from Norway (NGNO), the
United-Kingdom (NGUK) and France (NGFR), and of synthetic methane
by boat (SMI). A schematic representation of the Belgian coastal area
is given in Fig. 3.
4 
Fig. 2. Schematic representation of the Belgian offshore area.

The Belgium inland area. The Belgium inland area considers three
energy vectors, electricity, hydrogen and natural gas/methane, and
one additional commodity, the carbon dioxide. Water flows are not
modelled for the same reason as in the coastal cluster. It includes
18 technologies: photovoltaic panels (PV), wind turbines (WON), elec-
trolysis plants, fuel cells, direct air capture units, methanation plants,
biomethane plants (BMT), combined cycle gas turbines (CCGT), open
cycle gas turbines (OCGT), steam methane reformers (SMR), 3 post-
combustion carbon capture units (PCCC), battery storage, pumped-
hydro power plant (PHP), natural gas storage (CH4S), hydrogen storage
and carbon dioxide storage (CO2S). Moreover, it considers demand
side response such as load shedding (LSd) and load shifting (LSf) for
the electricity demand, the linepack of natural gas pipelines (Lp) and
natural gas can be imported from Germany (NGDE), hydrogen from
Netherlands (H2NL) and carbon dioxide can be exported (CO2E). A
schematic representation of the Belgian inland area is given in Fig. 4.

3.3. GBOML

In this paper, the Graph-Based optimisation Modelling Language
(GBOML version 0.1.7), an open-source software [15], is used to model
the energy system. This language enables one to describe an opti-
misation problem as a hierarchical hypergraph composed of nodes
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Fig. 3. Schematic representation of the Belgian coastal area.
Fig. 4. Schematic representation of the Belgian inland area.
connected by hyperedges. Each node can be seen as an optimisation
sub-problem with its own sets of parameters, variables, constraints,
local objectives and its own sub-hypergraph. Constraints composed of
variables from different nodes can then be defined in a hyperedge to
connect different nodes. The objective function of the entire model is
the sum of all the objective functions of the different nodes. A detailed
mathematical formulation of the GBOML framework is described in
Section 3 of [32].

3.4. Modelling assumptions

The mathematical formulation of the energy system in this paper
is inspired by [12] where a practical application of GBOML to energy
supply chains is described. Nodes typically represent a technology or a
process while hyperedges are used to enforce some coupling between
nodes. The same principles apply in this paper. Generic nodes model
five types of technologies or processes: conversion nodes, flexibility
nodes, import/export nodes, transmission nodes and demand nodes.
A sixth type, referred to as a cluster, will be a node comprising its
own sub-hypergraph (i.e., its own set of nodes and hyperedges), while
having its own set of parameters, variables, constraints and objectives.
Hyperedges connect nodes and clusters producing/importing or con-
suming/exporting the same commodity and ensure the balance of flow
for each commodity. A global discretised time horizon 𝑇 ∈ N and
associated set of time periods  = {0, 1, . . . , 𝑇 − 1} common to all
nodes, are also defined. Similar to [12], parameters are written in Greek
letters, sizing variables in capital Latin letters and operation variables
in lowercase Latin letters.

A uniform weighted average cost of capital (WACC) of 7% is as-
sumed for all technologies, which corresponds to a situation in which
the necessary funds to support the system are obtained through borrow-
ing from capital markets. For nodes producing or importing hydrogen
or methane, the parameters in GW or GWh are given for their low
5 
heating value (LHV). The objective function of the whole model is the
sum of the objective functions of all nodes.

The model is based on four central assumptions:

Central planning and operation. A single entity makes investment and
dispatch decisions with the aim of minimising total system cost.

Perfect foresight and knowledge. The entity designing and operating the
system has complete knowledge and foresight, thus all technical and
economic aspects as well as anticipated weather events and demand
patterns are considered as known.

Investment and operational decisions. Investment decisions are made at
the start of the time horizon, and assets are immediately available,
according to a static investment model. Hourly time steps are used to
make operational decisions. Operational and investment decisions are
co-optimised in a unique LP problem. Consequently, no market system
is considered.

Technology and process models. A set of affine input–output relations
that typically express mass and energy balances at the plant or process
level are used to model the sizing and operation of technologies. Only
storage systems provide a straightforward state space representation,
whereas some technologies take into account input or output dynamics.

There are many other assumptions mostly linked to how some
technologies are modelled. These are described in the next sections. Of
course, all these assumptions induce limitations that will be described
in Section 6.

3.5. Conversion nodes

3.5.1. Technologies
Conversion nodes refer to nodes carrying out the conversion of a set

of commodities to another via a technology or a process. Conversion
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nodes comprise solar panels (PV), onshore wind turbines (WON) and
ffshore wind turbines (WOFF), nuclear power plants (NK), fuel cells

(FC), electrolyser plants (EP), desalination units (DU), methanation
lants (MT), direct air capture units (DAC) and biomethane plants
BMT), combined cycle and open cycle gas turbines (CCGT and OCGT
espectively), steam methane reformers (SMR) and post combustion
arbon capture units (PCCC).

3.5.2. Mathematical formulation
Let 𝑛 ∈  be a conversion node, commodity flows are modelled as

variables, and an index 𝑖 ∈ 𝑛 is assigned to each commodity. For each
ode 𝑛, a reference commodity 𝑟 is arbitrarily chosen. Let 𝑞𝑛𝑟,𝑡 be the

flow of the reference commodity 𝑟 ∈ 𝑛 at time 𝑡 of node 𝑛, the flow of
all other commodities 𝑞𝑛𝑖,𝑡 ∀𝑖 ∈ 𝑛 ⧵ {𝑟} of node 𝑛 is modelled via a set
of linear equations which read:

𝑞𝑛𝑟,𝑡 = 𝜙𝑛𝑖 𝑞
𝑛
𝑖,𝑡, ∀𝑖 ∈ 𝑛 ⧵ {𝑟}, ∀𝑡 ∈  (1)

where 𝜙𝑛𝑖 ∈ R+ is the conversion factor between commodity 𝑟 and 𝑖
for example in a gas power plant, the commodity 𝑟 is the electricity
roduced and 𝑖 is the gas consumed). In the case of multiple inflows,
uch as methanation plants, Eq. (1) is applied separately for each

distinct inflow. The maximum flow of a reference commodity 𝑟 is
limited by the flow capacity 𝐾𝑛 of the technology 𝑛 such that:

𝑞𝑛𝑟,𝑡 ≤ 𝜋𝑛𝑡 𝐾
𝑛, ∀𝑡 ∈  . (2)

𝜋𝑛𝑡 ∈ [0, 1] indicates the maximum production per capacity of technol-
ogy 𝑛 at time 𝑡; it is typically used to represent exogenous factors such
as solar irradiation and wind. The flow capacity 𝐾𝑛 is a variable and
may be bounded using the constraint:

𝜅𝑛 ≤ 𝐾𝑛 ≤ 𝜅𝑛, (3)

where 𝜅𝑛 ∈ R+ represents the existing capacity and 𝜅̄𝑛 ∈ R+ the
maximum capacity of technology 𝑛 that may be installed. Various
operational limitations can also be taken into account. For example,
ertain conversion technologies may have specific operating ranges and
equire a minimum flow of commodity 𝑟 ∈ 𝑛 to be maintained in order
o function properly. If 𝜇𝑛 ∈ [0, 1] represents the minimum operating
evel (as a fraction of the installed capacity), this requirement can be

expressed as:

𝜇𝑛𝐾𝑛 ≤ 𝑞𝑛𝑟,𝑡, ∀𝑡 ∈  . (4)

There may also be restrictions on how quickly the flow of commod-
ty 𝑟 ∈ 𝐼𝑛 can change, which are known as ramping constraints and
xpressed as:

𝑞𝑛𝑟,𝑡 − 𝑞
𝑛
𝑟,𝑡−1 ≤ 𝛥𝑛𝑟,+𝐾

𝑛, 𝑞𝑛𝑟,𝑡 − 𝑞
𝑛
𝑟,𝑡−1 ≥ −𝛥𝑛𝑟,−𝐾

𝑛, ∀𝑡 ∈  ⧵ {0}, (5)

with 𝛥𝑛𝑟,+ ∈ [0, 1] and 𝛥𝑛𝑟,− ∈ [0, 1] are the maximum rates at which flows
can be ramped up and down (as a fraction of the installed capacity per
unit time), respectively.

Certain technologies are susceptible to planned outages, which can
influence their yearly availability. To address this consideration, a
new parameter denoted as 𝛼𝑛 ∈ [0, 1] is introduced. This parameter
represents the proportion of time within a year, expressed as a per-
centage, during which outages are assumed to occur for technology 𝑛,
respectively:
∑

𝑡∈
𝑞𝑛𝑟,𝑡 ≤ (1 − 𝛼𝑛)

∑

𝑡∈
𝐾𝑛. (6)

The model can then optimally divide these outages when they have the
least impact.

For some nodes, the total amount of their reference commodity is
limited by the equation:
∑

𝑡∈
𝑞𝑛𝑟,𝑡 ≤ 𝜈 𝜅𝑛𝑡𝑜𝑡, (7)

where 𝜈 ∈ N is the number of years spanned by the optimisation
orizon and 𝜅𝑛 is the annual amount of commodity 𝑟 that can be
𝑡𝑜𝑡

6 
produced by node 𝑛 (for example, the amount of biomass may be
limited).

The objective function aims to minimise the total costs of each node.
Depending on the specific node, different costs must be considered. In
this work, we use what we refer to as cost functions to define these
costs. The first cost function takes into account the investment, the

aintenance and the operation as follows:

𝐹 𝑛 = 𝜈(𝜁𝑛 + 𝜃𝑛𝑓 )(𝐾
𝑛 − 𝜅𝑛) +

∑

𝑡∈
𝜃𝑛𝑣𝑞

𝑛
𝑟,𝑡𝛿 𝑡, (8)

where 𝜈 ∈ N is the number of years spanned by the optimisation
orizon, 𝜁𝑛 ∈ R+ represents the annualised investment cost, 𝜃𝑛𝑓 ∈

R+ models fixed operation and maintenance (FOM) costs and 𝜃𝑛𝑣 ∈
R+ represents variable operation and maintenance (VOM) costs. The
annualised investment cost is computed as follows:

𝜁𝑛 = 𝐶 𝐴𝑃 𝐸 𝑋𝑛 × 𝑤𝑛

1 − (1 +𝑤𝑛)−𝐿𝑛 , (9)

where 𝐶 𝐴𝑃 𝐸 𝑋𝑛 is the capital expenditure, 𝑤𝑛 is the weighted average
cost of capital (WACC) and 𝐿𝑛 is the lifetime of node 𝑛.

For certain nodes, a cost function related to an exogenous commod-
ity (that are not considered in the VOM costs) consumed by some tech-
ologies (e.g. nuclear power plant) can also be added to the objective
o minimise:

𝐹 𝑛𝑖 = 𝜒𝑛𝑖
∑

𝑡∈
𝑞𝑛𝑖,𝑡𝛿 𝑡, (10)

where 𝜒𝑛𝑖 ∈ R+ is the cost of the commodity 𝑖 consumed by the node 𝑛
and 𝛿 𝑡 ∈ R+ is the duration of each time period

3.5.3. Nodes modelling
Each node is modelled with one variable representing the plant

capacity and remaining variables representing different commodity
in- and out-flows. Eqs. (1)–(6), with 𝜋𝑛𝑡 being either a time series
or intermittent renewable technologies, or equal to 1 for all 𝑡 ∈ 

for dispatchable technologies in Eq. (2), and the cost function (8)
are used to model those technologies. For offshore electrolysers and
fuel cells, an additional cost is factored in to account for the extra
nstallation requirements. For biomethane plants, Eq. (7) limiting its

annual production is also used. The annual potential of biomethane
produced is based on a study from Valbiom [33]. For NK and BMT, the
ost function (10) is also added in the objective function to consider

the fuel cost.
Three hypothetical commodities are used to represent carbon diox-

ide. CO2,𝑔 represents carbon dioxide in exhaust gas from combustion
processes, CO2,𝑐 represents carbon dioxide captured for export or reuse,
and CO2,𝑎 represents carbon dioxide in the atmosphere. Each unit of
CO2,𝑔 can either be released into the atmosphere or captured by PCCC
units. In these PCCC units, it is assumed that a maximum of 90% of
the CO2,𝑔 is captured, while the remaining CO2 is released into the
atmosphere.

Technical and economic parameters of all the conversion nodes
are presented in Tables 2–4 in Appendix. Almost all parameters are
redictions for 2050 from several sources [34–36]. The parameters
or both post-combustion carbon capture and desalination units are

predictions for 2030 due to a lack of information for 2050 [11,12].

3.6. Flexibility nodes (storage, demand-side response (DSR))

3.6.1. Technologies
A flexibility node plays a crucial role in maintaining equilibrium

between production and demand. These nodes encompass various tech-
nologies including storage systems, linepack, and demand-side response
mechanisms such as load shedding and load shifting. Load shedding
refers to the capability of reducing a portion of the electrical demand
at a very high price, while load shifting refers to the ability to delay a
portion of the demand.
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Storage technologies comprise the electrical battery (BAT), pumped-
torage hydroelectricity (PHP), methane underground storage (CH4S),

water storage (H2OS), compressed hydrogen storage (H2St) and CO2
torage (CO2S).

For natural gas pipeline, the linepack, the amount of gas that can be
stored in the gas network, is also represented as a node. This amount is
based on the actual gas network of Belgium provided by the Belgian gas
TSO. It is not considered for hydrogen in this model due to the actual
ack of information.

The load shifting, the ability to shift a part of the demand to
decrease the peak load, is modelled as an electrical battery with pre-
installed capacities that cannot be increased, a limited amount of
electricity that can discharged daily and obligation to refill the battery
at a certain hour of the day. Load shifting is only applied to electricity,
as, to the best of the author’s knowledge, it is not used in other sectors
in Belgium. For example, the linepack in the gas pipeline already allows
for balancing mismatches between the production and consumption of
atural gas.

The load shedding, the ability to shed a part of the electric demand
for a very high price is modelled as a battery that can only discharge
electricity and is refilled at the beginning of the day from an external
source. The load shedding is modelled using five different nodes that
differ in the number of hours a day their respective share of the load
can be shed at their full capacity (1 h, 2 h, 4 h, 8 h and 24 h). The
purpose of incorporating load shedding in this model is to avoid the
need for additional production capacity that would only be required
for short periods each year. Load shedding is triggered by high hourly
electricity costs, ranging from 500 e/MWh for the node with 24-h
shedding availability to 2500 e/MWh for the node with only one hour
of shedding available per day. The amount of electricity that can be
shed daily and the cost related to this shedding are based on [8]. Since
both natural gas and hydrogen can be fully supplied through imports,
load shedding is not considered for these two energy vectors in this
model.

3.6.2. Mathematical formulation
Let 𝑛 ∈  be a flexibility node, let 𝑒𝑛𝑡 ∈ R+ be the inventory level

t time 𝑡 of node 𝑛, the inventory level dynamics is expressed by the
quation:

𝑒𝑛𝑡+1 = (1 − 𝜂𝑛𝑆 )𝑒𝑛𝑡 + 𝜂𝑛+𝑞𝑛𝑖,𝑡 −
1
𝜂𝑛−
𝑞𝑛𝑗 ,𝑡, ∀𝑡 ∈  ⧵ {𝑇 − 1}, (11)

where 𝑞𝑛𝑖,𝑡 and 𝑞𝑛𝑗 ,𝑡 ∈ R+ represent commodity in- and out-flows at time
𝑡, respectively. 𝜂𝑛𝑆 ∈ [0, 1] is the self-discharge rate per unit of time, 𝜂𝑛+ ∈
[0, 1] is the charge efficiency and 𝜂𝑛− ∈ [0, 1] is the discharge efficiency.
The maximum inventory level is limited by the stock capacity of the
technology 𝐸𝑛 ∈ R+ modelled as a variable which may be bounded
such that:

𝜖𝑛 ≤ 𝐸𝑛 ≤ 𝜖𝑛, 𝑒𝑛𝑡 ≤ 𝐸𝑛, ∀𝑡 ∈  , (12)

where 𝜖𝑛 represents the existing stock capacity and 𝜖𝑛 represents the
aximum stock capacity that can be installed. The commodity in- and

ut-flows are limited by the flow capacity of the technology 𝐾𝑛 such
hat:

𝑞𝑖,𝑡 ≤ 𝜌𝑛𝐾𝑛, 𝑞𝑗 ,𝑡 ≤ 𝐾𝑛, ∀𝑡 ∈  , (13)

where 𝜌𝑛 ∈ R+ represents the maximum charge-to-discharge ratio.
he charge-to-discharge ratio is used when the maximum commodity

n- and out-flows are asymmetric. 𝐾𝑛 may be bound using either the
onstraint (3) or can be dependent on the stock capacity such that:

𝐾𝑛 = 𝜉𝑛𝐸𝑛, (14)

where 𝜉 ∈ [0, 1] is the flow-to-stock ratio capacity of node 𝑛.
To avoid edge effects at the last time step of the optimisation in

storage operation, the inventory level at the first time step (i.e for 𝑡 =
7 
0), 𝑒𝑛0 is constrained as:

𝑒𝑛0 = (1 − 𝜂𝑛𝑆 )𝑒𝑛𝑇−1 + 𝜂𝑛+𝑞𝑛𝑖,𝑇−1 +
1
𝜂𝑛−
𝑞𝑛𝑗 ,𝑇−1. (15)

where 𝑞𝑛𝑖,𝑇−1 and 𝑞𝑛𝑗 ,𝑇−1 are in the commodity in- and out-flows at the
last time step of the optimisation 𝑡 = 𝑇 − 1.

The process of charging a storage system can involve the utilisation
of another commodity, represented by 𝑙 ∈ 𝑛, 𝑙 ≠ 𝑖, 𝑗 (for example,
electricity consumed by compressors). This dependency is incorporated
into the model through an additional variable 𝑞𝑛𝑙 ,𝑡 ∈ R+ and the
orresponding equation:

𝑞𝑛𝑙 ,𝑡 = 𝜙𝑛𝑖 𝑞
𝑛
𝑖,𝑡, ∀𝑡 ∈  . (16)

Similar to conversion nodes, new equations are introduced to con-
sider the planned outages of the technology 𝑛 with:
∑

𝑡∈
𝑞𝑛𝑖,𝑡 ≤ (1 − 𝛼𝑛)

∑

𝑡∈
𝐾𝑛, ∀𝑡 ∈  , (17)

∑

𝑡∈
𝑞𝑛𝑗 ,𝑡 ≤ (1 − 𝛼𝑛)𝜌𝑛

∑

𝑡∈
𝐾𝑛, ∀𝑡 ∈  , (18)

where 𝜌𝑛 ∈ + represents the maximum discharge-to-charge ratio.
Load shifting and linepack can be seen as a storage technology with

n obligation to be refilled at a specific hour of the day. Let 𝐷 be the
et of first time periods of every day in the optimisation horizon, 𝛾𝑛 ∈
0,23] be the hour of the day at which the node 𝑛 must be refilled then
he constraint forcing node 𝑛 to be refilled is given by:

𝑒𝑛ℎ+𝛾𝑛 = 𝐸𝑛, ∀ℎ ∈ 𝐷 (19)

Moreover, for load shifting and linepack, the amount of commodity
that can be discharged during a day cannot exceed the amount of the
uantity stored at the hour of refill. In other words, only one cycle of
harge and discharge is allowed by day. This is modelled by limiting
he daily amount of energy discharged using the constraint:
23
∑

𝑡=0
𝑞𝑛𝑗 ,ℎ+𝛾𝑛+𝑡 ≤ 𝐸𝑛, ∀ℎ ∈ 𝐷. (20)

Finally, for load shedding, it can be mathematically expressed as a
‘‘discharge flow’’ of commodity 𝑖. The quantity of commodity 𝑖 that can
be shed is also limited using:
23
∑

𝑡=0
𝑞𝑛𝑖,ℎ+𝑡 ≤ 𝐾𝑛𝜔𝑛, ∀ℎ ∈ 𝐷, (21)

where 𝜔𝑛 is a parameter representing the number of hours by day the
load of node 𝑛 can be shed at its maximum flow capacity. The cost
unction of the flexibility node 𝑛 to minimise is defined as in [12]:

𝐹 𝑛 =
[

𝜈(𝜍𝑛+𝜗𝑛𝑓 )(𝐸
𝑛−𝜖𝑛) +

∑

𝑡∈
𝜗𝑛𝑣𝑒

𝑛
𝑡 𝛿 𝑡

]

+
[

𝜈(𝜁𝑛+𝜃𝑛𝑓 )(𝐾
𝑛−𝜅𝑛) +

∑

𝑡∈
𝜃𝑛𝑣𝑞

𝑛
𝑖,𝑡𝛿 𝑡

]

(22)

𝜍𝑛 ∈ R+ and 𝜁𝑛 ∈ R+ represent the stock and flow components of
annual investment costs, 𝜗𝑛𝑓 ∈ R+ and 𝜃𝑛𝑓 ∈ R+ model the stock and
flow components of FOM costs, while 𝜗𝑛𝑣 ∈ R+ and 𝜃𝑛𝑣 ∈ R+ represent
the stock and flow components of VOM costs. 𝜍𝑛 and 𝜁𝑛 are computed
using Eq. (9) with CAPEX for the stock and the flow components.

3.6.3. Nodes modelling
Storage. Each of these technologies comprises two sizing variables, the
stock capacity and the flow capacity, and three operational variables,
the inventory level, and the commodity in- and out-flows. A sixth vari-
able is used to consider the electricity consumption needed for water
torage. Eqs. (11)–(18) are used to model each of those technologies.

The cost function in Eq. (22) is minimised. For offshore batteries and
H2 storage, an additional cost is factored in to account for the extra
nstallation requirements. Two storage technologies, pumped-storage
ydroelectricity at Coo and natural gas storage at Loenhout, have fixed
and pre-installed capacities. These capacities cannot be modified by
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the model. Note that for this model, a battery with a discharge-to-
charge ratio of six was used. As stated in the previous subsection, the
discharge-to-charge ratio when the maximum commodity in- and out-
lows are asymmetric. In the case of the battery, a discharge-to-charge
atio of 6 means that for a flow capacity of 1 GW, the battery will be

able to discharge 1 GWh/h but only charge 1/6 GWh/h. This number
is based on the datasheet [37] used to model the batteries.

Linepack (Lp). Only three operational variables, the inventory level,
he commodity in- and out-flows, are considered as the flow and the

stock capacities cannot be increased (that would mean an increase
in the natural gas grid which is not represented in this model) and,
therefore, are fixed at their existing capacities. Eqs. (11), (15), (19)–
(20) are used to model the linepack and the cost function in Eq. (22)
s minimised. The linepack is not modelled for the hydrogen pipeline
nd CO2 pipeline as their networks are not computed in this model.

Load shifting (LSf). Similar to linepack, only three operational vari-
ables, the inventory level, the commodity in- and out-flows. Only
electric demand can be shifted, the amount of electricity that can be
shifted daily is based on [8]. Note that, for this study, the shifting cost
is assumed to be 100 e/MWh. Eqs. (11), (15), (19)–(20) are used to

odel the load shifting and the cost function in Eq. (22) is minimised.

Load shedding (LSd). Two variables are used, the flow capacity which
is equivalent to the maximum share of the load that can be shed in
one hour, and the electricity outflow. In order to keep the problem
linear, the total amount of electricity that can be shed during a day
by a specific load shedding node is computed by multiplying the total
flow capacity by the number of hours this node allows the load to be
shed. Only electric demand can be shed and contrary to its shifting, it
comes with a cost (the shorter the amount of hours available a day a
node of load shedding, the more expensive its use). Eq. (21) is used to

odel the load shedding and the cost function in Eq. (22) is minimised.
Technical and economic parameters of all flexibility nodes are

resented in Tables 5–8 in Appendix. Economical parameters for all
flexibility nodes are in 8. Tables 5 and 6 gather the technical parame-
ers for the storage while Table 7 is for linepack, load shifting and load

shedding. Those parameters are based either on prediction for the year
2050 from [37] or from [8,11] or [12].

3.7. Import and export nodes

3.7.1. Commodities imported and exported
A node 𝑛 is an import node or export node if it imports or exports a

ommodity 𝑖. The import of natural gas is considered only by pipelines
n the model. The capacities of the import nodes are limited by the
urrent existing capacities [38]. Depending on the importing country,

some nodes of imports are included in the Coastal cluster (Norway
(NGNO), United-Kingdom (NGUK) and France (NGFR)) while others are
included in the Inland cluster (Germany (NGDE)).

In this paper, the import of synthetic methane is possible by LNG
tanker. The capacity of this node is limited by the current capacity
and the regasification facilities of the port of Zeebrugge (i.e. the port
of Zeebrugge is assumed to be exclusively used for the import of
synthetic methane). As synthetic methane is produced remotely from
CO2 captured from the atmosphere based on the model in [12], burning
it should not contribute to an increase of CO2 in the atmosphere. To
consider this specificity, the quantity of synthetic methane imported is
associated with a quantity of CO2 captured to compensate for the CO2
released when the synthetic methane is burned. A cost of 164.8 e/MWh
LHV was assumed for the import cost based on [12].

For the import of hydrogen, it is assumed that the pipeline of natural
as connecting the Netherlands with Belgium is repurposed to be able
o import hydrogen. According to recent studies [39], a repurposed
ipeline of gas can transport a capacity of hydrogen in GW reaching

up to 80% of its initial capacity in natural gas. Only green hydrogen
8 
is assumed to be imported. An import cost of 75 e/MWh, equivalent
o approximately 2.25 e/kg of hydrogen, was considered. This aligns

with the projections outlined in [40], estimating hydrogen costs to be
etween 1.5 to 2.5 e/kg by the year 2040.

Each neighbouring country is modelled as an electricity import
ode. Denmark, United Kingdom, Netherlands, France, Germany, and

Luxembourg are modelled. The import capacity is limited only to
renewable and other emission-free capacities of these countries, and
only a part of them can be imported. Those emission-free capacities are
based on the capacities from [1] for the Distributed Energy scenario.
Namely, 1% of the renewable production and 30% of the nuclear
roduction of each neighbouring country can be imported at each time
tep. These two numbers are chosen arbitrarily.

CO2 captured by DAC and PCCC is assumed be exported using a
CO2 export node. The capacity of the node is fixed at 3.5 kt/h (about
0 Mt/year) based on the same hypotheses presented in [11].

3.7.2. Mathematical formulation
Let 𝜅𝑛𝑡 ∈ R+ be the existing flow capacity of node 𝑛 at each time 𝑡

based on the capacity of a pipeline of gas, which will constant, or the
mount of renewable energy produced elsewhere, which would be a
ime series, for example), then the flow of commodity 𝑖 from the import
r export node 𝑛 is limited with:

𝑞𝑛𝑖,𝑡 ≤ 𝜅𝑛𝑡 , ∀𝑡 ∈  . (23)

Unlike for conversion or flexibility nodes, the model is not allowed
o invest in additional import or export capacities. The cost function
elated to the imports/exports to minimise is given by:

𝐹 𝑛 =
∑

𝑡∈
𝜎𝑛𝑡 𝑞

𝑛
𝑖,𝑡𝛿 𝑡, (24)

where 𝜎𝑛𝑡 is the cost of import or export of commodity 𝑖 at time 𝑡 for
node 𝑛.

3.7.3. Nodes modelling
Natural gas imports. Only one variable is used, the quantity of natural
gas imported. This variable is constrained by Eq. (23) and the cost
unction is given by Eq. (24). Note that the costs vary over time. Times
eries computed and provided by the Belgian natural gas TSO for the
ear 2015 were normalised and then scaled to have an estimated mean
alue of 50 e/MWh. To this cost, a tariff, reflecting the cost of using
he connecting pipeline, has been added and varies from one country
o another based on [41].

Synthetic methane imports (SMI). Two variables are used for this node:
the amount of synthetic methane imported and the amount of CO2
captured to produce this methane. Those variables are constrained by
Eqs. (23) and (1). The total cost to minimise is given by the cost
function (24).

Hydrogen import (H2NL). One variable is used: the amount of hydrogen
imported. This variable is constrained by Eq. (23). The cost function is
iven by Eq. (24).

Electricity import. In practice, this forms a time series which is actually
he parameter 𝜅𝑛𝑡 from Eq. (23).

Moreover, the import capacity at any time step is also capped at
the capacity of the interconnect between the country and Belgium;
this parameter is called 𝜅𝑛,𝐻 𝑉 . Additionally, the sum of the individual
amount of energy imported 𝑞𝑛elec,𝑡 is capped to 1% times the total
mount of renewable and nuclear energy produced by the country over
he time horizon.

The cost of energy is considered constant and is computed as the
verage cost of the renewable technologies in the neighbouring country
nd of its nuclear reactors; the cost also comprises half the price of the

HV lines, the other half is assumed to be paid by the neighbour. This
cost is calculated based on consistent economic assumptions applied to
the conversion technologies (detailed costs provided in Table 4 in the
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Appendix). It incorporates a CAPEX of 1.5 Me/GW/km, with an FOM
cost equivalent to 1.5% of the CAPEX for high-voltage lines. Data used
to compute this cost, as well as the cost itself, is presented for each
country in Table 10 in Appendix.

Carbon dioxide export (CO2E). This node uses one variable: the amount
of CO2 exported. This variable is constraint by Eq. (23) and the cost
function is given by Eq. (24).

Technical and economic parameters for all import and export nodes
are presented in Table 9 in Appendix.

3.8. Transmission nodes

3.8.1. Technologies
Transmission nodes comprise HVAC and HVDC lines, gas pipelines

and hydrogen pipelines carrying energy between the three Belgium’s
clusters.

3.8.2. Mathematical formulation
For each transmission node, two directions are defined, the forward

and reverse. Let 𝑛 ∈  be a transmission node, let 𝑖 ∈ 𝑛 and 𝑗 ∈ 𝑛 be
the indices of the in/outflows of the commodity transported by node
𝑛, then the equations governing the transport of the commodity by
technology 𝑛 in the forward direction, indexed 𝑓 , are:

𝑞𝑛𝑖𝑓 ,𝑡 ≤ 𝐾𝑛, 𝑞𝑛𝑗𝑓 ,𝑡 = 𝜙𝑛𝑖 𝑞
𝑛
𝑖𝑓 ,𝑡
, ∀𝑡 ∈  . (25)

𝑞𝑛𝑖𝑓 ,𝑡 and 𝑞𝑛𝑗𝑓 ,𝑡 ∈ R+ are the inflow and outflow of the commodity at time
𝑡 and 𝐾𝑛 ∈ R+ is the flow capacity. 𝜙𝑛𝑖 ∈ [0, 1] is the loss factor account-
ing for the losses in the transmission node. Similar to conversion and
flexibility nodes, the maximum capacity of a transmission node may be
bounded,

𝜅𝑛 ≤ 𝐾𝑛 ≤ 𝜅𝑛, (26)

where 𝜅𝑛 is the maximum capacity of technology 𝑛 that may be in-
stalled. The same equations constraint the flow of commodity in the
reverse direction,

𝑞𝑛𝑖𝑟 ,𝑡 ≤ 𝐾𝑛, 𝑞𝑛𝑗𝑟 ,𝑡 = 𝜙𝑛𝑖 𝑞
𝑛
𝑖𝑟 ,𝑡
, ∀𝑡 ∈  , (27)

in which the suffix 𝑟 instead of the suffix 𝑓 stands for reverse direction.
Similar to the process of charging a storage system, the flow of a com-
modity can involve the utilisation of another commodity, represented
by 𝑙 ∈ 𝑛, 𝑙 ≠ 𝑖, 𝑗 (for example, electricity consumed by compressors).
This dependency is incorporated into the model through an additional
variable 𝑞𝑛𝑙 ,𝑡 ∈ R+ and the corresponding equation:

𝑞𝑛𝑙 ,𝑡 = 𝜙𝑛𝑙 (𝑞
𝑛
𝑖𝑓 ,𝑡

+ 𝑞𝑛𝑖𝑟 ,𝑡), ∀𝑡 ∈  . (28)

The cost function of the transmission node 𝑛 to minimise is given by:

𝐹 𝑛 = 𝜈(𝜁𝑛 + 𝜃𝑛)(𝐾𝑛 − 𝜅𝑛) +
∑

𝑡∈
𝜃𝑛𝑣(𝑞

𝑛
𝑖𝑓 ,𝑡

+ 𝑞𝑛𝑖𝑟 ,𝑡)𝛿 𝑡, (29)

where 𝜁𝑛 ∈ R+ is the annualised investment cost, 𝜃𝑛𝑓 ∈ R+ models
fixed operation and maintenance (FOM) costs and 𝜃𝑛𝑣 ∈ R+ represents
variable operation and maintenance (VOM) costs.

3.8.3. Nodes modelling
As stated previously, these nodes allow the flow to be bi-directional

using four variables, the inflow and the outflow of the commodity
carried by the node in so-called forward and reverse directions. For
this model, flows in the forward direction are flows going from West
to East in Fig. 1 while flows going in the reverse direction are go-
ing from East to West. Eqs. (25)–(28) are used to model each of
those technologies and the cost function (29) is minimised. Technical
and economic parameters of all transmission nodes are presented in
Tables 11 and 12 in Appendix. The expenses related to HVAC lines
are derived from recent projects implemented by the electricity Trans-
mission System Operator (TSO) to enhance capacities between the
Offshore area and Belgium Inland. These costs factor in the expenses for
9 
Fig. 5. Belgian final energy demands for each energy vector by sector for the
Distributed Energy scenario in 2050 given by the joint TYNDP of ENTSO-E and
ENTSOG.

cables, their corresponding substations, the offshore platform [42], and
associated installations. Similarly, the costs associated with HVDC lines
are drawn from [43], encompassing expenses for the offshore platform,
VSC (Voltage Source Converter) converters, cables, and their respective
installations.

3.9. Demand nodes

3.9.1. Energy carriers
Demands for electricity, natural gas/methane and hydrogen are

considered in this model. For each of these commodities, a demand
node is designed. Each node considers four sectors: the transport,
tertiary, residential and industry sectors. The final energy demands for
each energy vector are given for each sector for the year 2050. Their
annual values are based on the Joint Scenario Report of the Ten-Year
Network Development Plans 2022 (TYNDP) co-written by ENTSOG and
ENTSO-E. This report introduces three scenarios built using the supply
and demand data collected from both gas and electricity TSOs. Each of
these scenarios provides annual predictions for the years 2030, 2040
and 2050. For this paper, the Distributed Energy scenario was chosen
as it gives data for the year 2050 and focuses on energy autonomy. The
Distributed Energy Scenario was developed using a top-down approach
with full-energy perspective while proposing a pathway to reach carbon
neutrality by 2050 and a 2030 emission reduction target of at least
55%. Fig. 5 shows the 2050 Belgian annual demands for this scenario.

These annual values are multiplied by normalised time series from
Belgian electricity and gas TSO to use realistic profiles. All the time
series are taken for the year 2015.

Electrical demand time series. Three time series are used for the elec-
tricity demands:

• one time series obtained from estimation made by the Belgian
electricity TSO [44] including electrical loads at both transmis-
sion and distribution levels, including residential, tertiary (ex-
cluding the heating part for these two), industry, aviation and
railroad consumption with an annual value of 82.33 TWh;

• one time series obtained from the Belgian gas TSO (Fluxys) for the
heating of residential and tertiary sectors with an annual value of
30.58 TWh;

• one synthetic daily profile for electrical-based transportation,
assuming a flat daily week-day and week-end travel distances,
with a consumption two and a half-times higher for a week-day
than for a day in the weekend with an annual value of 16.51 TWh.
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Natural gas demand time series. Four time series are used for the natural
gas demands:

• one time series from the electronic data platform of the Belgian
gas system operator (Fluxys - Belgian’s gas TSO) for the industry
sector with an annual value of 3.82 TWh;

• another time series from Fluxys for the heating of residential and
tertiary sectors with an annual value of 12.22 TWh;

• one time series from confidential data measured by the natural
gas TSO at CNG refuelling station for road transport with an
annual value of 1.1 TWh;

• a flat profile for the demand related to the shipping sector with
an annual value of 2.45 TWh.

Hydrogen demand time series. Four time series are used for the hydrogen
demands :

• a flat profile is assumed for the industry sector with an annual
value of 49.48 TWh;

• another time series from the Belgian gas TSO for the heating of
residential and tertiary sectors with an annual value of 13.24
TWh;

• the same time-series than for the CNG demand is used for the road
transport with an annual value of 3.48 TWh;

• a flat time series for the demand is assumed to model the ship-
ping, aviation and rail sectors combined with an annual value of
11.12 TWh.

The costs of energy not served for electricity, hydrogen and natural
as are set to 3000 e/MWh, 500 e/MWh and 500 e/MWh respectively
ased on values reported for private end users. Eqs. (31)–(32) are used
o model the electrical demand node and Eq. (30) is used to model the

hydrogen and natural gas demand nodes. For all demand nodes, the
cost function (33) is minimised.

3.9.2. Mathematical formulation
Let 𝑛 ∈  be a demand node, 𝜆𝑛𝑖,𝑠,𝑡 be the end user demand for

ommodity 𝑖 from time-series 𝑠 at time 𝑡, then 𝑑𝑛𝑖,𝑡, the aggregated
emand for commodity 𝑖 at time 𝑡, is computed using:

𝑑𝑛𝑖,𝑡 =
∑

𝑠∈𝑛𝑖

𝜆𝑛𝑖,𝑠,𝑡 − 𝑙
𝑛
𝑖,𝑡, ∀𝑡 ∈  , (30)

where 𝑛𝑖 is the set of all time-series considered for the demand of
ommodity 𝑖 and 𝑙𝑛𝑖,𝑡 is the energy not served for commodity 𝑖 at time 𝑡.

In this model, it is important to note that the electricity demand 𝑔𝑛𝑒𝑙 ,𝐸 𝑉 ,𝑡
generated by electric vehicles (EV) is not entirely external. Rather, the
model assumes that the timing and intensity of EV charging can be
trategically adjusted throughout the day. However, this optimisation

is subject to the constraint that a certain daily supply level must be
ensured with:
23
∑

𝑡=0
𝑔𝑛𝑒𝑙 ,ℎ+𝑡 = 𝜆𝑛𝑒𝑙 ,𝐸 𝑉 ,ℎ, ∀ℎ ∈ 𝐷. (31)

Subsequently, the aggregated demand for electricity at time 𝑡 for the
ode comprising the demand for EV is given by:

𝑑𝑛𝑒𝑙 ,𝑡 =
∑

𝑠∈𝑛𝑒𝑙∖{𝐸 𝑉 }
𝜆𝑛𝑒𝑙 ,𝑠,𝑡 + 𝑔𝑛𝑒𝑙 ,𝑡 − 𝑙𝑛𝑒𝑙 ,𝑡, ∀𝑡 ∈  . (32)

The cost function of the node to minimise is:
𝐹 𝑛 =

∑

𝑡∈
𝜎𝑛𝑡 𝑙

𝑛
𝑖,𝑡𝛿 𝑡, (33)

𝜎𝑛 being the cost associated with each quantity of energy not served.
𝑡 r

10 
3.10. Clusters

In top of the different nodes, clusters, nodes comprising their own
et of nodes and hyperedges are also used to represent each geograph-
cal area. From now on, they will be called Offshore cluster, Coastal
luster and Inland cluster. Each of these clusters also has variables
nd constraints. Those variables represent the net production of the
ifferent commodities generated or consumed in the cluster.

For the Offshore cluster, two variables are used. One for the net
roduction of electricity, 𝑞𝐵 𝐸−𝑂 𝐹 𝐹𝑒𝑙 𝑒𝑐 ,𝑡 and one for the net production of

hydrogen, 𝑞𝐵 𝐸−𝑂 𝐹 𝐹ℎ2 ,𝑡
. Fig. 2 presents the technologies used to compute

each variable. In the case of fresh water, its production must be equal
to its consumption at each time step. An additional constraint is added
or this purpose.

For the Coastal cluster, 4 variables are used. One for the net pro-
uction of electricity, 𝑞𝐵 𝐸−𝐶 𝑂 𝐴𝑒𝑙 𝑒𝑐 ,𝑡 , one for the net production hydrogen,
𝐵 𝐸−𝐶 𝑂 𝐴
ℎ2 ,𝑡

, one for the net production of methane/natural gas, 𝑞𝐵 𝐸−𝐶 𝑂 𝐴CH4 ,𝑡
,

nd one for the carbon dioxide capture from the atmosphere, 𝑞𝐵 𝐸−𝐶 𝑂 𝐴CO2𝑎,𝑡
.

Fig. 3 presents the technologies used to compute each variable. In the
case of CO2 capture for its use, its production must be equal to its
consumption at each time step. An additional constraint is added for
this purpose.

For the Inland cluster, 5 variables are used. Similar to the coastal
cluster, four of them are for the different commodities shown in Fig. 4
: 𝑞𝐵 𝐸−𝐼 𝑁 𝐿

𝑒𝑙 𝑒𝑐 ,𝑡 , 𝑞𝐵 𝐸−𝐼 𝑁 𝐿
ℎ2 ,𝑡

, 𝑞𝐵 𝐸−𝐼 𝑁 𝐿
CH4 ,𝑡

, 𝑞𝐵 𝐸−𝐼 𝑁 𝐿
CO2𝑎,𝑡

. An additional constraint is

dded to preserve the conservation of flow of the CO2 captured for its
use. A fifth variable is considered for the production of electricity, as
a constraint limiting it is also considered to simulate the grid limit. It
takes into account all the producers minus the consumption of PCCCs
connected to power plants at it is assumed that they are directly
connected to each other.

3.11. Conservation hyperedges

As stated previously, hyperedges connect nodes and clusters pro-
ucing/importing or consuming/exporting the same commodity and
nsure the balance of flows for each commodity. Some of these flows
re also limited by an interconnect capacity; this constraint is added
o the hyperedges if needed. Fig. 6 shows the different hyperedges

between clusters.
To guarantee carbon neutrality, the model includes a constraint that

ensures the net balance of CO2 — the difference between the total
amount of CO2 emitted into the atmosphere and the total amount of
CO2 captured from the atmosphere — is zero or negative.

In the context of the electrical interconnection linking the Belgium
nland cluster with neighbouring countries and the demand, a con-
traint has been introduced to restrict the overall flow. This constraints
he capacity of the electrical grid to a maximum upper value, which has
een fixed in our simulations to 23 GW. This value has been determined
y the peak demand in the distributed energy scenario outlined in
he TYNDP. Notably, for choosing this value, we did not consider the
emand of the transport sector, which, in the scope of this paper, is

endogenously managed.

3.12. Objective function

Let  be the set of all nodes, i.e. conversion, flexibility, import
nd export, transmission and demand nodes, and 𝑖 ⊂  a set
omprising all conversion nodes consuming an exogenous commodity,
he objective function of the entire model is given by

min
∑

𝑛∈
𝐹 𝑛 +

∑

𝑛∈𝑖

𝐹 𝑛𝑖 (34)

where 𝐹 𝑛 is the cost function of node 𝑛 given in Eqs. (8), (22), (24), (29)
or (33) depending on the type of the node, and 𝐹 𝑛𝑖 is the cost function
elated to the consumption of exogenous fuel given in Eq. (10).
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Fig. 6. Schematic representation of the different hyperedges between clusters.
4. Results and discussion

For all simulations, it was assumed that all technologies would be
completely replaced by 2050 except for natural gas storage, pumped-
hydro power plants, and existing electrical lines and natural gas
pipelines within Belgium. The installed capacities of technologies in
neighbouring countries were considered constant throughout the opti-
misation horizon. Moreover, the electrical lines and natural gas
pipelines connecting Belgium to its neighbouring countries were as-
sumed to be already established at a fixed capacities, based on future
projects proposed by Elia and Fluxys. The pipeline connecting Bel-
gium to the Netherlands was assumed to be repurposed for hydrogen
transportation.

4.1. Base scenario

To assess the feasibility of offshore hydrogen production, we simu-
lated two cases. In the first case, only electricity was transported from
the offshore site. In the second case, the optimisation model determined
the optimal amounts of electricity and hydrogen to be transported from
offshore. The installed capacities for each case are illustrated in Figs. 7
and 8.

The results indicate that producing hydrogen offshore is not ad-
vantageous under the assumptions of the Base scenario (maximum
11 
capacities for selected renewables and the cost of importing H2). In
the second case, only a negligible amount of hydrogen (0.3 TWh/year)
is produced offshore compared to the total demand. The rest of the
demand is met by the import of hydrogen. The total costs are the same
for both cases (20.47 Be/year), with a negligible amount of electricity
unmet over the year (9.39 GWh out of 129.42 TWh).

4.2. High renewable scenario

A second scenario was analysed with increased potential for renew-
able technologies in Belgium. In the Base scenario, the potential for
renewable technologies is based on [6]. In the second scenario, referred
to as the High Renewable scenario, the potential is based on the study
by [5]. Table 1 presents the maximum installable capacities for each
scenario.

Similar to the Base scenario, two case studies were examined. In the
first, only electricity could be produced and transported from offshore.
In the second, the optimisation model determined the optimal amounts
of electricity and hydrogen to be transported from offshore to minimise
the total cost. Fig. 9 shows the installed capacities and production for
each technology in the first case, while Fig. 10 shows them for the
second case.

In Fig. 9, due to the increased availability of renewable energy
compared to the Base scenario, offshore wind turbines are not installed
Fig. 7. Installed capacities, peak power, average power and annual production of each conversion nodes when only electricity can be transported from offshore for the Base
scenario.
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Fig. 8. Installed capacities, peak power, average power and annual production of each conversion nodes when electricity and hydrogen can be transported from offshore for the
Base scenario.
Table 1
Maximum capacities of wind turbines in the Offshore cluster, wind turbines in the Inland cluster and the PV in the Inland
cluster for each scenario in GW.

Offshore wind turbines Onshore wind turbines PV panels

Scenario 1: Base 8.0 9.0 50.0
Scenario 2: High renewable 9.3 20.5 103.3
Fig. 9. Installed capacities, peak power, average power and annual production of each conversion nodes when only electricity and hydrogen can be transported from offshore for
the High renewable scenario.
at their maximum potential. Onshore wind turbines, being less costly,
are preferred, with 20.5 GW installed. Consequently, CCGT capacity is
reduced (from nearly 12 GW in the Base scenario to 11 GW in the High
Renewable scenario) and they produce much less electricity annually.
Hydrogen production at the coast increases significantly, reaching 8.5
TWh annually (compared to only 1.69 TWh in the Base scenario).
The total system cost also decreases, from 20.47 Be/year in the Base
scenario to 19.88 Be/year. The amount of unmet electricity demand
remains negligible, at 39.46 GWh out of 129.42 TWh.

When the model is allowed to transport energy produced offshore
in the form of both hydrogen and electricity, offshore wind turbines are
installed at their maximum potential, with their capacity factors slightly
increasing (from 38.46% to 39.11%). Offshore hydrogen production
is introduced, with an installed capacity of 1.56 GW, yielding an
annual production of 5.45 TWh. Although coastal electrolysers produce
more hydrogen, their capacity factors are much lower than those of
offshore electrolysers. Coastal electrolysers produce only 1.5 TWh more
annually than offshore electrolysers, despite having more than double
the installed capacity of the offshore electrolysers.

It is important to note that no fuel cell is installed. Thus, under the
assumptions of this model, converting electricity into hydrogen, storing
it, and then converting it back into electricity is not competitive.
12 
Lastly, allowing the transport of hydrogen from offshore results in
savings of a bit more than 35 Me/year, with a similar amount of unmet
electricity demand.

5. Sensitivity analysis

The production and transportation of hydrogen are central points
in the decision to use electrons or hydrogen for offshore energy trans-
portation. Indeed, their costs can be a deterrent and thus lead to the use
of electrons. It is therefore important to study the behaviour of factors
that influence these costs. In this sensitivity analysis, two factors are
studied:

• the impact of the H2 import price is assessed, which can help iden-
tify a threshold beyond which importation is no longer profitable
compared to offshore production;

• the distance between offshore and coastal clusters is examined to
determine if there exists a distance between these two for which
hydrogen pipelines can surpass electrical lines, that are generally
more profitable.

This analysis examines both scenarios, focusing first on their effects
on offshore installations, followed by the impact of these effects on
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Fig. 10. Installed capacities, peak power, average power and annual production of each conversion nodes when electricity and hydrogen can be transported from offshore for the
igh renewable scenario.
Fig. 11. Impact of the price of H2 import on the capacities of offshore technologies. For each scenario, two cases are illustrated: the ELEC-OFF case, where only electricity is
enerated in the Offshore cluster, represented by solid lines, and the ELEC-H2-OFF case, where both electricity and hydrogen are generated in the Offshore cluster, shown with
ashed lines. For example for the High Renewable scenario, at a H2 import price of 75 e/MWh, the capacity of wind turbine is 7.31 GW for the case ELEC-OFF and 9.3 GW for
he case ELEC-H2-OFF, and the capacity of electrolysis plant is 1.56 GW for the case ELEC-H2-OFF.
r
a

c

onshore installations and imports. For each scenario, two cases are
considered: one where only electricity is generated in the Offshore
cluster (ELEC-OFF), and another where both electricity and hydrogen
are produced in the Offshore cluster (ELEC-H2-OFF).

5.1. Evolution of the price of H2 imports

For this sensitivity analysis, the price of imported H2 is increased
from 75 e/MWh to 300 e/MWh. Previously, results indicated that at
75 e/MWh, most of the hydrogen consumed was imported. With this
increase, it is expected that domestic hydrogen production will rise,
eventually becoming the sole source of hydrogen in the model.

5.1.1. Offshore installation
Figs. 11(a) and 11(b) show the evolution of offshore conversion

echnologies in relation to the price of H2 imports for both the Base
scenario and the High renewable scenario. Each graph provides the ca-
acities of offshore energies producers installed for the case ELEC-OFF
nd ELEC-H2-OFF.

In both scenarios, the capacity of offshore electrolysers reaches
its maximum value at an H2 import price of 105 e/MWh. In the
High renewable scenario, increasing the H2 import price encourages
the installation of offshore wind turbines to boost green hydrogen
production up to 100 e/MWh. From 105 e/MWh to 175 e/MWh, the
capacity of electrolysis plants decreases in both scenarios. This is due

to the use of steam methane reformers (SMR) at this price point. As

13 
SMR also release carbon dioxide, the maximum exportable amount is
eached. As the price of hydrogen increases, SMR production ramps up
s can be seen in Fig. 12, resulting in more CO2 emissions, which in turn

forces a reduction in combined cycle gas turbine (CCGT) production.
To offset this reduction, a portion of the electricity originally used for
offshore hydrogen production is redirected for direct electricity use.

Beyond 175 e/MWh, the electrolyser capacities diverge for each
scenario. In the Base scenario, electrolyser capacity peaks again at 200
e/MWh, then decreases and stabilises from 250 e/MWh. This new
peak occurs because synthetic methane, which is carbon neutral, starts
being imported at 175 e/MWh. This allows CCGT to produce more
electricity, and some of the electricity from offshore wind turbines can
be converted back into hydrogen. In the High Renewable scenario,
the capacity of offshore electrolysers stabilises around 2 GW from 175
e/MWh to 300 e/MWh. Thanks to the higher renewable potential, the
reduction in CCGT production can be offset by carbon-neutral technolo-
gies. As a result, hydrogen production by electrolysers increases in the
coastal cluster, driven by additional renewable electricity production,
as shown in Fig. 12(b).

5.1.2. Hydrogen production
Figs. 12(a) and 12(b) illustrate the evolution of H2 production from

onversion technologies in the model for both the Base scenario and
the High renewable scenario.

Up to 105 e/MWh, only electrolysers produce hydrogen in the
model for all cases and scenarios. Beyond 105 e/MWh, steam methane
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Fig. 12. Impact of the price of H2 import on the production of H2 from hydrogen production technologies. For each scenario, two cases are illustrated: the ELEC-OFF case, where
only electricity is generated in the Offshore cluster, represented by solid lines, and the ELEC-H2-OFF case, where both electricity and hydrogen are generated in the Offshore
luster, shown with dashed lines. Theses graphs can be read the same way as explained in Fig. 11.
Fig. 13. Impact of the price of H2 import on the total production and the import of H2. For each scenario, two cases are illustrated: the ELEC-OFF case, where only electricity
s generated in the Offshore cluster, represented by solid lines, and the ELEC-H2-OFF case, where both electricity and hydrogen are generated in the Offshore cluster, shown with
ashed lines. Theses graphs can be read the same way as explained in Fig. 11.
b
a
H

reformers (SMR) become economically competitive and become the
primary hydrogen producers. As the H2 import price increases, SMR
production of H2 increases correspondingly. Figs. 13(a) and 13(a) show
that by 300 e/MWh, hydrogen is almost entirely produced by SMR to
meet the demand, with only a negligible amount of hydrogen being
imported.

5.1.3. Onshore effects
The graphs in Figs. 14(a) and 14(b) show the evolution of onshore

lectricity producer installations. The trends are similar for both scenar-
os, with no significant differences between them. Up to 105e/MWh,
nly PV and CCGT capacities slightly increase to compensate for the

electricity consumption by electrolysers.
From 105 to nearly 200 e/MWh, PV capacities increase and reach

heir maximum potential in the Base scenario, while CCGT capacity
decreases during this interval. The graphs in Figs. 15(a) and 15(b) show
that at 105 e/MWh, the total amount of CO2 imported reaches its max-
mum value and remains constant for the rest of the sensitivity analysis.
his limit explains why the capacities of PV and CCGT decrease. Since
MR is a carbon emitter consuming natural gas, a shift occurs in natural
as consumption between SMR and CCGT. To compensate for this shift,
V installations increase. At 165 e/MWh, the import of green gas
ecomes cost-competitive in the Base scenario; this occurs slightly later,

t 187.5 e/MWh, in the High Renewable scenario.

14 
All capacities for electricity production stabilise between 200 and
300 e/MWh. This is because only the import of synthetic methane
increases to supply the SMR that produce hydrogen. By using synthetic
methane, the model maintains its carbon neutrality.

5.1.4. Cost differences
Fig. 16 shows the cost difference between the ELEC-OFF and the

ELEC-H2-OFF cases for both the Base scenario and the High renewable
scenario.

In both scenarios, the highest difference occurs at 105 e/MWh, just
efore SMRs start to be installed. For the Base scenario, this difference
mounts to 0.038 e/MWh equivalent to 8.5 Me/year, while for the
igh renewable scenario, it amounts to 0.37 e/MWh, equivalent to

83.96 Me/year.

5.2. Evolution of the distance between offshore and coastal clusters

For this sensitivity analysis, the distance between the offshore and
coastal clusters has been increased from 40 to 1000 km. This is expected
to impact the cost of the energy interconnectors (H2 pipelines and
HV lines) and favour offshore hydrogen production as the distance
increases. For this sensitivity analysis, HVDC lines can also be installed.
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Fig. 14. Impact of the price of H2 import on onshore electricity producer installations. For each scenario, two cases are illustrated: the case ELEC-OFF where only electricity can
be generated from the Offshore cluster in continuous line and the case ELEC-H2-OFF, where both electricity and hydrogen can be generated in the Offshore cluster in dashed line.

heses graphs can be read the same way as explained in Fig. 11.
Fig. 15. Impact of the price of H2 import on the natural gas and green CH4 imports and CO2 export. For each scenario, two cases are illustrated: the ELEC-OFF case, where only
lectricity is generated in the Offshore cluster, represented by solid lines, and the ELEC-H2-OFF case, where both electricity and hydrogen are generated in the Offshore cluster,
hown with dashed lines. Theses graphs can be read the same way as explained in Fig. 11.
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Fig. 16. Evolution of the difference of the cost of energy of the system between the
case with offshore electricity production only and combined offshore electricity and
hydrogen production for both the Base scenario and the High renewable scenario.

5.2.1. Offshore installations
Figs. 17(a) and 17(b) show the evolution of offshore conversion

echnologies in relation to the distance between the offshore cluster and
15 
the coast for both the Base scenario and the High renewable scenario.
In the Base scenario, producing hydrogen offshore allows the in-

tallation of wind turbines to remain viable at maximum capacities
up to 750 km. Conversely, if only electricity is produced offshore,

ind turbine capacities start to decrease from 200 km and continue
o decrease, reaching just over 3 GW at 1000 km. As the distance

increases, a larger proportion of the electricity generated by the wind
turbines is converted into hydrogen, since installing hydrogen pipelines
is less costly. In the High renewable scenario, however, as the distance
between the offshore sites and coastal clusters increases, the capacities
of both wind turbines and electrolysers decrease.

5.2.2. Hydrogen production
Figs. 18(a) and 18(b) illustrate the evolution of H2 production from

onversion technologies in the model for both the Base scenario and
the High renewable scenario.

In the Base scenario, offshore electrolysers quickly become the
primary source of hydrogen when permitted. Starting from no produc-
tion at 40 km, they reach 6 TWh at a distance of 1000 km. Coastal
hydrogen production decreases in both cases, dropping to zero at 500
km when hydrogen is produced offshore and at 1000 km when it is not.
Additionally, no hydrogen is produced inland, either by electrolyser
or steam methane reformer. Overall, as shown in Fig. 19(a), total
ydrogen production increases with distance when offshore production

is allowed.



J. Mbenoun et al.

w

t
s

h

c
s

(
s
r
i
c

Applied Energy 382 (2025) 125031 
Fig. 17. Impact of the distance between the offshore and the coastal areas on capacities of offshore technologies. For each scenario, two cases are illustrated: the ELEC-OFF case,
here only electricity is generated in the Offshore cluster, represented by solid lines, and the ELEC-H2-OFF case, where both electricity and hydrogen are generated in the Offshore

cluster, shown with dashed lines. Theses graphs can be read the same way as explained in Fig. 11.
Fig. 18. Impact of the distance between the offshore and the coastal areas on the production of H2. For each scenario, two cases are illustrated: the ELEC-OFF case, where only
electricity is generated in the Offshore cluster, represented by solid lines, and the ELEC-H2-OFF case, where both electricity and hydrogen are generated in the Offshore cluster,
shown with dashed lines. Theses graphs can be read the same way as explained in Fig. 11.
c

In the High renewable scenario, as the number of offshore wind
urbines decreases, hydrogen production from both offshore and coastal
ources also declines as the distance between offshore sites and coastal

clusters increases. This reduction is partially offset by a rise in inland
electrolyser production. However, as illustrated in Fig. 19(b), total
ydrogen production decreases while hydrogen imports increase.

5.2.3. Onshore effects
Figs. 20(a) and 20(b) illustrate the evolution of onshore electricity

producer installations in relation to the distance between the offshore
luster and the coast for both the Base scenario and the High renewable
cenario.

In the Base scenario, the capacities of Combined Cycle Gas Turbines
CCGT) and Photovoltaics (PVs) increase with distance to compen-
ate for the consumption by electrolysers in both cases. In the High
enewable scenario, PV capacities slightly decrease while CCGT capac-
ties increase with distance. The reduction in offshore wind turbine
apacities is primarily offset by the increased capacity of CCGTs.

These compensations directly impact the import of molecules, as
shown in Figs. 21(a) and 21(b). In both scenarios, the amount of natural
gas imported increases with distance to fuel the CCGTs. Consequently,
CO2 exports also rise, as more needs to be captured from the CCGTs.

5.2.4. Cost differences
Fig. 22 shows the cost difference between the ELEC-OFF and the

ELEC-H -OFF cases for both the Base scenario and the High renewable
2

16 
scenario.
As the distance between offshore and coastal clusters increases, the

ost difference becomes more pronounced in the Base scenario, rising
to 0.29 e/MWh equivalent to 65.58 Me/year at 750 km. In the High
renewable scenario, the cost difference decreases as the number of
offshore wind turbines decreases.

6. Limitations

Many hypotheses are scattered throughout the text. For the sake of
clarity, we summarise and discuss the main ones here.

In Section 3, we introduce multiple assumptions, which each pose
some limitations on the results. The concept of central planning and
operation assumes a perfectly competitive market, disregarding the re-
ality of multiple influential actors and factors in the market. Similarly,
the perfect foresight and knowledge assumption fail to account for un-
certainties in demand, operations, and weather conditions. Moreover,
investment and operational decisions rely on a database of cost predic-
tions established in 2021, neglecting recent increases in material costs,
and, of course, future unpredictable modifications to these costs in the
next years up to 2050. Additionally, assumptions about technologies
and processes models overlook startup time, artificially increasing the
response time of some technologies. CCGTs, which form a large part of
any optimal solution in the model, are modelled such that they need to
be running at least at 40% capacity, rather than allowing them to shut
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Fig. 19. Impact of the distance between the offshore and the coastal areas on the total production and the import of H2. For each scenario, two cases are illustrated: the ELEC-OFF
case, where only electricity is generated in the Offshore cluster, represented by solid lines, and the ELEC-H2-OFF case, where both electricity and hydrogen are generated in the
Offshore cluster, shown with dashed lines. Theses graphs can be read the same way as explained in Fig. 11.
Fig. 20. Impact of the distance between the offshore and the coastal areas on onshore electricity producer installations. For each scenario, two cases are illustrated: the ELEC-OFF
case, where only electricity is generated in the Offshore cluster, represented by solid lines, and the ELEC-H2-OFF case, where both electricity and hydrogen are generated in the

ffshore cluster, shown with dashed lines. Theses graphs can be read the same way as explained in Fig. 11.
Fig. 21. Impact of the distance between the offshore and the coastal areas on the natural gas and green CH4 import and CO2 export. For each scenario, two cases are illustrated:
he ELEC-OFF case, where only electricity is generated in the Offshore cluster, represented by solid lines, and the ELEC-H2-OFF case, where both electricity and hydrogen are
enerated in the Offshore cluster, shown with dashed lines. Theses graphs can be read the same way as explained in Fig. 11.
down. The above assumptions are employed to maintain the model’s
size to a manageable one and ensure efficient computations, albeit at
the expense of overlooking certain complexities.
 o
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A limit was set on the total flow of electricity to avoid unrealistic
peaks in the electricity network. A value of 23 GW was decided based
n the peak of the electricity demand used in the model. Allowing the
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Fig. 22. Evolution of the difference of the cost of energy of the system between the
ELEC-OFF case and the ELEC-H2-OFF case for both the Base scenario and the High
renewable scenario.

possibility of increasing this limit with a cost related to an increased
capacity could change the results, especially in the number of PVs in-
stalled. Another significant limit is on nuclear power generation, which
Belgium has currently 4 GW of. Belgium’s stance on nuclear power
currently excludes it from the country’s future electricity production
plans. However, plans can change and nuclear energy could still play a
ignificant role in Belgium’s hydrogen production—a possibility worth
xploring in future research.

Another assumption is that imported electricity comes from decar-
onised sources, imposing a cap on the quantity of electricity available
or import at each time step. While the model aims to promote local

production, other assumptions within it could influence the outcomes.
Gas imports are solely restricted by pipeline capacity, and Belgium,

erving as a transit nation, mostly imports natural gas that is subse-
uently exported to other countries. This limitation in practice affects
he volume of natural gas and influences its pricing [45]. A compre-

hensive investigation would be necessary, although it falls beyond the
scope of this paper.

The energy demand relies on TYNDP predictions [1], but it is
important to note that demand and supply are related. A rise in costs
typically leads to a drop in consumption. Estimating the elasticity of
the supply–demand curve is beyond this paper’s scope; for simplicity,
demands are not influenced by prices and other factors in the model.

Another important assumption was the possibility to export CO2 and
o store it abroad. This assumption allows for the use of carbon capture

technologies and limits the quantity of carbon that can be captured.
t is a significant assumption since it allows the model to use carbon-

emitting technologies in the energy mix while still being able to reach
carbon neutrality.

The model was simulated for only one year. While running it for
ultiple years (or for slight modifications of the data related to the

same year) could produce more robust results, the focus was not
primarily on achieving pinpoint accuracy regarding installed capac-
ity. Instead, the goal was to assess the impact of specific hypotheses
(namely the costs linked to H2 imports, and the distance between the
offshore cluster and the coastal one, see Section 4) and to gain a deeper
understanding of the system’s dynamics (Section 5).

7. Conclusion and future works

In this work, the primary goal was to determine the most effective
method for transporting offshore energy to shore. Specifically, the study
aimed to assess whether transporting part of the energy as hydrogen
would be advantageous for the Belgian energy system. To achieve
this, the Belgian energy system for 2050 was modelled and divided
18 
into three distinct geographical areas: offshore, coastal, and inland.
Each area was assigned its own set of technologies. The model needs
to satisfy the demand for three different energy carriers (electricity,
hydrogen, and natural gas) while achieving carbon neutrality.

To assess the benefits of producing offshore hydrogen, two simula-
ions were compared: one where only electricity is produced offshore
nd another where both electricity and hydrogen are produced off-
hore. Under the most conservative assumption about the potential

of renewable energy (the base scenario), there is no benefit to al-
lowing offshore hydrogen production. However, with more relaxed
assumptions about renewable potential (the High Renewable scenario),
the results show that producing hydrogen offshore incentivises the
installation of more offshore wind turbines, increasing their capacity
factors. Overall hydrogen production rises, leading to a total system
ost reduction of 25 Me/year.

Furthermore, a sensitivity analysis was conducted on two factors:
the impact of H2 prices and the distance between the offshore area and
the coast.

Regarding the price of H2 imports, the production of offshore hy-
drogen increases up to a price of 105 e/MWh, leading to a rise in
total production from electrolysers. This increase reaches 6.42 TWh of
ydrogen produced under the conservative assumption on renewable
otential and up to 18.9 TWh with more relaxed assumptions on
enewable potential. This results in cost savings of 8.49 Me/year for
he base scenario and 83.96 Me/year when hydrogen can be produced
ffshore. Above 105 e/MWh, steam methane reforming (SMR) with
ost-combustion carbon capture technologies becomes cost-competitive
nd the primary producer of hydrogen within the model.

Regarding the distance between the offshore area and the coast,
s the distance increases, the model tends to decrease the capacity of

installed wind turbines because the cost of interconnection becomes too
expensive. However, this decrease is slowed when offshore hydrogen
can be produced. In the base scenario, offshore wind turbine capacities
remain at their maximum potential up to a distance of 750 km. Offshore
hydrogen production at this distance exceeds 6 TWh (compared to
almost non-existent production at 40 km), resulting in a cost difference
of 65.58 Me/year at 750 km.

In the high renewable scenario, since the model has sufficient inland
lectricity to meet demand, offshore installations fall to zero at the
ongest distance studied.

Overall, the analyses tend to show that depending on several impor-
tant factors (distance to the coast, price of hydrogen imports, solar and
wind capacity), offshore H2 production, and in general power-to-H2,
can contribute effectively to a decarbonised energy system and decrease
lightly the total cost of the system. However, the import of H2 remain
ecessary to meet the demand.

This work can be extended through several interesting paths. As the
potential of renewable energy seems to be the most important factor for
the production of offshore hydrogen, extending this model by adding
more countries with more renewable resources could lead to interesting
esults. This would offer greater precision while handling the exchanges

between countries for all commodities as well.
Furthermore, the granularity of the Belgian model itself can be

ore precise. This can be achieved by modelling both transmission and
distribution networks for hydrogen, natural gas and electricity. This
would allow Belgian authorities to have a precise insight of the future of
the different networks. Other improvements to the model could include
making energy demand endogenous for heating and transport, adding
missing energy vectors such as biomass, oil, and coal, and studying
pathways from the present to the solution for 2050.

Finally, a focus on the potential of the North Sea as an individ-
ual cluster can also be considered. As it is a key spot for renew-
able production (wind) and it can be used an exchange spot between
countries.
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Table 2
Technical parameters used for conversion nodes. The reference commodity for each nodes is given in the second column.
𝑛 Commodity 𝑟 𝜅𝑛 𝜅̄𝑛 𝜅𝑛𝑡𝑜𝑡 𝛼𝑛 𝜇𝑛 𝛥𝑛+/𝛥𝑛− Source

GW or kt/h GW or kt/h TWh/y or Mt/y – – –

PV Electricity 0.0 50.0 – 0.0 0.0 – [6]
WON 0.0 8.0 – 0.0 0.0 – [6]
WOFF 0.0 9.0 – 0.0 0.0 – [6]
NK 0.0 0.0 – 3.0/52.0 0.0 0.01/0.01 [12,35]
FC 0.0 ∞ – 0.0 0.0 1.0/1.0 [12,34,35]
CCGT 0.0 ∞ – 2.0/52.0 0.4 1.0/1.0 [12,35]
OCGT 0.0 ∞ – 0.75/52.0 0.2 1.0/1.0 [12,35]

EP H2 0.0 ∞ – 2.0/365.0 0.05 1.0/1.0 [12,36]
SMR 0.0 ∞ – 0.0 0.0 1.0/1.0 [12,46]

MT CH4 0.0 ∞ – 0.0 0.0 0.01/0.01 [12]
BMT 0.0 1.5 ⋅𝜅𝑛𝑡𝑜𝑡 14.08 10/365 0.5 0.01/0.01 [33,35]

DAC CO2 0.0 ∞ – 0.0 0.0 1.0/1.0 [47]
PCCC 0.0 ∞ – 0.0 0.0 1.0/1.0 [12]

DU H2O 0.0 ∞ – 0.0 1.0 0.0/0.0 [12]
Table 3
Conversion factors for each conversion technology. These efficiencies are used in Eqs. (1). The sources for each efficiency are listed in the last
column. The units of the reference commodity for each technology are in the second column while the values for the used conversion factors
are given in the remaining columns. Note that only 90% of CO2 can be captured by the PCCC from the CO2 emitted by gas turbines (CCGT or
OCGT). For electrolyser plants, the electricity used for compressing hydrogen is accounted for within the term 𝜙𝑒𝑙 .

Unit of 𝑟 𝜙𝑒𝑙 𝜙H2
𝜙CH4

𝜙CO2
𝜙H2O 𝜙𝑓 𝑢𝑒𝑙 Source

GWh𝑒𝑙 GWhH2
GWhCH4

ktCO2
ktH2O GWh𝑓 𝑢𝑒𝑙 or kt𝑓 𝑢𝑒𝑙

NK GWh𝑒𝑙 1.00 – – – – 0.38 [12,35]
FC 0.58 – – 2.13 – [12,34,35]
CCGT – 0.6 2.97 – – [12,35]
OCGT – 0.45 2.23 – – [12,35]

EP GWhH2
0.74 1.00 – – 3.70 – [12,36]

SMR 50.00 0.76 3.76 – – [12,46]

MT GWhCH4
– 0.98 1.00 4.95 – – [12]

BMT 16.67 – 4.95 – 0.33 [33,36]

DAC ktCO2
0.56 – – 1.00 – – [47]

PCCC 2.42 – – 0.90 – – [12]

DU ktH2O 0.004 – – – 1.00 – [12]

https://doi.org/10.5281/zenodo.14264974
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Table 4
Economic parameters used to model conversion nodes. CAPEX of offshore electrolysers considers the cost of the offshore platform on top of
the cost of the technology.
𝑛 𝐶 𝐴𝑃 𝐸 𝑋𝑛 𝜃𝑛𝑓 𝜃𝑛𝑣 𝜒𝑛𝑖 𝐿𝑛 Source

Me/GW Me/GW-yr e/MWh e/MWh & e/t year
or Me/kt/h or Me/(kt/h)-yr or e/t or e/t

PV 610.00 13.00 0.00 – 25 [34]
WON 943.00 12.00 0.18 – 25 [34]
WOFF 1995.00 32.00 0.39 – 25 [34]
NK 4700.00 105.00 7.8 1.69 50 [34]
FC 2668.00 40.00 1.04 – 20 [34]
OCGT 412.00 7.42 4.50 – 25 [35]
CCGT 750.00 15.00 1.73 – 30 [34]

EP onshore 333.33 6.67 0.00 – 35 [36]
EP offshore 502.13 6.67 0.00 – 35 [36,48,49]
SMR 805.00 37.80 0.17 – 25 [46]

MT 291.4 10.00 1.10 – 20 [34]
BMT 1733.00 165.18 0.00 10.23 15 [33,36]

DAC 4000.00 20.00 0.00 – 30 [47]
PCCC 3150.0 0.00 0.00 – 20 [12]

DU 28.08 0.0 0.32 – 20.0 [50]
Table 5
Capacity parameters used for storage nodes.

𝜖𝑛 𝜖𝑛 𝜅𝑛 𝜅̄𝑛 Source
GWh GWh GW GW

PHP 5.3 5.3 1.3 1.3 [6]
CH4S 8000 8000 7 7 Fluxys
Table 6
Technical parameters used for storage nodes.

𝜂𝑛𝑆 𝜂𝑛+ 𝜂𝑛− 𝜌𝑛 𝜉 𝜙𝑛𝑖 𝛼𝑛 Source
GWh𝑒𝑙 𝑒𝑐∕GWh𝑚𝑜𝑙 𝑒𝑐 𝑢𝑙 𝑒

Batteries 0.004 0.91 0.90 0.17 – – 0.002 [37]
Pumped hydro 0.0 0.89 0.89 1.0 – – 0.00 [35]
H2O storage 0.0 1.0 1.0 1.0 – 0.00036 0.00 [12]
H2 storage 1.0 0.98 0.98 1.0 0.1 0.0 0.0 [12,36]
CH4 storage 1.0 0.99 0.99 0.5 – – 0.0 [12]
CO2 storage 1.0 1.0 1.0 1.0 0.2 – 0.0 [12]
Table 7
Technical parameters of flexibility nodes.

𝜖𝑛 𝜖𝑛 𝜅𝑛 𝜅̄𝑛 𝛾𝑛 𝜔𝑛 Source
GWh GWh GW GW h h

Load shifting 1.5 1.5 1.5 1.5 0 – [6]
Linepack 39.44 39.44 9.86 9.86 6 – Fluxys
Load shedding 1 h – – 0.128 0.2 0 1 [6]
Load shedding 2 h – – 0.446 0.7 0 2 [6]
Load shedding 4 h – – 0.534 0.607 0 4 [6]
Load shedding 8 h – – 0.383 0.6 0 8 [6]
Load shedding 24 h – – 0.191 0.3 0 24 [6]
Table 8
Economic parameters used to model flexibility nodes (2050 estimates).

CAPEX𝑠𝑡𝑜𝑐 𝑘 CAPEX𝑓 𝑙 𝑜𝑤 𝜗𝑛𝑓 𝜃𝑛𝑓 𝜗𝑛𝑣 𝜃𝑛𝑣 𝐿𝑛 Source
Me/GWh Me/GWh Me/GW Me/GW Me/GWh Me/GWh years
or Me/kt or Me/kt or Me/kt/h or Me/kt/h or Me/kt or Me/kt

Batteries 75.00 60.00 0.00 0.54 0.00 1.6e−3 25 [37]
Pumped hydro 0.00 0.00 0.00 20.00 0.00 0.00 50 [34,37]
H2O storage 0.065 1.56 0.001 0.031 0.00 0.00 30 [12]
H2 storage 8.40 0.00 0.55 0.00 0.00 0.00 30 [37]
CH4 storage 0.10 0.00 0.003 0.00 0.00 0.00 80 [12]
CO2 storage 0.10 0.00 0.00 0.00 0.00 0.00 20 [12]
Load shedding 1 h – – – 80 – 2.50 – [6]
Load shedding 2 h – – – 80 – 2.00 – [6]
Load shedding 4 h – – – 80 – 1.50 – [6]
Load shedding 8 h – – – 80 – 1.00 – [6]
Load shedding 24 h – – – 80 – 0.50 – [6]
20 
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Table 9
Economic and technical parameters used to model import or export nodes.
𝑛 𝜅𝑛 𝜐𝑛𝑡 𝜙CO2

Source
GW or kt/h e/MWh or e/t GWhCH4

/ktCO2

NGNO 18.35 50.00 + 0.83 – [38,41]
NGUK 24.50 50.00 + 0.84 – [38,41]
NGFR 9.37 50.00 + 0.22 – [38,41]
NGDE 15.06 50.00 + 0.54 – [38,41]
SMI 26.81 164.80 4.95 [12]
H2NL 25.65 75.00 – [51]
CO2E 3.50 2.00 – [12]
Table 10
Technical and economical parameters used to model the electricity import from neighbouring countries.

𝜅𝑛,𝑊 𝑂 𝐹 𝐹 𝜅𝑛,𝑊 𝑂 𝑁 𝜅𝑛,𝑃 𝑉 𝜅𝑛,𝑁 𝐾 𝜅𝑛,𝐻 𝑉 Length𝐻 𝑉 𝛽𝑛 𝜐𝑛𝑡
GW GW GW GW GW km [–] Me/GWh

Denmark 23.00 6.7 22.2 0.0 2 600 0.01 0.0448
United Kingdom 100.592 39.755 93.538 5.6 2.4 150 0.01 0.0447
Netherlands 60.137 9.676 94.856 0.0 5.4 50 0.01 0.0463
France 43.446 40.802 158.048 15.2 8.3 50 0.01 0.0475
Germany 52.199 68.376 268.215 0.0 1 50 0.01 0.046
Luxembourg 0.0 0.534 0.726 0.0 1 50 0.01 0.0399
Table 11
Technical parameters of transmission nodes.

𝜅𝑛 𝜅̄𝑛 Length 𝜙𝑛𝑖 𝜙𝑛𝑙 Source
GW GW km GW𝑒𝑙/GW𝑚𝑜𝑙 𝑒𝑐 𝑢𝑙 𝑒

Submarine HVAC 2.3 100 – 0.93 – [6,52]
Inland HVAC 3 100 – 0.93 – [6]
Submarine HVDC 0 100 40 0.98 – [6]
Submarine H2 pipeline 0 100 40 0.9992 0.015 [1]
Inland H2 pipeline 0 100 47 0.9992 0.015 [1]
Inland natural gas pipeline 60.5 100 47 0.9992 – Fluxys
Table 12
Economic parameters of transmission nodes.

Length CAPEX 𝜃𝑛𝑓 𝜃𝑛𝑣 Lifetime Source
km Me/GW Me/GW Me/GWh year

Submarine HVAC 40 4.57 * length + 217.2 6.00 1.00e−6 70 [6,12]
Inland HVAC 47 133.33 2.00 1.00e−6 70 [6,12]
Submarine HVDC 40 1 * length + 762.6 0.015 * CAPEX 1.00e−6 40 [6]
Submarine H2 pipeline 40 0.227 * length 0.03 * CAPEX 1.00e−6 40 [1]
Inland H2 pipeline 47 0.227 * length 0.03 * CAPEX 1.00e−6 40 [1]
Inland natural gas pipeline 47 0.0925 * length 0.03 * CAPEX 1.00e−6 40 Fluxys
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