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1. **OBJECTIVES AND THESIS CONTENTS**

1.1. **The general context of the thesis**

The researcher status differs depending on country, employer and time as new regulations and new requirements frequently appear to adjust to the society evolution.

In Belgium, the National Fund for Scientific Research (FNRS) offers jobs in scientific research. A Ph.D. thesis is required from candidates for the first permanent position, Research Associate. To access the next steps in the career, Senior Research Associate and Research Director, an "Aggregation in Higher Education" is necessary. This degree requires:

- a main thesis accompanied by three additional contributions;
- an oral presentation of this thesis in front of one's entire faculty and several foreign scientists;
- a public lecture on an imposed topic.

The format of the thesis was described in 1931 and has become quite obsolete. The most widely accepted interpretation is based on the probable subsequent career as Research Director and, eventually, University Professor. Contrarily to the Ph.D. Thesis which must demonstrate the ability to do research at the personal level, the Aggregation thesis must demonstrate the ability to conduct research, to take a broad view of a research subject and to diffuse one's experience in research; originality is, of course, not to be neglected.

1.2. **The historical context and the contents of the thesis**

My thesis is divided into four parts.

The first (part A), which is very short summarizes my work since March 1987, when I obtained my own Ph.D. Since that time, two Ph.D. theses have been completed under a shared supervision of professor Cescotto and myself. Four others Ph.D. theses are in progress. These four Ph.D students have already achieved their master theses. I have taken an active part in three additional theses and directed numerous final projects and research contracts leading to progress reports, final reports and publications. All the developments have been introduced in the Finite Element code LAGAMINE, set up in the MSM Department to simulate the forming of metals. More information about the work of my team can be found in section 2 of Part A. In fact, a collection of papers resulting from these researches could have been presented as the Aggregation thesis.

Part B of the thesis is devoted to micro-macro approaches. It is an extensive state-of-the art on the subject, presented in a unified way.
Part C is devoted to damage modeling. It also begins as a state of the art review but it is progressively focused towards the models that I have developed with my team.

As shown in section 2 of Part A, damage models and micro-macro approaches represent an important part of my contribution to the modeling of metal behavior modeling. Since Yongyi Zhu and Professor Cescotto had already developed the problematic of damage in the MSM Department, I have exploited and extended their work. I also had the opportunity to introduce micro-macro approaches in LAGAMINE thanks to a European project and a research project supported by the Région Wallonne. The development of this topic in the MSM Department results from my personal involvement.

As explained in the introductions of Parts B and C, research on micro-macro and damage approaches has been possible in the frame of different projects and thanks to the work of many different research engineers that I have supervised to the best of my ability. So, summarizing the behavior laws proposed by my team in one consistent text is of interest for researchers using them as code-users, or interested in implementing them into other codes. In order to choose the best orientations for further personal research, it is important to establish an extensive bibliographic review. This finally results in writing third cycle courses that could help future Ph.D. students of my team or other research groups worldwide. This goal was in itself an incitement to write this thesis. From this point of view, Part B is more complete, since I have already taught micro-macro approaches in February 2000 at the Graduate School in Computational and Experimental Mechanics. Part C, written for the most part in 1998 and 1999, already requires some updating.

Part D concerns the future: it concludes and offers perspectives for the continuation of the work.

The three papers joined as annex theses provide information about subjects not covered in the main text but to which I have significantly contributed. The first two present results of research performed with my co-workers using thermal-mechanical-metallurgical models. The last one is an article summarizing my contribution to contact between two bodies.

As much of my energy is devoted to metals at hot temperature, thermal-mechanical-metallurgical studies represent indeed another topic which should have been included in a consistent presentation and an up-dated literature review. When I began this thesis, I was confident that this would be summarized by two of my Ph.D. students. One of them, Jean-François Charles, left before completing a thesis; therefore the recrystallization model implemented in LAGAMINE is described only by articles in conference proceedings and internal reports. However, the developed macroscopic thermo-elasto-visco-plastic law has been extensively described by Frédéric Pascon in his DEA thesis (master's thesis). As the number of engineers having developed this field with me is limited, a coherent presentation seems less crucial than for damage and micro-macro approaches. Note that an Aggregation thesis would never end if one did
not decide to stop at a certain moment ! I am sure that my future work will be full of exciting new topics.

2. SCIENTIFIC WORK

My Ph.D. thesis (Habraken, 1989) was entitled "Contribution à la modélisation du formage des métaux par la méthode des éléments finis", which, without surprise, can be translated as "Contribution to metal forming modeling by the Finite Element Method". This broad title was chosen for historical reasons; two very different topics were studied:

- The remeshing technique, adapted to a large displacement and deformation Lagrangian code and applied to simulations of forging processes.
- A thermal-mechanical-metallurgical model predicting phase volume fractions (austenite, cementite, ferrite, pearlite, bainite, martensite), stress, strain and temperature history during the cooling of steel parts. This work has been used by ARBED (Luxemburg steel industry) to study the Quenching-Self-Tempering of hot rolled steel beams.

Of course, since March 1989, I have developed the topics of this thesis but others as well (listed hereafter). These were chosen to fulfill industrial contracts or to develop new long-term research subjects that should help my department to continue its assistance mission for metal industries.

2.1. Remeshing technique

At the end of my Ph.D. thesis, a semi-automatic remeshing technique became available in LAGAMINE. The decision to remesh relies on geometric criteria or error criteria of the Zienkiewicz type. A semi-automatic mesh generator requiring some topological data from the user creates a new mesh. Then the stresses and internal variables are transferred from the old mesh to the new one and, finally, the simulation restarts. This approach is published in:


This remeshing technique became fully automatic with the help of Marek Dyduch, a Ph.D. student supervised by Professor Cescotto and myself. Error criteria are developed, based on the comparisons between the stress and strain rate fields directly computed by the code or the superconvergent ones. His research shows that an error criterion based on stresses can be applied to take the remeshing decision and an error criterion based on strain rates helps to define the variable nodal density in the new
mesh. Marek Dyduch adapts the evaluation of superconvergent meshes to get the stresses and internal values in the new mesh. The particular case of anti-hourglass stresses in mixed type elements is also studied. On the basis of these considerations, three research engineers, Zhou Ding Wu, Zhu Yongyi and André Godinas developed an automatic mesh generator starting from the old mesh data and the strain rate error indicator. A description of this work can be found in:


Joëlle Pierry and Jean-Dominique Barnichon, from Professor Charlier's soil mechanics team, further improved the remeshing modules. This second group in the MSM department also works with the LAGAMINE code and maintains close ties with Professor Cescotto and myself. Jean-Dominique Barnichon implemented a classical method to interpolate the variables in the new mesh. For each new interpolation point, he localizes the old element where it belongs and uses the old element values to perform the interpolation. With the help of André Godinas for the mesh generator, Jean-Dominique Barnichon extended the whole remeshing method to multi-domain bodies. In soil mechanics, the different soil layers require such a tool. This research is summarized in Jean-Dominique Barnichon's thesis:


Finally, Sylvie Castagne, one of the research engineers whom I supervise, applied many of the above-described modules to study the surface layer of a rolled zinc sheet. Our goal was to investigate the 50μm surface layer, which shows one peak in texture intensity in industrial zinc sheets; this property can be correlated with the crack resistance of the sheet. A specialized mesh generator is developed and the final strain rate and temperature fields present maximums in the surface layer zone that could explain the experimental observations. These results are published at the 2nd ESAFORM (European Scientific Association in material FORMing) conference.
2.2. **Phase transformation**

The model developed in my Ph.D. thesis was applied to optimize the Quenching-Self-Tempering process in ARBED (Luxembourg steel industry). Its description is published together with an application performed by ARBED in:


I did not have the opportunity to keep working in this direction until September 2000. However during conferences and as jury member of Ph.D. theses, I followed the developments of FEM models to simulate phase transformations. Thanks to one current project funded by the Région Wallonne, I can again apply my thermal-metallurgical model. As an industrial interest is clearly present, I soon hope to up-date and apply again this thermal-mechanical-metallurgical model.

2.3. **Contact modeling**

Whatever the forming process, forging, rolling, extrusion or deep drawing, the contact between the tools and the workpiece has to be simulated. During my research, I first had the opportunity to work with Professor Charlier on a two-dimensional contact element between a rigid tool called foundation and a deformable specimen. This research based on the penalty method is described by:


I later extended the contact FEM element to the case of 2 deformable bodies, studying convergence according to the choice of weak or strong coupling between bodies in the stiffness matrix. This work, completed in 1992, was finally published in 1998:

The efficiency of the method allows treating quite complex cases as, for instance, the swaging process during the installation of swaged bolts (see Figures 1-1 and 1-2).

Figure 1-1 Installation of swaged bolts from “Swaged bolts: Modelling of the installation process and numerical analysis of the mechanical behaviour” by M. Dréan, A.-M. Habraken, A. Bouchair and J.-P. Muzeau, published in 5th International Conference on COMPUTATIONAL STRUCTURES TECHNOLOGY Leuven, Belgium, 6-8 September 2000

Figure 1-2 Axisymmetrical mesh used to model the second step of swaging process, from Dréan et al., Construction métallique, 4, (1999), 21-34.

Realized in collaboration with Michel Dréan, a Ph.D. student from CUST (Clermont-Ferrand, France), this application was published in a well-known French journal and presented at several conferences.


I have implemented the concept of “pilot nodes” in LAGAMINE. These nodes define the translational and/or rotational degrees of freedom of a rigid tool in contact with a workpiece. This approach is necessary to apply a blank holder force during a deep
drawing simulation. I have adapted this Pilot Node approach in three dimensions and implemented the analytical stiffness matrix to keep CPU time low. This is described in:


The contact element used in LAGAMINE is a thermal-mechanical element where the thermal flow depends on the contact state. It is briefly described in:


Some limited investigation has been conducted on an augmented Lagrangian approach, in collaboration with Professor Charlier and Jean-Philippe Bille.


2.4. Continuous casting model

In collaboration with ARBED, two research projects have been conducted to simulate the continuous casting process with the LAGAMINE code. The first approach, which I performed in 1989, included 2 different behavior models for liquid and solid states. A mixture law was applied in the mushy zone. The experiments performed were not sufficient at that time to identify the model parameters; besides the model stability and convergence were quite poor. However this model has helped ARBED to optimize the mold taper, but no publication describes it.

Nearly 10 years later, a second project on continuous casting was initiated with a Ph.D. student, Frédéric Pascon. This time, an important experimental part of the research (performed at SIDMAR the research center, North Belgian steel industry) allows us to adjust our behavior law. The constitutive model adopted to simulate solid, mushy or liquid states is a thermal-elasto-visco-plastic law of the Norton type. First developed with Jean-François Charles to model zinc and steel rolling, this law has been greatly improved during this research. The convergence difficulties of the continuous casting model stimulated us to study all the details. Finally, the integration scheme as well as the loading-unloading criterion have been improved, and we have reached a quite stable and robust law. This research is described in Frédéric Pascon's DEA (master thesis) presented in September 2000, and published in international conference proceeding or journal:
2.5. Texture and plasticity models

This research began in 1994, thanks to a European COST project. Exchanges between our team and Professor van Houtte of Katholieke Universiteit of Leuven afforded us the possibility to implement a first yield locus based on texture data in LAGAMINE. Serge Munhoven and I tested this first plastic surface based on 4-dimensional spline functions. It shows bad convergence and continuity problems. A second method, developed by Jan Winter and based on a 6th order series expansion in deviatoric stress space, gives satisfaction, enabling both teams to present FEM simulations on sheet behavior at the international conference, NUMIFORM 95.


The Leuven Taylor's module to predict texture evolution was implemented in Liège and applied on aluminum extrusion by our team. Our results are close to those computed by a Norwegian team partner in the COST project:

A project funded by the Région Wallonne partly devoted to the effect of texture evolution on yield locus shape started in September 1996. The fitting of a 6th order series, thanks to texture information, was considered too expensive (both in CPU time and memory storage requirement) to take into account texture evolution. It requires about 70000 calls to Taylor’s module. Thus, it was decided to develop a description of a part of the yield locus requiring only 5 or 6 calls to Taylor’s module. A so-called hyperplane approach was implemented in LAGAMINE and presented at NUMIFORM 98 conference:


At that time, the lack of long-term involvement of engineers in this project severely slowed down the project but my long-term position allowed me to safeguard the information. Recently, the research could go on with the help of a Ph.D. student, Laurent Duchêne. Poor continuity of the hyperplane development is responsible for poor convergence; an improved approach called the interpolation method was proposed with André Godinas, Laurent Duchêne and myself and published in January 1999:


Our progress with this method has also been presented in the well-known ICOTOM and NUMISHEET conferences:


It has been extensively described in Laurent Duchêne's DEA final paper:
• Implementation of a yield locus interpolation method in the finite element code Lagamine, Duchêne, L., Diplôme d’études approfondies en Sciences Appliquées, Université de Liège, (September 2000).

This method is now in its validation phase as Laurent Duchêne’s Ph.D. thesis should soon lead to more comparisons between experiments and simulations. At the ESAFORM 2001 conference that I organized in Liège, I proposed a further study of a NUMISHEET 99 benchmark in order to compare different anisotropic constitutive laws for steel sheet behavior.

2.6. Damage models

The models developed by my team belong to the Lemaître & Chaboche French school of ductile rupture (Lemaître, J., Chaboche, J.L. 1985 Mécanique des matériaux solides, Dunod, Paris). They are macroscopic approaches of damage, where damage evolution is measured by the decreasing value of the apparent Young’s modulus and, possibly, of Poisson’s ratio.

I have supervised the implementation of a coupled isotropic elastoplastic damage model in the LAGAMINE code by Yongyi Zhu, a Ph.D. student with Professor Cescotto:


This model has been applied on zinc sheets and aluminum rods in the graduation works written by Anne-Françoise Cambron and Sylvie Castagne to get their Physician Engineer Degree.

With Wang Xiao Chuan, I have extended Zhu Yongyi’s formulation to an elasto-visco-plastic model. For an aluminum alloy, the identification of the model was performed in our laboratory. So, accurate measurements of Young’s modulus were developed; different experiments for the model validation were created. As the available geometry of the material was limited, we had to imagine non-classical experiments. Finally, the model has been applied to a rotative forging process for aluminum rods.


As a large set of experiments on these aluminum rods were performed in our laboratory, with Li Hong Zhang, I have tried to go further in their exploitation. Additional comparisons of the elasto-visco-plastic damage model with experimental results were thus performed:

With Sylvie Castagne, the damage elasto-plastic model from Zhu Yongyi was also applied to these experiments. It appeared that some improvement was necessary to get correlation between model predictions and reality. The following paper has been accepted for publication:


In his Ph.D. thesis, Zhu Yongyi had also developed an anisotropic elastoplastic damage model, but his work did not include an experimental approach to identify model parameters and validation step. Michaël Wauters, a Ph.D. student of mine, has applied this model on two steel sheets, and a set of accurate sheet tests was developed in order to check Young's modulus decrease in anisotropic steel sheets. His experiments rapidly demonstrated that the simple linear hardening proposed by Yongyi Zhu leads to the prediction of a non-realistic behavior. Consequently Michaël Wauters has improved the model and performed different experiments to identify its parameters, validate its basic assumptions and validate its prediction. A first summary of this work can be found in:

- Calibration of an anisotropic elastoplastic damage model for sheet metal forming, Wauters, Michaël, Diplôme d’études approfondies en Sciences Appliquées, Université de Liège, (June 2000).

Michaël Wauters's Ph.D. thesis should be completed later on.

### 2.7. Forging models

A strong cooperation with FORCAST, a forging industry producing cylinders for rolling mills, induced both experimental and numerical progresses. On the numerical front, in 1996, we developed a strategy to model their forging process as a generalized plane state. A comparison of the stress and strain states produced by a few strokes of different hammer and anvil geometries have helped to make some progress in the
understanding of physical events occurring during the process. An account of this work is given in:


After further investigations and discussions, it appeared that three-dimensional simulations were necessary to represent the industrial reality. Again a set of simulations compared results of different tool shapes, helping engineers in decision-making. The efficient thermal-elasto-visco-plastic law of the Norton type, developed with Jean-François Charles and Frédéric Pascon, enabled investigation of the cooling effect during forging. A lot of computations were done; the following publication summarizes some of these:


Jean-François Charles also developed experimental hot compression tests with the help of Philippe Boeraeve and technicians of the department laboratory. The goal was to identify the parameters of Norton’s law. These tests are performed at “constant” temperature and “constant” strain rate. In fact, for rapid tests, the radiant furnace cannot compensate the adiabatic heat and the test does not take place at constant temperature. A subsequent development by Christophe Martin allows measuring this temperature variation during the test. The press, in the strain rate range of $10^{-4}$ to 10 sec$^{-1}$, correctly follows the constraint of constant strain rate. An Excel post processor provides the stress-strain curves from the measured force and displacement. This use of tests to reach stress-strain curves does not completely neglect the barrelizing effect that prevents homogeneous stress and strain states, but simply applies Orowan’s formula. From these data, another Excel treatment computes Norton’s parameters:


Jean-François Charles also developed a first inverse approach, neglecting the variation temperature during the tests. A initial set of Norton’s parameters is used in a set of FEM simulations modeling the different experiments. Then comparisons between predicted and measured force-displacement curves and an optimization approach provide a new set of Norton’s parameters and a new iteration is computed. When the difference between predicted and measured force-displacement curves reaches a minimum, it is
assumed that the Norton’s parameter set is the good one. Of course, local minimums can appear. This point as well as the effect of temperature must still be investigated.

2.8. Recrystallization model

Thanks to an industrial project for Union Minière devoted to zinc rolling simulation, Jean-François Charles and I have implemented a dynamic recrystallization model in the LAGAMINE code. This model uses the strain rate, temperature and strain level computed by the FEM code to follow the recrystallization phenomena. It is a post-processor activated inside the constitutive law, so the FEM simulation results give the recrystallized fraction of the final state product. The research is described in the following article:


A second model, where recrystallization affects mechanical behavior, has been proposed. Applying Sellar’s approach, each material point is subdivided into substructures defined by their volume fraction. Their hardening degree is directly linked to the recrystallization process and the macroscopic strain.

The problem with such models is not really their numerical implementation, even if this is not so simple for the coupled one. The difficult point is the parameters identification. Coupling the hot compression tests described above with microscopic observations performed by the Service de Métallurgie Sidérurgie of ULG, we have tried to follow the dynamic recrystallisation process. However, a delay still exists between the hot deformation and the quench process that freezes the microscopic state. So some doubts remain about the information. It could cover meta-dynamic or even fast static recrystallization. Nevertheless, first results have been published in:


This research is currently in progress. Parameters identification should also be improved by the use of inverse modeling.

3. ACTIVITIES AS RESEARCH ASSOCIATE

The above description of my technical activity gives an idea of my work which includes applying for projects with the industry, the University, the Région Wallonne and the
European Research organization. Then I hire, instructs and guide engineers to do the research or, in very rare cases, I handle the project alone.

I also attend conferences, where I present the research of my group and try to follow the scientific progress in the metal forming field. As member of twelve Ph.D. thesis juries, I have had opportunity to follow the research of other European teams in a very accurate and timely way. As a member of the Board of Directors of ESAFORM (European Scientific Association for material FORMING), I have organized its 2001 international conference, which has attracted more than 250 participants.

I actively participate in the educational process at the University by advising Ph.D. students and engineering students writing their final papers. As an elected member of the scientific staff of the Engineering Faculty, I participate to its daily life: this means belonging to various committees. For the last four years, I have been a member of the University Research Council. This decision-making group, composed of the University authorities, one professor and one scientist from each faculty, selects the research projects to be financed by the University or submitted to other institutions (Région Wallonne, French Community, etc.).
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Part B - Introduction

This section consists of a postgraduate course that I taught in February 2000 within the frame of the Graduate School in Computational and Experimental Mechanics (GraSMech). My GraSMech students were supposed to attend an introduction to micromechanics by Professor Paul van Houtte during the first semester. His course contents are referenced as van Houtte, 1995. This is why this reference often appears in my own course.

I propose an important state-of-the-art review in the field of polycrystal micro-macro models implemented in Finite Element Method (FEM) as well as a summary of my personal research on this topic. My goal in doing such an important literature survey is to optimize further guidance of my research group.

Since 1994, my co-workers and I have been working on the development of a FEM approach, which couples plasticity and texture models. In fact, this research has been developed within the frame of 2 projects:

- a European COST 512 project, entitled "Integration of Micromechanical Models for the Plastic Deformation of Polycrystalline Materials with FE modeling of Forming Process"
- a Région Wallonne project entitled "Integration of Micro-Macro Interactions in Finite Element Modeling of Metal Forming".

An intensive collaboration with the team of Paul van Houtte, professor at the Katholieke Universiteit of Leuven, has helped us to tackle this field. Paul van Houtte is a very well-known scientist in the field of texture research (van Houtte 1988, van Houtte 1992, van Houtte 1995, van Bael et al. 1994, van Bael et al. 1996, Winters et al. 1996). Besides Professor van Houtte, I am particularly grateful to Jan Winters, Bert van Bael and Eric Hoferlin, who kindly and patiently transmitted the practical knowledge needed for using the numerical tools exchanged between our teams.

Numerous colleagues from the MSM Department such as Serge Muhnoven, Jean-Pol Radu, André Godinas, Naji El Masri and Laurent Duchêne, have participated in this research. In the text, their specific work will be identified in the referenced list of authors or by explicit mention of their name. The research is currently in progress with the Ph.D. thesis of Laurent Duchêne, which should be completed on next academic year (2001-2002).
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7. Conclusions 7.1
Notations

Second order tensors are underlined once or noted with their 2 subscripts and fourth order tensor are identified by four subscripts or underlined twice. Capital Latin letters or Greek letters are used for these tensors. Einstein's summation on identical indices is always assumed unless otherwise specified.

The simple contracted tensor product is identified by "\cdot".

\[ C = A \cdot B \Leftrightarrow C_{ij} = A_{ik}B_{kj} \]

The tensorial product is:

\[ C = A \otimes B \Leftrightarrow C_{ijkl} = A_{ij}B_{kl} \]

The double contracted tensor product is noted by "\cdot\cdot".

\[ s = A : B \Leftrightarrow s = A_{ij}B_{ij} \quad C = S : B \Leftrightarrow C_{ij} = S_{ijkl}B_{kl} \]
\[ s = A : S : B \Leftrightarrow s = A_{ij}S_{ijkl}B_{kl} \]

The tensorial norm is defined by:

\[ |A| = \sqrt{A : A} \]
\[ |S| = \sqrt{S_{ijkl}S_{ijkl}} \]

The inverse operator is defined by the superscript -1:

\[ A^{-1} A = I \Leftrightarrow A^{-1}_{ik}A_{kj} = \delta_{ij} \]

with I the unit second order tensor, \( \delta_{ik} \) Kronecker symbol.

The transverse operator is defined by the subscript T:

\[ (A^T)_q = A_{qi} \]

Vectors are also underlined once, but small Latin letters are used. They can also be noted with one subscript. The vector operations are:

\[ s = \nu \cdot \mu \Leftrightarrow s = \nu_i\mu_i \]
\[ C = v \otimes u \iff C_{ij} = v_i u_j \]

\[ |v| = \sqrt{v \cdot v} = \sqrt{v_i v_i} \]

If \( v \) is a vector and \( A \) a second order tensor:

\[ u = A v \iff u_i = A_{ij} v_j \]

 Scalars are not underlined.

The superscript * characterises unit vector:

\[ u^* \Rightarrow |u^*| = 1 \]
Abbreviations

CRSS  Critical Resolved Shear Stress characterizing one slip system
FEM  Finite Element Method
FLD  Forming Limit Diagram
MK  Marciniak Kuczynski
MSM  department of Mechanics of Structures and Materials
ODF  Orientation Distribution Function
RVE  Representative Volume Element

Latin letters

$a$  exponent in the yield surfaces proposed by Hill, Hosford, Barlat, Karafillis
$a, b$  material constants in Tourki's model
$a, A, B, C, D, E$  material constants in 3G model
$a_m$  annihilation of mobile dislocations
$a_i$  annihilation of immobile dislocations
$a_{i b}, a_{2 b}, a_{i n}, a_{2 n}, a_{i n}$  functions of dislocation density in constitutive relations of Aifantis's model
$a^w$  matrix taking into account various types of dislocation interactions in Teodosiu's micro model
$a$  unit vector oriented in the crystal direction in Aifantis's model
$a$  vector (1 1 1 1 1) in the 5 dimensional space (interpolation approach)
$a, b$  intermediate vectors in interpolation approach
$A$  constant representing the rate of annihilation of mobile dislocations in Bergström's model
$A$  constant in Miller & Mac Dowell's model
$A$  surface region in Acharya & Beaudoin's model
$A, A_1, A_2, A_3$  material constants in Follansbee & Kocks' model
$A, B, C$  material constants in the yield surfaces proposed by Hill, Hosford, Barlat, Karafillis, Tourki
$A$  macroscopic tensor in Aifantis' model equivalent to $A^t$ tensor at microscopic level
$A^t, A^s$  symmetric part of Schmid's tensor $K^t$
$A^t_i$  symmetric part of Schmid's tensor associated to texture component $i$
### Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(b_a, b_R)</td>
<td>shape-control parameter in Khan &amp; Cheng's model</td>
</tr>
<tr>
<td>(b)</td>
<td>Bürgers' vector in crystalline plasticity, (b) is its magnitude</td>
</tr>
<tr>
<td>(b^c)</td>
<td>cumulative Burgers vector of all dislocations threading the region (A) in Acharya &amp; Beaudoin's model</td>
</tr>
<tr>
<td>(b^s)</td>
<td>unit vector in the slip direction for the slip system (s) creation of dislocations in Bergström's model</td>
</tr>
<tr>
<td>(c)</td>
<td>variation of dislocation density in Aifantis's model</td>
</tr>
<tr>
<td>(\dot{c})</td>
<td>constant in the expression of dislocation density for constant strain rate tensile tests</td>
</tr>
<tr>
<td>(C)</td>
<td>constant in the first Miller &amp; Mac Dowell's model and function in their second model</td>
</tr>
<tr>
<td>(C)</td>
<td>curve bounding a surface region (A) in Acharya &amp; Beaudoin's model</td>
</tr>
<tr>
<td>(C^*)</td>
<td>constant in second Miller &amp; Mac Dowell's model</td>
</tr>
<tr>
<td>(C_a)</td>
<td>saturation rate of back stress (Teodosiu's macro model)</td>
</tr>
<tr>
<td>(C_p)</td>
<td>polarization rate of the persistent dislocation structures (Teodosiu's macro model)</td>
</tr>
<tr>
<td>(C_s)</td>
<td>saturation rate of (S_{D_s}) &quot;direct&quot; directional strength (Teodosiu's macro model)</td>
</tr>
<tr>
<td>(C_l^{ov})</td>
<td>Fourier's coefficients in the series expansion representing the ODF</td>
</tr>
<tr>
<td>(C^e)</td>
<td>elastic tangent matrix</td>
</tr>
<tr>
<td>(C^{nn})</td>
<td>non-linear tangent matrix</td>
</tr>
<tr>
<td>(dt, dG_{ij}, ...)</td>
<td>increment of time, increment of shear strain, ...</td>
</tr>
<tr>
<td>(dV)</td>
<td>elementary volume</td>
</tr>
<tr>
<td>(D)</td>
<td>grain size</td>
</tr>
<tr>
<td>(D_{micro})</td>
<td>stiffness 4th order tensor relating stress and strain rate in visco-plastic approach in Kumar &amp; Dawson's model basis of a rectangular Cartesian coordinate system</td>
</tr>
<tr>
<td>(e_i, e_j, e_k)</td>
<td>vector representation of plastic strain rate tensor in van Houtte's model</td>
</tr>
<tr>
<td>(\dot{e} \text{ or } \dot{e}_p \quad p = 1.5)</td>
<td>visco-plastic potential in strain rate space of Arminjon's model</td>
</tr>
<tr>
<td>(E)</td>
<td>earing percentage in cup drawing</td>
</tr>
<tr>
<td>(E)</td>
<td>complementary visco-plastic potential in stress space of Arminjon's model</td>
</tr>
<tr>
<td>(E_c)</td>
<td>statistical crystallite orientation distribution function, its variables are (g), the set of Euler angles in Bunge's approach, (r) in Kumar &amp; Dawson's approach or (\alpha) in Aifantis' approach.</td>
</tr>
</tbody>
</table>

---

Part B-4.
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_i$</td>
<td>volume fraction of crystals belonging to texture component $i$</td>
</tr>
<tr>
<td>$f$</td>
<td>source term in momentum exchange between dislocations and lattice in Aifantis’s model</td>
</tr>
<tr>
<td>$F$</td>
<td>function in strain rate space which after scaling, gives the plastic multiplier $\lambda$ in Arminjon’s model</td>
</tr>
<tr>
<td>$F_p$</td>
<td>function describing the yield surface</td>
</tr>
<tr>
<td>$F_{p_1p_2...p_N}$</td>
<td>coefficients of the series expansion in strain rate space of the yield locus in van Houtte’s model</td>
</tr>
<tr>
<td>$F,G,H,N,L,M$</td>
<td>material anisotropic constants of Hill's 1948 yield locus</td>
</tr>
<tr>
<td>$F_E$</td>
<td>deformation gradient tensor</td>
</tr>
<tr>
<td>$\bar{F}$</td>
<td>fluctuation field in deformation gradient tensor of the RVE in Miehe’s approach</td>
</tr>
<tr>
<td>$F^*$</td>
<td>elastic deformation gradient tensor</td>
</tr>
<tr>
<td>$F^*_{\text{el}}$</td>
<td>elastic distortion + rigid rotation of the lattice, applied on the isoclinic configuration to recover the real configuration</td>
</tr>
<tr>
<td>$F^p$</td>
<td>plastic deformation gradient tensor</td>
</tr>
<tr>
<td>$g$</td>
<td>function in Tourki’s model, Follansbee &amp; Kock’s model or Teodosiu’s macro model</td>
</tr>
<tr>
<td>$g^j$</td>
<td>orientation of one crystal, expressed by Euler angles</td>
</tr>
<tr>
<td>$g^j_{j=R,\alpha}$</td>
<td>function in Miller &amp; Mac Dowell’s model for isotropic hardening $R$ and kinematic hardening $\alpha$</td>
</tr>
<tr>
<td>$G$</td>
<td>shear modulus</td>
</tr>
<tr>
<td>$G_{ij}$</td>
<td>shear strain in maximal shear planes (3G model)</td>
</tr>
<tr>
<td>$G_{p_1p_2...p_N}$</td>
<td>coefficients of the series expansion in stress space of the yield locus in van Houtte’s model</td>
</tr>
<tr>
<td>$h$</td>
<td>cup height used to determine the earing percentage</td>
</tr>
<tr>
<td>$h_0$</td>
<td>material parameter in Barlat’s 1989 model</td>
</tr>
<tr>
<td>$h_l,h_2,h_3$</td>
<td>material parameter in hardening function in Anand’s micro model</td>
</tr>
<tr>
<td>$h^m$</td>
<td>parameters related to grain size $D$ in Nakamachi’s model</td>
</tr>
<tr>
<td>$h^*$</td>
<td>hardening matrix in CRSS evolution rule</td>
</tr>
<tr>
<td>$H_0$</td>
<td>function in the CRSS evolution rule</td>
</tr>
<tr>
<td>$H_{ij}$</td>
<td>material parameter in Voce type law in Dawson’s micro model</td>
</tr>
<tr>
<td>$I$</td>
<td>Hessian matrix, second derivative of the yield surface</td>
</tr>
<tr>
<td></td>
<td>second order unit tensor</td>
</tr>
</tbody>
</table>
Symbols

\( j_0, j_1 \)  
size of the dislocation flux in glide or climb directions in Aifantis' model

\( \mathcal{J} \)  
dislocation flux in Aifantis' model

\( \mathcal{J}(\mathcal{T}_0, t) \)  
determinant of the mapping corresponding to the trajectories of crystals through orientation space due to plastic deformation

\( J_1 \)  
first stress invariant \( = \frac{1}{3} \text{tr}(\mathbf{\bar{\sigma}} - \alpha) \)

\( J_2 \)  
second stress invariant \( = \frac{1}{2} (\mathbf{\bar{\sigma}} - \alpha): (\mathbf{\bar{\sigma}} - \alpha) \)

\( k \)  
Boltzmann's constant

\( k \)  
scalar factor often used in interpolation approach to keep unit vector property

\( k, m, n, p, q \)  
material constant in Tourki's model

\( k_0, k_1 \)  
material constants in Acharya & Beaudoin's model

\( k_2 \)  
recovery function in Acharya & Beaudoin's model

\[ K \]  
material constant in the flow rule of the 3G model

\[ K' \]  
geometrical matrix describing the slip system \( s \), generally called Schmid's tensor

\[ K \]  
fourth order texture tensor in Aifantis' average procedure

\( L' \)  
plastic velocity gradient generated by a particular slip system \( s \)

\( L \)  
velocity gradient applied to a crystal, its decomposition neglects elasticity

\( L_{\text{macro}} \)  
fourth order tensor describing material anisotropy in yield locus approach or in self-consistent scheme

\( L^* \)  
4\textsuperscript{th} rank interaction tensor in elastic self-consistent approach

\( L^{JH} \)  
4\textsuperscript{th} rank Hill's constraint tensor in elasto-visco-plastic self-consistent approach

\( m \)  
material constant defining the fraction of isotropic hardening in Teodosiu's macro model

\( m^j \)  
material parameter in \( g \) function of Miller & MacDowell's model

\( M \)  
Taylor's factor for one crystal having an orientation \( g \) and submitted to a strain mode

\( M_i^*(\mathbf{\bar{\epsilon}}^p) \)  
function integral of Taylor's factor and harmonic functions describing the ODF in Arminjon's approach

---

Part B-6.
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_i^{**}$</td>
<td>approximated value of $M_i^{**} (\dot{\varepsilon})$ to identify $\beta_i^j$ coefficients</td>
</tr>
<tr>
<td>$\bar{M}$</td>
<td>average Taylor's factor for a polycrystal</td>
</tr>
<tr>
<td>$n$</td>
<td>material rate-sensitivity exponent in a viscoplastic model</td>
</tr>
<tr>
<td>$n'$</td>
<td>strain hardening exponent in elastoplastic model</td>
</tr>
<tr>
<td>$n_L$</td>
<td>exponent in the rate function of latent strength of the persistent dislocation structures (Teodosiu's macro model)</td>
</tr>
<tr>
<td>$\hat{n}$ and $\hat{N}$</td>
<td>unit normal vector and its associated skew symmetric tensor in Acharya &amp; Beaudoin's model</td>
</tr>
<tr>
<td>$n$</td>
<td>axis of rotation in Rodrigues's representation of crystal orientation</td>
</tr>
<tr>
<td>$n^r$</td>
<td>outward normal of the deformed configuration of the RVE</td>
</tr>
<tr>
<td>$\hat{n}$</td>
<td>outward normal of the initial configuration of the RVE with sometimes + or – superscript to localize its direction</td>
</tr>
<tr>
<td>$n_s$</td>
<td>unit vector normal to the slip plane for the slip system s</td>
</tr>
<tr>
<td>$N$</td>
<td>dimension of the space</td>
</tr>
<tr>
<td>$N_v$</td>
<td>number of inclusions per unit of volume</td>
</tr>
<tr>
<td>$N_{ss}$</td>
<td>direction of the plastic strain rate tensor in Teodosiu's macro model</td>
</tr>
<tr>
<td>$p$</td>
<td>material parameter in Barlat's 1989 model</td>
</tr>
<tr>
<td>$P$</td>
<td>parameter of dynamic recovery due to cross slip in Nakamachi's micro model of CRSS evolution</td>
</tr>
<tr>
<td>$q$</td>
<td>tensor associated to the polarity of the dislocation structures (Teodosiu's macro model)</td>
</tr>
<tr>
<td>$q$</td>
<td>material parameter weighting direct and latent part of directional strength $S_D, S_L$ (Teodosiu's macro model)</td>
</tr>
<tr>
<td>$q^{j} = R, \alpha$</td>
<td>parameter of non-uniformity of any scalar field</td>
</tr>
<tr>
<td>$q^{mu}$</td>
<td>material parameter in $g$ function of Miller &amp; Mac Dowell's model</td>
</tr>
<tr>
<td>$Q(u_p)$</td>
<td>interaction matrix of self and latent hardening in Nakamachi's micro model of CRSS evolution</td>
</tr>
<tr>
<td>$Q(\varepsilon^{*})$</td>
<td>approximate polynomial function of average Taylor's factor in van Houtte's model</td>
</tr>
<tr>
<td>$Q(\varepsilon^{*})$</td>
<td>polynomial function describing stress yield locus in van Houtte's model</td>
</tr>
</tbody>
</table>
\[ r = r_0 + r_{90} + 2r_{45} \]

effective distance between the adjacent slip systems in Nakamachi’s micro model

re-mobilization of immobile dislocations

Lankford coefficient, ratio of the transverse to the thickness strain during an uniaxial tensile test

orientation vector of a crystal in Rodrigues’ parametrization adopted by Kumar & Dawson’s model

Lankford coefficient measured by a tensile test which longitudinal axis does an angle of \( \alpha \) with the Rolling Direction

average Lankford coefficient for an anisotropic sheet

Rodrigues’ vector to define crystal orientation in initial reference texture

isotropic hardening variable, increase of plastic stress in Miller & Mac Dowell’s model

saturated values of isotropic hardening in Khan & Cheng’s model

(initial) saturation value of \( R \) variable

rotation matrix

rotation matrix about the i-axis by the angle \( \Phi \)

crystal elastic rotation tensor in Acharya & Beaudoin’s model

size of a deviatoric stress on the yield locus, also called stress radius

mean free path or average distance covered by mobile dislocations

slip system

parameters related to grain size \( D \) in Nakamachi’s micro model

parameters related to dislocation density decrease due to glide work and thermomechanical effect in Nakamachi’s micro model of CRSS evolution

mean free path or average distance covered by mobile dislocations in slip system \( s \)

softening matrix in Nakamachi’s micro model of CRSS evolution

vector representation of deviatoric stress tensor in van Houwet’s or hyperplane or interpolation approach

nodal stress point \( k \) of the yield locus used to build an hyperplane facet
Symbols

\( \mathbf{s}^{(1)} \)
non unit stress vector associated to a unit direction in strain rate space \( \mathbf{u}^{(1)} \)

\( \mathbf{s} = \mathbf{s}^* \)
vector description of a deviatoric stress point on the yield locus in van Houtte’s model

\( \mathbf{s}^* \)
unit vector defining a deviatoric stress direction

\( \mathbf{s}^{*0} \)
unit vector defining a deviatoric stress direction, center of a local description of the yield locus

\( \mathbf{s}^{*(1)} \)
unit vector representing a perturbed direction \( i \) around \( \mathbf{s}^{*0} \), called domain limit vector (interpolation approach)

\( \mathbf{s}^{*0} \)
unit vector in the direction of vector \( 111111 \) in stress space

\( \mathbf{s}^{*0(i)} \)
unit vector representing a perturbed direction \( i \) around \( \mathbf{s}^{*0} \)

\( \mathbf{s}_i \)
contravariant vector associated to vector \( \mathbf{s}^{*(1)} \)

\( \mathbf{s}_i^{*(1)} \)
contravariant vector associated to vector \( \mathbf{s}^{*(1)} \)

\( \mathbf{e}_A \)
stress vector at the step beginning

\( \mathbf{e}_B \)
stress vector at the step end

\( \mathbf{e}_{Btrial} \)
elastic stress predictor vector at the step end

\( S_D \)
scalar related to the strength of the dislocation structures associated with currently active slip systems, "direct" directional strength (Teodosiu’s macro model)

\( S_{sat} \)
saturation value of \( S_D \)

\( S_L \)
norm of latent strength of the persistent dislocation structures

\( S_{p} \)
latent strength of the persistent dislocation structures

\( S \)
directional strength of dislocation structures (Teodosiu’s macro model)

\( t \)
time

\( t_A,t_b,t_n \)
functions of dislocation density, interaction forces between dislocations in constitutive relations of Alfantis’s model

\( \mathbf{t} \)
traction at the boundary in Miehe’s proposal

\( T \)
absolute temperature in Kelvin degree

\( \mathbf{t}_{1}^{\text{eq}} \)
harmonic function of Euler angle in the series expansion representing the ODF

\( \mathbf{u} \) or \( \mathbf{u}_{p} \)
strain rate mode \( \mathbf{U}_{1} \), in its vector notation
$u'$ all possible strain rate modes $\bar{U}_{\rho\rho}$ in minimization process

$u^*$ unit vector, direction of a strain rate vector

$\alpha^{(1)}$ unit vector in strain rate space representing a perturbed
direction $i$ around a central direction $u^{*0}$

$U$ rate of immobilization or annihilation of mobile
dislocations

$\bar{U}_{\rho\rho}$ strain rate mode tensor

$\bar{U}'_{\rho\rho}$ unit strain rate mode tensor

$\bar{U}^x_{\rho\rho}$ strain rate mode in principal strain rate axes

$\nu$ unit vector in the 5 dimensional space, direction of the vector identified by coordinates (1 1 1 1 1)

$\nu$ reorientation velocity vector in ODF conservation relation.

$V$ volume

$V^*$ volume fraction of crystals in a subset of orientation
space $\mathcal{Q}^*$ in Kumar & Dawson's model

$\bar{W}$ fluctuation field applied on the RVE in Miehe's model

$W$ viscosity constant in 3G model

$W^p$ plastic work

$\bar{W}^p$ plastic work rate

$x_1 x_2$ transformation of principal stress axes in Tourki's work

$\tilde{x}$ coordinates in the final configuration

$\tilde{x}^*$ coordinates in the isoclinic configuration

$X_0 X_1 X_2$ saturated values of hardening in Kan & Cheng's model

$X_4$ 4th order strain rate term in Arminjon's description

$X_p Y_p Z_p$ cartesian coordinates of P point

$X$ coordinates in the initial configuration

$\gamma_c$ characteristic length associated to the annihilation
process of dislocation dipoles

$Z_{i\tilde{j}} Z'$ anti-symmetric part of Schmid's tensor $K_{i\tilde{j}}$
Greek Letters

$\alpha$  
orientation angle between rolling direction and tensile direction in experimental test

$\alpha$  
material constant in relationship between uniaxial flow stress and dislocation density (Bergström’s model) or CRSS and dislocation density

$\alpha$  
ratio between the CRSS associated to a particular slip system and a common reference CRSS

$\alpha_k$  
material coefficient in polynomial formulation of the plastic multiplier in Arminjon’s approach

$\alpha_1, \alpha_2$  
angles measuring the deviation of $G_{12}$ gliding planes from the directions at 45° to principal stresses in 3G model

$\alpha^{(0)}_{nc}$  
(initial) saturation value of the back stress norm (Miller & Mac Dowell’s model, Teodosiu’s macro model)

$\alpha$  
back-stress in kinematic hardening (Teodosiu’s macro model, Miller & Mc Dowell’s model...) also called dislocation stress in Aifantis’s model

$\alpha, \beta$  
material coefficients in Montheillet’s yield function

$\beta$  
variable in Bezier formula in Vegter’s criterion

$\beta$  
orientation of the principal stress directions with the Rolling Direction (Hill’s model, Tourki’s model, 3G model)

$\beta$  
parameter defining the size of one hyperplane facet or of the interpolation domain

$\beta, \beta_2, \beta_3, \beta_4$  
set of 4 angles to represent a strain mode tensor

$\beta_1, \beta_2, \beta_3$  
Euler angles defining the orientation of principal strain rate mode directions

$\beta_4$  
development of the current strain rate mode with respect to an axisymmetric compression along the 3rd principal axis

$\beta', \beta''$  
linear coefficient between parameter $\alpha_k$ of Arminjon’s approach and texture coefficients $C_l$

$\gamma_{macro or micro}$  
deformed configuration in Miehe’s model

$\gamma'$  
slip rate associated to a slip system $s$

$\gamma_0$  
reference slip rate in microscopic viscoplastic flow rule

$\gamma^{scaled}$  
slip rate per unit equivalent strain rate

$\Gamma$  
total slip in one crystal

$\Gamma_{macro or micro}$  
initial configuration in Miehe’s model
\( \bar{\Gamma} \) \text{ total average polycrystal slip rate}  
\( \delta \) \text{ Kronecker symbol}  
\( \Delta \) \text{ angle step used to discretize Euler’s space (Darrieulat & Piot)}  
\( \Delta G \) \text{ activation enthalpy}  
\( \Lambda \) \text{ measure of lattice incompatibility in Acharya & Beaudoin 1999}  
\( \Lambda_{\text{mm}} \) \text{ Eshelby’s 4th order tensor}  
\( \varepsilon_1, \varepsilon_2, \varepsilon_3 \) \text{ principal strains}  
\( \varepsilon_{\text{pr}} \) \text{ prestrain applied in one direction before a second loading}  
\( \varepsilon_{eq}(\varepsilon_{eq}^p) \) \text{ equivalent von Mises (plastic) strain} \( \sqrt{\frac{2}{3} \varepsilon_{eq}^p \varepsilon_{eq}^p} \)  
\( \varepsilon_{eq}^p \) \text{ integrated equivalent plastic strain (hardening internal variable computed from the integral of} \( d\varepsilon_{eq}^p \) \text{)}  
\( \varepsilon_m \) \text{ mean strain}  
\( \dot{\varepsilon}_0 \) \text{ limit strain rate for thermally activated motion}  
\( \dot{\varepsilon}_{eq}^{(p)} \) \text{ (plastic) von Mises equivalent plastic strain rate}  
\( \dot{\varepsilon}_{eq}^p \) \text{ anisotropic equivalent plastic strain rate associated to anisotropic equivalent stress to recover plastic dissipation}  
\( \varepsilon \) \text{ or } \varepsilon_{ij} \text{ strain tensor at microscopic level (in one crystal)}  
\( \varepsilon_{\text{micro}} \) \text{ plastic strain rate tensor associated to the texture component } i \text{ in Darrieulat’s model}  
\( \varepsilon_{\text{macro}} \) \text{ or } \varepsilon_{\text{e}} \text{ strain tensor at macroscopic level}  
\( \varepsilon^e \) \text{ elastic strain tensor}  
\( \varepsilon^p \) \text{ plastic strain tensor}  
\( \varepsilon^d \) \text{ deviatoric strain tensor}  
\( \zeta \) \text{ material parameter in plastic spin function (Miller & Mac Dowell’s model)}  
\( \eta \) \text{ isoparametric coordinate in a reference plane in FEM formulation}  
\( \eta_i \) \text{ one of the 5 } \eta \text{-coordinates used in stress space or in strain rate space in the interpolation approach}  
\( \theta \) \text{ polar angle associated with the polar-coordinate description used by Tourki, Ferron}  
\( \phi \) \text{ angle between central direction and domain limit vectors in interpolation approach}
Symbols

\( \theta \)  
scalar defining the implicit character of an integration scheme \( 0 \leq \theta \leq 1 \)

\( \theta_{eq} \)  
hardening rate due to dislocation accumulation in Voce's law (Follansbee-Kocks, Acharya-Beaudoin)

\( \lambda \)  
plastic multiplier

\( \lambda^k \)  
slip lattice incompatibility corresponding to system \( k \) in Acharya & Beaudoin's model

\( \xi \)  
isoparametric coordinate in a reference plane in FEM formulation

\( \rho_{t.o} \)  
( initial ) total dislocation density

\( \rho_i \)  
density of immobile dislocations

\( \rho_m \)  
density of mobile dislocations

\( \rho^s \)  
dislocation density related to slip system \( s \)

\( \hat{\sigma} \)  
internal variable in Follansbee & Kocks' model, flow stress at \( 0^\circ \)K associated to a defined dislocation substructure

\( \sigma_i \), \( \sigma_j \), \( \sigma_3 \)  
principal stresses

\( \sigma_0 \), \( \sigma_{45} \), \( \sigma_{90} \), \( \sigma_{\alpha} \)  
yield stress under uniaxial tension in one direction doing an angle \( 0, 45, 90, \alpha \) with the Rolling Direction

\( \sigma_0 \)  
initial elastic limit (Bergström's model, Miller & Mac Dowell's model, Teodosiu's macro model...)

\( \sigma_{0,\text{stat}} \)  
static yield stress of a dislocation-free material (Vegter's model)

\( \sigma_{0,\text{dyn}} \)  
dynamic part of the flow stress (Vegter's model)

\( \sigma_a \)  
atheoretical stress component associated with interaction of dislocations with long range obstacles in Follansbee & Kocks' model

\( \sigma_y \)  
yield value under equibiaxial plane solicitation

\( \sigma_{eq} \)  
von Mises equivalent stress \( \sqrt{\frac{3}{2} \hat{\sigma}_0 \hat{\sigma}_0} \)

\( \sigma_{eq,\alpha} \)  
anisotropic equivalent stress

\( \sigma_f \)  
yield stress under uniaxial tension in a reference direction

\( \sigma_m \)  
hydrostatic (mean) stress \( (1/3)\sigma_{ii} \)

\( \sigma_{sat} \)  
stress at zero strain hardening rate, called saturation stress (Follansbee & Kocks' model, Schmitz's model)

\( \sigma_{sat,0} \)  
saturation stress at \( 0^\circ \)K (Follansbee & Kocks' model)

\( \sigma_z \), \( \sigma_y \), \( \sigma_{xy} \), \( \tau_{xz} \), \( \tau_{yz} \)  
stress components in the material orthotropic axes

\( \sigma \)  
Cauchy stress tensor
\( \sigma^{\text{effective}} = \sigma - \sigma \)

macroscopic effective stress in Aifantis' model

deviatoric Cauchy stress tensor

Jaumann deviatoric stress rate

microscopic stress tensor, no micro superscript means macroscopic stress, sometimes superscript macro is effectively recalled

microscopic stress tensor of texture component \( i \) in Darrieulat's approach

\( \tau \)
yield stress in a pure shear test parallel to material orthotropic axes (Hill's yield locus),

stress limit in Tresca's criterion, \( 2 \tau = \sigma_r \) yield stress in uniaxial tensile test

\( \tau^s \)
resolved shear stress acting on the slip system \( s \)

\( \tau_{\text{effective}} \)
resolved shear stress in Aifantis' model where 1 slip system is assumed and a cinematic hardening approach is applied at the microscopic level

\( \tau_n \)
resolved climb component in Aifantis' model

\( \tau^s_{c(0)} \)
(initial) critical resolved shear stress acting on the slip system \( s \) often called CRSS

\( \tau^s_{c(0)} \)
(initial) common reference value assumed for CRSS in one crystal

\( \tau_{\text{sat}} \)
saturation value of common reference CRSS

\( \tau_{12}, \tau_{23}, \tau_{13} \)
shear stress associated to shear strains \( G_{12}, G_{23}, G_{13} \)

(model 3G)

\( \bar{\tau}_c \)
average common reference CRSS in a polycrystal

first Piola Kirschhoff stress used in Miehe's model

amplitude of rotation in Rodrigues' description of crystal orientation

\( \Phi_l(\xi, \eta) \)
interpolation function in classical geometric space in isoparametric finite element

\( \Phi_l(\xi_1, \xi_2, \xi_1, \xi_1) \)
interpolation function in a reference stress space in the hyperplane discretization of the yield locus

functions in Karafillis' model used to define the yield function

\( \Phi, \Phi_1, \Phi_2 \)
set of Euler's angle

\( \Psi_k \)
strain rate function used in polynomial description of plastic multiplier in Arminjon's approach

\( \omega_0 \)
scattering width angle with an ideal texture component
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Omega$</td>
<td>probability for re-mobilization or annihilation of immobile dislocations in Bergström's model</td>
</tr>
<tr>
<td>$\Omega^*$</td>
<td>subset domain in crystal orientation space in Rodrigues space</td>
</tr>
<tr>
<td>$\Omega^t$</td>
<td>whole domain in crystal orientation space of in Rodrigues space (Kumar &amp; Dawson’s model)</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>antisymmetric part of the velocity gradient tensor or total spin</td>
</tr>
<tr>
<td>$\Omega^{micro}$</td>
<td>microscopic spin decomposed into the plastic spin and the rate of crystal lattice rotation</td>
</tr>
<tr>
<td>$\Omega^p$</td>
<td>plastic spin</td>
</tr>
<tr>
<td>$\Omega^L$</td>
<td>rate of crystal lattice rotation used to update texture</td>
</tr>
<tr>
<td>$\Omega^t$</td>
<td>texture spin due to grain boundary effects in Aifantis’ model</td>
</tr>
</tbody>
</table>
1. INTRODUCTION

If we look at the anisotropic plastic models proposed in the literature, 2 types of models exist: the phenomenological ones (chapter 2) and the micro-macro ones (chapters 5 and 6) based on polycrystalline and texture approach. The first ones do not need additional knowledge to be understood by a classical mechanical scientist; it is not the case for the models issued from texture approach. Therefore some basic information will be recalled for the non-specialist reader (chapter 4); however for shortness sake, this will be limited. For a deeper understanding, I recommend the lecture of Van Houtte 1995, Teodosiu 1997, Bunge & Esling 1997.

Roughly speaking, chapter 2 is dedicated to the initial shape of the yield locus. Then chapter 3 describes the hardening models. First, simple macroscopic hardening approaches are recalled; then, more complex formulations with microscopic roots are presented. Chapter 5 summarizes micro-macro approaches without yield locus which use homogenization techniques based on crystal computations (Beaudoin et al. 1995, Kumar & Dawson 1996, Anand & Kothari 1996, Nakamachi et al. 1999). Chapter 6 presents the other trends of yield locus computations, based on texture and crystal plasticity (Lequeu et al. 1987, Imbault 1993, van Houtte 1994, Duchêne et al. 1999). The advantages and drawbacks of the different proposals will be defined as well as the model identification procedure since this is a key factor for practical applications.

The reason of the strong interest in the initial and up-dated shape of the yield locus or in the micro-macro approaches is related to the accuracy of the model predictions. The reliability of Finite Element Method simulations in deep drawing computations (Figure 1-1, Figure 1-2, Figure 1-3) as well as of Marciniak Kuczynski’s (MK) predictions of Forming Limit Diagrams (FLD) (Figure 1-4, Figure 1-5) easily explain the reasons to improve the description of the yield locus or to use polycrystal models.

Figure 1-1 Simulated and measured minor strains along a symmetry axis of a Limiting Dome Height test, benchmark of the Numisheet 96 conference with draw quality mild IF steel (models with phenomenological description of yield locus, Pijlman et al. 1998).
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Figure 1-2 Deep drawing of a cylindrical cup: comparison between experimental and calculated earing profiles, mild steel supplied by SOLLAC (models with phenomenological description of yield locus, Tourki et al. 1996).

Figure 1-3 Deep drawing of a cylindrical cup: comparison between experimental and computed earing profiles for Al2008-T4 sheet (polycrystal model, Anand et al. 1997).
Figure 1.4 FLD predictions applied on bi-axial pre-strained specimens of an IF steel, using different yield loci and comparison with experiments (models with phenomenological description of yield locus, Vegter et al. 1999).

Figure 1.5 Polycrystal model predicted and measured FLD for as received AA6111-T4-C (polycrystal model, Wu et al. 1998).

Barlat 1987 has shown that the theoretical sheet forming limit strain at necking for balanced biaxial stretching is roughly 5 times larger for a material the yield surface of which is described by the von Mises criterion than for a material which follows the Tresca criterion, when all other properties are identical. This theoretical result, as well as the above figures and Marciniak Kuczynski's predictions, underline the importance of the yield locus shape.
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2. ANISOTROPIC PHENOMENOLOGICAL YIELD LOCI

2.1. Initial shape of yield loci

The yield locus is the boundary between the elastic and plastic domains. It is a continuous surface in stress space, \( F_p(\sigma_{ij}) = 0 \), corresponding to all stress states that cause yielding. During plastic deformation, the updated yield locus will expand or contract, translate and distort. In this section, the initial shape of the yield locus associated with the first yielding is analyzed. Experimental evidence and theoretical considerations concerning the plastic behavior of materials have led to some restrictions on the mathematical representation of a yield surface. Following Bridgman's experimental observations (Bridgman 1923, 1952), hydrostatic pressure (25000 bars) does not induce plasticity in metals. More recently, Barlat et al. 1991 have measured a relative density change due to plastic deformation of the order of \( 10^{-3} \). Extrapolating an approximate limit analysis of a porous medium, Gurson's model 1977 proposes a plastic behavior law affected by pressure. His goal is fracture prediction and far from rupture, the pressure effect is limited. In a hot sintering process, the initial porosity can be very high and the pressure effect is important. However, in general cases of sound classical metals characterized by low porosity, yield surfaces are taken to be pressure independent. Drucker (1951) showed that, based on a stability postulate, the yield surface must be convex. If the yield function is smooth with no vertex, convexity ensures the uniqueness of the plastic strain rate for a given stress state.

Mathematically, the yield surface \( F_p \) is convex if, for given stresses \( \sigma_{ij} \) and plastic strain rates \( \dot{\epsilon}_{ij}^p \), any stress state \( \sigma_{ij}^* \) inside or on the yield surface obeys the following relationship:

\[
(\sigma_{ij} - \sigma_{ij}^*)\dot{\epsilon}_{ij}^p \geq 0
\]

(2-1)

If the function \( F_p \) is twice differentiable, its Hessian matrix \( H \) is defined by:

\[
H_{ij} = \frac{\partial^2 F_p}{\partial \sigma_i \partial \sigma_j}
\]

(2-2)

\( F_p \) is convex if the \( H \) matrix is semi-definite, that is, if its eigenvalues are positive or zero. Another consequence of Drucker's 1951 postulate is that the flow rule for stable materials is associated. The yield surface is the same as the plastic potential, so the strain rate vector is orthogonal to the yield surface. The associated flow rule is:

\[
\dot{\epsilon}_{ij}^p = \lambda \frac{\partial F_p}{\partial \sigma_{ij}}
\]

(2-3)
Anisotropic phenomenological yield loci

Hecker 1976 or Phillips 1986, who reviewed numerous critical experiments to assess the yield surface shape, found that the normality rule was never violated. This is also confirmed by the work of Hayakawa & Murakami 1998 in damage mechanics. Indeed, all the yield surfaces listed hereafter respect these 3 characteristics. Table 1 summarizes the evolution of the well-known Hill’s 1948 equation. Then Table 2 introduces Barlat’s and Karafillis’ models. Ferron-Tourki’s model is presented next. Finally, Vegter’s models are presented since they seem to be well validated and adapted to FEM computations. In addition to these tables, some comments help to understand the origin of the presented models, their parameters identification method as well as their experimental validation. Let us note that except for Karafillis’ model and Vegter’s model, all the others are restricted to anisotropic materials exhibiting orthotropic symmetry, i.e. to materials which possess 3 mutually orthogonal planes of symmetry at every point. Actually, most scientists agree that this restriction is not a very significant constraint because most mechanically processed materials are orthotropic in their initial state. Typical examples are rolled sheets or plates.

Hereafter, when an angle $\alpha$ defines a direction, the reference is always the Rolling Direction (RD). For instance, the notation $\sigma_\alpha$ means the current yield stress in uniaxial tension along a direction at an angle $\alpha$ with the Rolling Direction. An anisotropic plastic model defined by $F(\sigma_\alpha) = 0$ can be used only if the reference axes are defined. They are often chosen as the material orthotropic directions: $x =$ Rolling Direction $=$ RD, $y =$ Transverse Direction $=$ TD, $z =$ Thickness or Normal Direction $=$ ND.

Other reviews of phenomenological anisotropic models can be found in Vial et al. 1983, Kobayashi et al. 1985, Barlat 1987, Arminjon et al. 1994, Mahmudi 1995, Kuwabara & van Bael 1999, Banabic 2000. Note that the present work and Banabic’s 2000 review were conducted separately but at the same moment. Both reviews have selected nearly identical models as the most appropriate to simulate metal sheet behavior.

2.1.1. Hill’s approach

Table 1 is dedicated to Hill’s research. The classical quadratic yield criterion, Hill 1948 (Table 1), is well suited to specific metals and textures, but lacks flexibility. As mentioned in Vial et al. 1983, Hill’s old criterion gives a better correlation with metals having an average Lankford’s coefficient $\tilde{r}$ greater than 1 but is less acceptable when $\tilde{r}$ is less than 1. This average value is computed by:

$$\tilde{r} = \frac{1}{4} \left( r_0 + 2r_{45} + r_{90} \right)$$  \hspace{1cm} (2-4)

This proposal has advantages that explain its intensive use:
- it improves the simple assumption of neglecting anisotropy,
- it is simple to implement in a FEM code and available in numerous commercial codes,
- only 3 tensile tests at 0°, 45°, 90° are required to determine the material parameters.
<table>
<thead>
<tr>
<th>Law Name</th>
<th>Description</th>
<th>Characteristics</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hill 1948</td>
<td>[ F(\sigma_y - \sigma_z)^2 + G(\sigma_z - \sigma_x)^2 + H(\sigma_x - \sigma_y)^2 ]</td>
<td>General quadratic equation with 6 parameters, crude approximation of the yield surface shape computed from polycrystal models.</td>
<td>Hill 1948, Vial 1997, Barlat et al. 1991, Vial &amp; Hosford 1983, ...</td>
</tr>
<tr>
<td>Hill 1979</td>
<td>[ F</td>
<td>\sigma_y - \sigma_z</td>
<td>+ G</td>
</tr>
<tr>
<td>Hill 1990</td>
<td>[</td>
<td>\sigma_1 + \sigma_2</td>
<td>+ \frac{G}{E}</td>
</tr>
<tr>
<td>Hill 1993</td>
<td>[ \frac{\sigma_x}{\sigma_0} + \frac{\sigma_y}{\sigma_0} + \frac{\sigma_z}{\sigma_0} ]</td>
<td>Expression enabling to model different r0 and r0 values, when uniaxial stresses in rolling ( \sigma_0 ) and transversal ( \sigma_90 ) direction are almost equal. Only defined for plane stress case and loads applied along orthotropic axes (no shear component).</td>
<td>Hill 1993, Banabic 1996, Banabic, et al. 1999, Veger et al. 1999.</td>
</tr>
</tbody>
</table>

Notations:
- \( A, B, C, F, G, H, I, M, N, \alpha \) = material parameters
- \( \sigma_x, \sigma_y, \sigma_z, \tau_{xy}, \tau_{xz}, \tau_{yz} \) = stress components in the material orthotropic axes
- \( \sigma_1, \sigma_2 \) = principal stress components oriented by an anticlockwise angle \( \beta \) with the RD axis
- \( \sigma_y \) = yield stress under plane equibaxial stress state
- \( \sigma_b \) = yield stress in pure shear test parallel to orthotropic axes (plane stress case)
- \( \sigma_{xy} \) = yield stress under uniaxial tension in a reference direction

Table 1 Hill's models.
Hill's 1979 equation (Table 1) is a proposal that adds linear combinations of the deviatoric stresses affected by a non integer exponent \( a \). As checked by various authors (see Table 1), this law offers sufficient flexibility when orthotropy and loading are co-axial. This is however a strong limitation.

![Comparison of experimental data with predicted yield loci normalized by uniaxial tension at a strain of 0.1. Experimental data are indicated by solid points and by horizontal and vertical tangents obtained from plane-strain tests (from Vial et al. 1983).](image)

When applied to plane stress state and in-plane isotropy, Hill's 1979 proposal reduces to:

\[
\left| \sigma_1 + \sigma_2 \right|^a + (1 + 2\bar{r}) \left| \sigma_1 - \sigma_2 \right|^a = 2(1 + \bar{r})\sigma_F^a
\]  

So, 3 tensile tests at 0°, 45°, 90° are necessary to reach \( \bar{r} \) and Wagener 1980 proposes a method for calculating \( a \) by comparing plane-strain and uniaxial stress-strain curves. Suh et al. 1996 have checked that using a variable value of \( a \) for 2008-T4 aluminum enables to improve Hill’s 1979 predictions.

In Suh's study, the exponent used to simulate the behavior of 70/30 brass with Hill’s 1979 model has shown minor change, so that a constant value gives quite accurate results. In fact, a variable \( a \) exponent is one way to relax the isotropic hardening assumption.

In 1990, Hill proposes a new yield criterion (Hill 1990 Table 1) adapted to in-plane anisotropy and to any loading orientation. It reduces to Hill 1948 when \( a=2 \) and recovers Hill 1979 when both \( A \) and \( B \) vanish. It can be checked that the relation defined in Table 1 is equivalent to a homogeneous function of degree \( a \) if the stress components are expressed in the orthotropic axes. If the exponent \( a \) is known, the material parameters \( A \) and \( B \) are computed from the results \( \sigma_0, \sigma_{45}, \sigma_{90} \) of uniaxial
tests in directions $0^\circ$, $45^\circ$ and $90^\circ$ and from the yield stress $\sigma_b$ under equibiaxial tension:

\[
A = \frac{1}{4} \left[ \left( \frac{2 \sigma_b}{\sigma_{90}} \right)^a - \left( \frac{2 \sigma_b}{\sigma_0} \right)^a \right] \quad \quad B = \frac{1}{2} \left[ \left( \frac{2 \sigma_b}{\sigma_0} \right)^a + \left( \frac{2 \sigma_b}{\sigma_{90}} \right)^a \right] - \left( \frac{2 \sigma_b}{\sigma_{45}} \right)^a \quad \quad \quad (2-6)
\]

The following relation can be used to replace the ratio $\sigma_b^a / \tau^a$:

\[
1 + 2r_{45} = -\frac{\sigma_b^a}{\tau^a} \quad \quad (2-7)
\]

Hill does not explicitly define a calibration method. However, the 3 preceding equations, coupled with the predicted yield stress $\sigma_a$ for uniaxial tensions performed in directions doing an angle $\alpha$ with the rolling direction:

\[
\left( \frac{2 \sigma_b}{\sigma_a} \right)^a = 1 + \frac{\sigma_b^a}{\tau^a} - 2A \cos 2\alpha + B \cos^2 2\alpha \quad \quad (2-8)
\]

allow to reach the 5 parameters: $\sigma_b$, $\tau$, $A$, $B$, $a$.

Hill’s 1993 proposal aims to model materials characterized by extreme properties such as $\sigma_0 = \sigma_{90}$ together with $r_0 \neq r_{90}$, or by $r_0 = r_{90}$ together with $\sigma_0 \neq \sigma_{90}$. The equation is defined in Table 1 and the 3 constants $A, B, C$ can be reached thanks to the following relations (Hill 1993), which require results from uniaxial tests in directions $0^\circ$ and $90^\circ$ and from equibiaxial tension:

\[
\frac{C}{\sigma_0 \sigma_{90}} = \frac{1}{\sigma_0^2} + \frac{1}{\sigma_{90}^2} + \frac{1}{\sigma_b^2} \quad \quad (2-9)
\]

\[
\frac{1}{\sigma_0} + \frac{1}{\sigma_{90}} - \frac{1}{\sigma_b} A = \frac{2r_0 \left( \sigma_b - \sigma_{90} \right)}{(1 + r_0) \sigma_0^2} - \frac{2r_0 \sigma_b}{(1 + r_0) \sigma_{90}^2} + \frac{C}{\sigma_0} \quad \quad (2-10)
\]

\[
\frac{1}{\sigma_0} + \frac{1}{\sigma_{90}} - \frac{1}{\sigma_b} B = \frac{2r_0 \left( \sigma_b - \sigma_0 \right)}{(1 + r_0) \sigma_{90}^2} - \frac{2r_0 \sigma_b}{(1 + r_0) \sigma_0^2} + \frac{C}{\sigma_{90}} \quad \quad (2-11)
\]

The parameters are very easy to reach and, as checked by Banabic et al. 99, Hill 93 provides a quite good correlation with experimental results (Figure 2-2).
Figure 2-2 Yield loci obtained from biaxial tensile tests and compared with computed yield functions; stresses in MPa (from Banabic et al. 1999).

Vegter et al. 1999 show an application of Hill 1990 and Hill 1993 criteria (Figure 2-3).

Figure 2-3 Comparison of yield loci: Vegter's line passes through the experimental points for Al-6000 (from Vegter et al. 1999).

2.1.2. **Barlat's and Karafillis' approach**

The presentation of Karafillis et al. 1993 is reproduced here as it provides a nice general frame to explain his proposal as well as Barlat's 1989 and 1991. First looking at isotropic yield surfaces, Karafillis recalls that Mendelson 1968 has shown the existence of bounds in an isotropic yield surface of a material with a fixed yield stress in uniaxial tension. These bounds are derived from symmetry and convexity considerations. The lower bound coincides with the limiting maximum shear stress yield surface as described by Tresca's 1864 criterion, whereas the upper bound was proposed by Hosford 1972. In the deviatoric plane section of the yield surface, the lower bound is inscribed in the von Mises' yield circle which, in turn, is inscribed in the upper bound hexagon (Figure 2-4). This deviatoric plane, also called Π plane, is perpendicular to the line representing hydrostatic pressure states and contains the
stress origin point. The relations to compute the projection of a stress state onto the \( \Pi \) plane can be found in van Bael 1994 or Khan & Huang 1995.

![Diagram of the upper bound, the lower bound, and the von Mises' yield surface in the \( \Pi \)-plane](image)

Figure 2-4 The upper bound, the lower bound and the von Mises’ yield surface in the \( \Pi \)-plane (from Karafillis et al. 1993).

Isotropic yield surfaces lying between the bounds defined by von Mises’ yield surface and Tresca’s yield surface can be mathematically described by Hosford’s 1972 criterion. His proposal is a modification of the von Mises’ mathematical description of a yield surface, where an exponent other than 2 is used:

\[
(\hat{\sigma}_1 - \hat{\sigma}_2)^2 + (\hat{\sigma}_2 - \hat{\sigma}_3)^2 + (\hat{\sigma}_3 - \hat{\sigma}_1)^2 = 2\sigma_F^{2a}
\]

(2-12)

with \( a \) integer \( >1 \), \( \hat{\sigma}_1, \hat{\sigma}_2, \hat{\sigma}_3 \) the principal values of the deviatoric stress tensor \( \hat{\sigma} \) and \( \sigma_F \) the yield stress under uniaxial tension. This relation is equivalent to von Mises’ equation when \( a=1 \) and to Tresca’s equation when \( a=\infty \). Intermediate values of \( a \) describe all the yield surfaces lying between the two proposals (Figure 2-5). Equation (2-12) is identical to relation “Karafillis 1993 (a)” in Table 2 if \( \hat{\sigma} \) is substituted by \( \varepsilon \).

![Diagram of different isotropic yield surfaces](image)

Figure 2-5 Different isotropic yield surfaces between the von Mises’ yield surface and the lower bound (Tresca), sections in principal stress plane (from Karafillis et al. 1993).
<table>
<thead>
<tr>
<th>Law Name</th>
<th>Description</th>
<th>Characteristics</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Barlat 1989</td>
<td>$A</td>
<td>K_1 + K_2</td>
<td>^2 + A</td>
</tr>
<tr>
<td>Barlat 1991</td>
<td>$</td>
<td>s_1 - s_2</td>
<td>^6 +</td>
</tr>
<tr>
<td>Karafillis 1993</td>
<td>$\Phi_1 =</td>
<td>s_1 - s_2</td>
<td>^{2a} +</td>
</tr>
<tr>
<td>Barlat 1997</td>
<td>$\Phi = A</td>
<td>s_1 - s_2</td>
<td>^6 + B</td>
</tr>
</tbody>
</table>

$s_1, s_2, s_3$ = eigenvalues of tensor $s$<br>$\sigma = $ stress tensor in orthotropic axes<br>$L = $ linear operator

$\sigma_x, \sigma_y, \sigma_{xy} =$ stress components on the orthotropic axes<br>$\sigma_F =$ uniaxial plastic stress in a reference direction

Table 2 Barlat's and Karafillis' models.
Figure 2-6 Different isotropic yield surfaces between the von Mises' yield surface and the upper bound: sections in principal stress plane (from Karafillis et al. 1993).

In fact, the surfaces lying between von Mises' yield surface and the upper bound (Figure 2-6) are described by "Karafillis 1993 (b)" in Table 2 if $g$ is substituted by $\hat{\sigma}$. When $a=1$ the yield surface corresponds to von Mises' yield surface whereas when $a=\infty$ the upper bound yield surface is recovered. So to describe a generic isotropic yield surface lying between the lower bound and the upper bound, a generalized mathematical relation mixing Karafillis 1993 relations (a) and (b) in Table 2 is needed. It is the goal of relation (c) where the constant $C$ belong to $[0,1]$. If $a=15$ is chosen, $\Phi_1$ and $\Phi_2$ describe yield surfaces very close to the lower and the upper bound respectively. By varying the value of the mixing factor $C$, a family of yield surfaces is created which spans the space between the 2 bounds, set by the selection of $a$ (Figure 2-7).

Figure 2-7 Different isotropic yield surfaces between the lower bound (Tresca) and the upper bound: sections in principal stress plane (from Karafillis et al. 1993).
Barlat et al. 1991 use a linear transformation of the 6 components of a stress state (Barlat 1991b, Table 2). The obtained transformed stress state is then used in Hosford’s 1972 yield criterion (2-12). The 6 parameters describing anisotropy can be deduced from uniaxial yield stresses measured at $0^\circ, 45^\circ, 90^\circ$ from the rolling direction. The exponent $a$ can take any real value larger than 1 but practically, $a$ should be larger than 6, depending on the anisotropy induced by texture and on the crystal type. In fact, $a$ can be tuned to optimize the predictions of the yield locus shape.

Barlat's 1989 work already contains the same type of approach but is limited to plane stress state (see Table 2). This formulation has the advantage of clearly showing the effect of the shear component which modifies the sections of the yield locus (Figure 2-8, Figure 2-9, Figure 2-10). The 4 parameters $A, h, p, a$ of Barlat’s 1989 model are determined as explained by Barlat & Lian 1989 or Berg et al. 1998: $a = 6$ for b.c.c. metals; $a = 8$ for f.c.c. metals (from numerous polycrystal model comparisons)

$$A = 2 - 2 \sqrt{\frac{r_0}{1 + r_0} \frac{r_{90}}{1 + r_{90}}}$$

$$h = \sqrt{\frac{r_0}{1 + r_0} \frac{r_{90}}{1 + r_{90}}}$$

$$p = \frac{\sigma_F}{\tau} \left( \frac{2}{2A + 2^a (2 - A)} \right)^{1/a}$$

where $\sigma_F$ is the yield stress in uniaxial tension, $\tau$ is the yield stress for pure shear. In practice, $p$ varies since the ratio $\frac{\sigma_F}{\tau}$ is not a constant function of the equivalent strain. This affects the shape of the yield surface as demonstrated by Berg et al. 1998. It is worth mentioning that Barlat 1991 does not reduce to Barlat 1989 in the plane stress case because the linear transformations of stresses are different in these two cases.

![Figure 2-8 Plane stress yield surface proposed by Barlat & Lian 1989 where $a=14$, $A$, $h$, $p$ are calculated with $r_0=0.7$, $r_{90}=1$, $\tau_45=3$ and $S = \sigma_{xy}/\sigma_F$; (material containing 50% brass texture and 50% of randomly distributed grains), adapted from Barlat & Lian 1989.](image)
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Figure 2-9 Comparison of yield surfaces of Al 2024 aluminium alloy for $\sigma_{xy} = 0$
(from Berg et al. 1998).

Figure 2-10 Cross section A-A of the yield surfaces of Figure 2-9,
(from Berg et al. 1998).

For anisotropic material, Barlat 1991 as well as Karafillis et al., 1993 consider a
tensor $\mathbf{g}$, resulting of a linear transformation $\mathbf{L}$ of the actual stress tensor $\mathbf{\sigma}$. In the
case of isotropic material, this linear transformation simply yields the deviatoric
stress tensor of the actual material stress state. This explains why, in the general
anisotropic case, Karafillis calls the transformed tensor $\mathbf{g}$ “isotropic plasticity
equivalent deviatoric stress tensor”. Then, as in Barlat’s 1991 proposal, Karafillis
introduces his transformed tensor $\mathbf{g}$ in an isotropic yield criterion. Of course he
chooses the general one described above. The fourth order tensor $\mathbf{L}$ used by
Karafillis to transform the stress is more flexible than the simple choice made by Barlat and can be associated with material symmetries which range from the lowest level of triclinic symmetry to the highest level of full symmetry (Table 3).

<table>
<thead>
<tr>
<th>Material symmetry</th>
<th>Rotations which leave $L$ invariant</th>
<th>Number of independent elements of $L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Triclinic</td>
<td>No rotation</td>
<td>15</td>
</tr>
<tr>
<td>Monoclinic</td>
<td>$R_3^\pi$</td>
<td>8</td>
</tr>
<tr>
<td>Orthotropic</td>
<td>$R_3^\pi \cdot R_3^{2\pi/3}$</td>
<td>6</td>
</tr>
<tr>
<td>Trigonal</td>
<td>$R_3^{2\pi/3} \cdot R_3^{\pi}$</td>
<td>4</td>
</tr>
<tr>
<td>Tetragonal</td>
<td>$R_3^{\pi/2} \cdot R_3^{\pi}$</td>
<td>4</td>
</tr>
<tr>
<td>Transversely isotropic</td>
<td>all $R_3^{\phi}, R_3^{\pi}$</td>
<td>3</td>
</tr>
<tr>
<td>Cubic</td>
<td>$R_3^{\pi/2} \cdot R_2^{\pi/2}, R_3^{\pi/2}$</td>
<td>2</td>
</tr>
<tr>
<td>Isotropic</td>
<td>All rotations</td>
<td>1</td>
</tr>
</tbody>
</table>

$R_i^{\phi}$ denotes a rotation about the $i$-axis by the angle $\phi$.

Table 3 Characteristics of $L$ tensor according to material symmetry from Karafillis et al. 1993.

This provides a potential for the representation of any anisotropic state of the material. More details on symmetry properties and constraints applied to $L$ can be found in Karafillis et al. 1993. Finally, for orthotropic materials, 3 uniaxial tensile tests of specimens cut at 0°, 45°, 90° with respect to rolling direction allow to completely determine $C$ and $L$. Remark that, in this orthotropic case, Karafillis' transformation tensor $L$ reduces to Barlat's 1991 (Table 2). Figure 2-11 and Figure 2-12 show Karafillis' results compared with other models and experiments.

![Graph](image)

Figure 2-11 The yield surface of the H-19 can stock aluminum alloy in the orthotropic stress axes (from Karafillis et al. 1993).
Figure 2-12 Lankford coefficient as a function of the angle with the rolling direction for 2008-T4 aluminum alloy, TBR = Taylor 1938-Bishop & Hill 1951 polycrystal model, (from Karafillis et al. 1993).

Hill 1948 (Table 1), Barlat 1989 and Karafillis 1993 (Table 2) were implemented in the commercial code LS-DYNA3D. Andersson et al. 1999 use it to simulate deep drawing tests of aluminum sheets and compare their FEM results to experiments. Their results show that Karafillis’s model yields the best agreement with the experimental results and that CPU times are in the same range: Hill 1948 =1, Barlat 1989 =1.5 and Karafillis 1993 =1.1. Andersson et al. 1999 describe also the optimization code, they have developed, to identify Karafillis 1993 parameters from tensile tests in 3 different directions.

Barlat’s 1997 proposal (Table 2) generalizes his 1991 model, as Barlat has checked that the additional coefficient C proposed by Karafillis is an isotropic constant which does not help to reproduce the behavior of an Al-Mg sheet with 80% cold reduction. For the plane stress case, only 6 independent coefficients characterize anisotropy. They can be deduced from 4 tests: uniaxial tension at 0°, 45°, 90° to the rolling direction and equal biaxial bulge test. The proposed yield surface appears to fit nicely to experiments (Figure 2-13). However, if it is used to predict $r$ ratios, it agrees with $r_0$ and $r_{90}$, but $r_{45}$ is significantly under-estimated. This observation suggests that an additional parameter could be introduced in the formulation to accommodate $r_{45}$. 
2.1.3. A polar-coordinate representation of an orthotropic yield locus

Ferron et al. 1994, Tourki et al. 1994, Tourki et al. 1996 investigate the form taken by the constitutive equations when orthotropic plasticity under plane stress is analyzed by using a polar coordinate representation of the yield surface in the principal stress space. They assume a parametric representation:

\[ x_1 = \frac{\sigma_1 + \sigma_2}{2\sigma_b} = g(\theta, \beta) \cos \theta \quad x_2 = \frac{\sigma_1 - \sigma_2}{2\sigma_b} = g(\theta, \beta) \sin \theta \]  

(2-15)

where \( \sigma_b \) is the equibiaxial yield stress, \( \beta \) is an angle defining the orientation of the principal axes of the stress tensor with respect to the in-plane material anisotropy axes, \( g(\theta, \beta) \) represents the length of the radius for a point on the yield locus in \( (x_1, x_2) \) axes, \( \theta \) is the polar angle associated with the above polar coordinate description. This formulation is an extension of the one proposed by Budiansky 1984 in case of planar isotropy where the angle \( \beta \) is immaterial.

Looking at orthotropic symmetry, convexity and consistency of the yield function, Ferron et al. 1994 propose a form of the \( g(\theta, \beta) \) function. Then, they build a new criterion as an extension of Drucker's 1949 isotropic yield criterion expressed under plane stress in polar coordinate form. Their yield criterion for planar isotropy is:

\[ (1-k)g(\theta)^6 = F(\theta) = (a^2 \theta + b \sin^2 \theta)^3 - k \cos^2 \theta (a^2 \theta - b \sin^2 \theta)^2 \]  

(2-16)
where \( A \) and \( B \) are dimensionless and positive constants. In case of planar anisotropy, it becomes:

\[
\left( 1 - k \right)^{m/6} g(\theta, \beta) = F(\theta)^{n/6} + 2a \sin \theta \cos^{2n-1} \theta \cos 2\beta + b \sin^{2p} \theta \cos^{2q} 2\beta \tag{2.17}
\]

![Figure 2-14 Polar coordinate representation of the yield surface in principal stress space \((\sigma_1, \sigma_2)\), the yield loci are parameterized by angle \( \beta \), (from Ferron et al. 1994).](image)

This yield function involves 9 parameters: the 3 parameters \( k, A, B \) introduced to account for planar isotropy and the 6 parameters \( m, n, p, q, a, b \) depicting the orientation dependence of yielding. Remark that Hill 1948 is retrieved with \( k=0, m=2 \) and \( n=p=q=1 \). The effect of increasing \( k \) from 0 to some positive value, defining the limit for convexity, is to produce a flattening of the yield locus near pure shear and plane strain tension/compression. One property of the yield function (2.17) is to be able to accommodate a ratio of equibiaxial yield stress to uniaxial yield stress independently of the measured \( r \)-value in uniaxial tension. Increasing the exponents \( n \) and \( p \) leads to a decrease of the width of the annulus generated by the yield locus in \((\sigma_1, \sigma_2)\) space when \( \beta \) varies (see Figure 2-14).

In practice, according to Ferron et al. 1994, a good fit of experimental or theoretical crystallographic data is generally obtained with \( m=n=p=2 \) and \( q=1 \), which leaves 5 parameters to identify. The appendix of this article accurately describes the way to determine these 5 material parameters. The 3 parameters \( k, A, B \) of the isotropic yield criterion can be deduced from 3 measurements: pure shear yield stress, equibiaxial yield stress and Lankford coefficient. However a simplified approach using only uniaxial tension tests is available. For the anisotropic case, it is proposed first to determine \( k, A, B \) from a test performed for \( \beta = \pi / 4 \), then to compute \( a \) and \( b \) from the experimental values of \( r_0 \) and \( r_{90} \) and of the parameters \( m, n, p, q \).
Experimental validation for a mild steel is shown on Figure 2-12. Comparisons with Taylor-Bishop-Hill computations for a 2008-T4 aluminum alloy are presented on Figure 2-15, Figure 2-16, Figure 2-17. For this material, the parameters were identified as: \( k=0.55 \), \( A=2.2 \), \( B=3.71 \), \( m=n=p=2 \), \( q=1 \), \( a=0.24 \), \( b=0.47 \).

Figure 2-15 Orientation dependence of the Lankford coefficient for a 2008-T4 aluminum alloy according to Taylor-Bishop-Hill’s approach, Hill’s 1948 yield criterion or Ferron & Tourki’s yield criterion (from Ferron et al. 1994).

These results confirm that shear or normal strains as well as stresses are well described by this model. Angle \( \alpha \) characterizes the angle between the uniaxial tensile direction and the rolling direction.

Figure 2-16 Orientation dependence of the normalized uniaxial yield stress for a 2008-T4 aluminum alloy according to Taylor-Bishop-Hill’s approach, Hill’s 1948 yield criterion or Ferron & Tourki’s yield criterion (from Ferron et al. 1994).
Figure 2-17 Orientation dependence of the shear parameters $\Gamma_\alpha = \frac{\dot{\varepsilon}_{12}}{\dot{\varepsilon}_{11}}$ in uniaxial tension for a 2008-T4 aluminum alloy according Taylor-Bishop-Hill's approach, Hill's 1948 yield criterion or Ferron & Tourki's yield criterion (from Ferron et al. 1994).

2.1.4. **Vegter's approach**

Figure 2-18 Vegter's yield locus in the principal stress space, reference points (black circles) defined by experiments and hinge points (white circle), adapted from Carleeer et al. 1997

Vegter's approach (Carleeer et al. 1997, Vegter 1998, Vegter et al. 1999a,b, Pijlam et al. 1998) proposes a yield criterion directly based on data of the pure shear test, the uniaxial test, the plane strain test and the biaxial test. Figure 2-18 clearly summarizes this criterion for a planar isotropic material behavior. A complete yield surface is described by 12 Bezier interpolation functions. When $\sigma_1$ and $\sigma_2$ are defined in such a way that $\sigma_1 \geq \sigma_2$, only the part of the surface beneath the line $\sigma_1 = \sigma_2$ is needed. As
the material is assumed to behave identically in tension and compression, the part of the surface beneath the line \( \sigma_1 = -\sigma_2 \) can be derived from the part above that line. As a result, the complete yielding of the material can be described using the measurements for a quarter of the yield surface. Vegter's yield function is restricted to plane stress state. It is defined as:

\[
\sigma_{\text{veg}}(\sigma_x, \sigma_y, \sigma_{xy}) - \sigma_{\text{yield}} = 0 \tag{2-18}
\]

where \( \sigma_{\text{veg}} \) is a kind of equivalent stress depending on the stress components in orthotropic axes \( \sigma_x, \sigma_y, \sigma_{xy} \) and \( \sigma_{\text{yield}} \) is the yield stress.

In case of planar isotropic material behavior, \( \sigma_{\text{yield}} \) is the uniaxial yield stress \( \sigma_y \). The second order Bezier interpolations allow to describe the normalized yield surface.

Figure 2-19 Bezier curve in Vegter's yield locus, adapted from Carleer et al. 1997.

For a part going from reference point 1 to reference point 2 with hinge point \( H \) (Figure 2-19), one has:

\[
\frac{\sigma_1}{\sigma_{\text{veg}}} = (1 - \beta)^2 p_1^{\text{ref 1}} + 2\beta(1 - \beta)p_1^{\text{hinge}} + \beta^2 p_1^{\text{ref 2}} \tag{2-19a}
\]

\[
\frac{\sigma_2}{\sigma_{\text{veg}}} = (1 - \beta)^2 p_2^{\text{ref 1}} + 2\beta(1 - \beta)p_2^{\text{hinge}} + \beta^2 p_2^{\text{ref 2}} \tag{2-19b}
\]

where \( \sigma_1, \sigma_2 \) are principal stresses, \( \beta \) is a curvilinear coordinate increasing from 0 to 1 and representing the location on the curve between the reference points, \( p_i^{\text{ref j}} \) and \( p_i^{\text{hinge}} \) are respectively the components \( i \) of the reference point \( j \) and the hinge point. Both equations (2-19a) and (2-19b) give an expression for \( \sigma_{\text{veg}} \). Equating these expressions allows to find \( \beta \) as a solution of a second order equation. This solution is chosen to satisfy the condition \( 0 \leq \beta \leq 1 \). The expression of \( \sigma_{\text{veg}} \) is then found by substituting \( \beta \) into (2-19a) or (2-19b).

For planar anisotropy, the 4 tests (pure shear, uniaxial, plane strain and biaxial tests) are performed for directions of 0°, 45°, 90° from the Rolling Direction and an
interpolation function \( P^{rd}(\alpha) \) is used to find interpolated reference points from the measured points \( P^{rd}_\alpha \):

\[
P^{rd}(\alpha) = \frac{p^{rd}_0 + 2p^{rd}_{45} + p^{rd}_{90}}{4} + \frac{p^{rd}_0 - p^{rd}_{90}}{2} \cos 2\alpha + \frac{p^{rd}_0 - 2p^{rd}_{45} + p^{rd}_{90}}{4} \cos 4\alpha \tag{2-20}
\]

Here \( \alpha \) is the angle of the principal stresses to the Rolling Direction. The function \( P^{rd}(\alpha) \) can be regarded as a Fourier series with only 3 terms; it can be extended if orthotropic properties are not respected. So, with the new interpolated reference points, Vegter’s yield criterion can be constructed.

This description of the yield locus shape is coupled with a strain hardening model based on the development of the dislocation cell structure with strain (Bergström 1969, see section 3.5.1).

Figure 1-1 and Figure 1-4 show the quality of this model. However its experimental identification is quite expensive: pure shear, uniaxial, plane strain and biaxial tests in one direction in case of planar isotropy or in 3 directions for planar anisotropy. As pointed by Vegter et al. 1999b, it is important to reach high experimental accuracy and to correct experimental results if non homogeneity or non isothermal conditions happen. Pijman et al. 1999 use FEM to study a multiaxial test equipment and demonstrate that the deformation state cannot be directly related to the displacements of the clamps.

An important characteristic of Vegter’s model is its flexibility. For instance, Figure 2-20 shows a variant called Vegter-flat, in which the reference point corresponding to plane strain is very close to the hinge point located between plane strain and biaxial states. The agreement with the measured Forming Limit Diagram shown on Figure 2-21 is significantly improved. This last effect shows the extreme sensitivity of the FLD prediction to the shape of the yield locus.

![Figure 2-20 Comparison of different yield loci descriptions for Al-6000 (from Vegter et al. 1999).](image-url)
Figure 2-21 FLD predictions for the Al-6000 (90° to RD) using different yield criteria and comparison with experiments (from Vegter et al. 1999).

2.1.5. **Summary**

To conclude this section devoted to the initial shape of yield loci, it can be said that scientists have found new formulations of anisotropic yield loci that seem closer to experimental evidence. However, the number of parameters used to determine these new criteria increases with their flexibility. So, according to the requested accuracy, the available experimental equipment and the criteria implemented in the used FEM code, one has to make his own choice to describe anisotropic material behavior.

The Table 4 summarizes the parameter number and the experimental tests necessary to identify the yield loci listed above, in their initial shape, without hardening description. Note that some tests give different information like yield stress and Lankford coefficient for a uniaxial tensile test. According to the parameters identification process and to the model purpose and flexibility, both results are required or just one is used. Choosing stress value or Lankford coefficient to identify the model parameters is not equivalent. Without surprise, one can provide two sets of parameters for one model starting from identical tests. One set of parameters recovers stress information and the other strain information. This apparent difficulty comes from the approximations of these phenomenological models, unable to reproduce physics with perfect accuracy.
Table 4 - Phenomenological yield loci for orthotropic case; initial shape description.

2.2. **Updated yield loci**

It is a fundamental issue of the physics of metal plasticity that any particular yield surface is the product of microstructural and textural evolutions imposed by the specific strain path or loading history undergone by the material element of interest. Starting with a given material piece, the initial shape of the yield locus is easily identified by stress states that initiate plastic strains, as the changes in texture during such tests will be imperceptible. It is quite harder to find a general agreement on how to measure an updated yield locus. One possibility used by a lot of authors (Vial *et al.* 1983, Tourki *et al.*1996, Kuwabara & van Bael 1999) is to determine work contours instead of updated yield loci. They generate a new locus by joining stress states - for example $(\sigma_1, \sigma_2)$ points - for which an equal amount of (plastic) work has been spent per unit volume. Usually, radial stress paths (i.e. constant $\sigma_1/\sigma_2$ ratio) are chosen. As stated by Hill 1993, it cannot be a yield locus when it connects states with different textures. In fact, these different stress states cannot possibly lie on a neutral loading path.

In practice, the initial phenomenological yield criteria described in the preceding section must be associated with a hardening rule to model plastic deformation beyond plasticity initiation. As described in next section, these hardening models
depend on internal variables and allow to compute the new size, shape and position of the yield locus. So, the updated yield locus must connect points representing stress states characterized by identical values of internal variables. For simple macroscopic hardening models, the plastic work is often taken as the only internal state variable, which validates the use of the work contours mentioned above, even though this surface connects stress points related to different material textures. This plastic work is easily computed by:

$$W^p = \int \sigma : d\epsilon^p$$  \hspace{1cm} (2-21)

Another simple approach is to use an \textit{integrated equivalent plastic strain} as the only internal variable. So, the updated yield locus is related to stress states with identical integrated plastic strain. Let us note that this \textit{integrated equivalent plastic strain} is computed by:

$$\epsilon^p_e = \int d\epsilon^p_{eq} \text{ with } d\epsilon^p_{eq} = \frac{2}{\sqrt{3}} \left( \frac{1}{2} d\epsilon^p : d\epsilon^p \right)^{1/2}$$  \hspace{1cm} (2-22)

This value should not be confused with the equivalent plastic strain:

$$\epsilon^p_{eq} = \frac{2}{\sqrt{3}} \left( \frac{1}{2} \epsilon^p : \epsilon^p \right)^{1/2}$$  \hspace{1cm} (2-23)

As pointed out by Khan & Huang 1995, for von Mises’ yield locus, the \textit{strain hardening hypothesis} ($\epsilon^p_e$ = internal variable) and the \textit{work hardening hypothesis} ($W^p$ = internal variable) are equivalent. For anisotropic yield loci, if the above definition of integrated equivalent plastic strain is used, the \textit{strain hardening hypothesis} and the \textit{work hardening hypothesis} are of course not equivalent. However, in general, the equivalence is retained because the definition of the integrated equivalent plastic strain is adapted: it is now computed by the integration of $\epsilon^p_{eq}$, the \textit{anisotropic equivalent plastic strain rate}, directly deduced from the plastic dissipation:

$$\sigma_{eq} \dot{\epsilon}^p_{eq} = \sigma_{eq} \dot{\epsilon}^p_{eq} \text{ with } \sigma_{eq} = \sqrt{\sigma_{ij} L_{ijkl} \sigma_{kl}}$$  \hspace{1cm} (2-24)

where tensor $L$ represents the material anisotropy when assuming that the yield locus can be expressed by a function

$$F_p = \sqrt{\sigma_{ij} L_{ijkl} \sigma_{kl}} - \sigma_p = 0$$  \hspace{1cm} (2-25)

This $4^{th}$ order tensor $L$ can be directly deduced in Hill’s approach or in some texture based yield locus (see chapter 6).

The $L$ tensor used in Barlat’s or Karafiillis’ approaches (see Table 2) describes also the material anisotropy but does not fit with relation (2-25). The same notations were chosen however, because both tensors translate material anisotropy.
So, hereafter, $\dot{\varepsilon}_{eq}^p$ represents the rate of the equivalent plastic strain given by (2-23) while $\dot{\varepsilon}_{eq}^p$ and $\sigma_{eq}$ are defined by (2-24) and $L_{yly}$ by (2-25) since no more discussion on Barlat's or Karafillis' model appears. Note that, in presence of kinematic hardening, the stress is replaced by the overstress in $\sigma_{eq}$.

For hardening approaches with strong microscopic roots, the equality of internal hardening state variables effectively implies that all the points connected by the yield locus are related to the same material state. This is closer to the microscopic concept of hardening and constitutes an incitement to measure actual updated yield loci rather than work contours.

Beyond the elastic-plastic transient zone (Aernoudt et al., 1987), the yield loci directly deduced from the measured updated material texture should be good approximations of the actual shape of updated yield loci. However their size often depends on isotropic hardening variables, which are a too crude representation of the reality.

In conclusion, this paragraph shows the prominent role of the hardening approach to determine updated yield locus.
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3. HARDENING MODELS

3.1. Basic knowledge on crystal events

Ewing & Rosenhain 1900 have established that the plastic deformation of a crystal occurs by slipping on some crystallographic planes (slip or glide planes), by slipping in some crystallographic directions (slip or glide direction) or by twinning, another crystallographic phenomenon.

However, the elementary theoretical estimation of the shear strength of a perfect crystal given by Frenckel 1926 yields values of the order of $10^1 G$ (G=shear modulus of the crystal). Knowing that the observed shear strength is of the order of $10^{-6}$ to $10^{-4}$ G, scientists have proposed the concept of crystal defects, called dislocations, that reduce the strength of the crystal. Figure 3-1 and Figure 3-2 present two basic types of dislocations, the edge and screw dislocations, and show the dislocation line AB. The motion of dislocations results in crystal shearing.

![Figure 3-1 Edge dislocation (from Magneé, 1994).](image)
Burgers' vector $\mathbf{b}$ is introduced to describe the slip direction of a dislocation. It is determined by Burgers' circuit, a closed path involving two lattice directions and surrounding the dislocation line (Figure 3-3).

Figure 3-3 Burgers' circuit for edge (a) and screw (b) dislocation defining Burgers' vector $\mathbf{b}$ (from Khan & Huang, 1995).

It should be pointed out that, for screw dislocation, Burgers' vector is parallel to its dislocation line, while for edge dislocation, Burgers' vector is perpendicular to the dislocation line.

A slip or glide system is characterized by the combination of a slip plane and a slip direction. Experimental observations show that, in most metals, the slip planes are usually those planes with the closest atomic packing, while the slip directions are always the closest packed directions on the slip planes. Once reference axes are defined, a slip system is described by its geometrical matrix $K^s_{ij}$ also called Schmid's tensor:

$$K^s_{ij} = b^s_i n^s_j$$  \hspace{1cm} (3-1)

$n^s_j$ unit vector normal to the slip plane for the slip system $s$;
$b^s_i$ unit vector in the slip direction for the slip system $s$. 
\( A_\gamma^t \) and \( Z_\gamma^t \) are respectively the symmetric and the anti-symmetric parts of \( K_\gamma^t \).

Another approach to characterize one slip system is to use Miller’s indices to represent the slip planes and directions. For instance, for b.c.c metals, 24 \( \{110\} \) \( <111> \) and \( \{112\} <111> \) slip systems are available and, for f.c.c metals, 12 \( \{111\} <110> \) are generally assumed (van Houtte 1995).

The critical resolved shear stress CRSS \( \tau_c^t \) is the shear stress to apply in order to sustain the long range propagation of a dislocation according to a slip system \( s \), under the superposed effects of all coexisting structural features which represent obstacles of different strengths. In practice, the resolved shear stress \( \tau^t \) acting on a slip system \( s \) can be derived by projecting the microscopic stress \( \sigma^{\text{micro}} \) on the slip plane with the help of the corresponding \( A_\gamma^t \) matrix. This determination can be checked, if one computes the energy dissipated by the strain rate tensor \( \dot{\varepsilon}^p \) associated to a single shear of one active slip system:

\[
\dot{\gamma}^t \dot{\tau}^t = \dot{\varepsilon}^p \sigma^{\text{micro}} = A_\gamma^t \dot{\gamma}^t \sigma^{\text{micro}}
\]

\[
\tau^t = A_\gamma^t \sigma^{\text{micro}}
\]  
(3-2)

The slip \( s \) occurs according to Schmid’s law if the shear stress \( \tau^t \) reaches the CRSS \( \tau_c^t \). This defines the yield locus of a single crystal:

\[-\tau_c^t \leq \tau^t \leq \tau_c^t \]  
(3-3)

Equals signs hold for plastic deformation, while inequalities apply to the elastic domain. In this elastoplastic formulation, the detection of active slip systems can be done either by Bishop-Hill’s approach or by Taylor’s approach. These methods are dual ones and are well summarized in van Houtte 1988. Taylor’s approach will be summarized in Chapter 4.

3.2. Crystallographic texture

In a polycrystalline sample, each crystal is characterized by its volume fraction \( dV \) and by its orientation, symbolically designated by \( g \). More specifically, the set of Euler’s angles (\( \varphi_1, \varphi_2, \varphi_3 \)), describing the orientation of the crystal reference system with respect to the sample (external) reference system, is most often used (Bunge, 1982).

Figure 3-4 shows the physical meaning of \( \varphi_1, \varphi_2, \varphi_3 \). With \( dV(g)/V \) as the volume fraction of crystals having their orientation within \( dg \) around \( g \), the statistical crystallite orientation distribution function (ODF) \( f(g) \) is then defined as:
\[
\frac{dV(g)}{V} = f(g)\,dg \quad \text{with} \quad dg = \frac{1}{8\pi^2} \sin\phi \, d\phi_1 \, d\phi \, d\phi_2
\] (3-4)

It provides a quantitative description of the crystallographic texture of the polycrystal; high values indicate preferred orientations, and \( f(g) = 1 \) a completely random texture.

Because of the crystal symmetry, several symmetrically equivalent choices exist for a crystal reference system. The classical ranges for the three Euler's angles, \( 0 \leq \phi_1 \leq 2\pi, 0 \leq \phi \leq \pi \) and \( 0 \leq \phi_2 \leq 2\pi \), may therefore be reduced. Besides, symmetries in the forming process may lead to an initial texture with similar statistical symmetries. This so-called sample symmetry allows again for a reduction.
of the part of Euler's space to be considered. For example, in the case of cubic crystals without sample symmetry, the ranges \([0,2\pi) x [0,\pi/2] x [0,\pi/2]\) are to be used; with additional orthorhombic sample symmetry, \([O,\pi/2] x [0,\pi/2] x [O,\pi/2]\) will be sufficient (Van Bael 1994).

Using the harmonic method proposed by Bunge 1982, the ODF \(f(\mathbf{g})\) can be represented by a series expansion:

\[
f(\mathbf{g}) = \sum_{l=0}^{l_{\text{max}}} \sum_{\mu=0}^{\mu_{\text{max}}} \sum_{\nu=0}^{\nu_{\text{max}}} C_{l}^{\mu \nu} \hat{h}_{l}^{\mu \nu}(\mathbf{g})
\]  

(3-5)

with \(l_{\text{max}}\) the maximum degree of the series expansion, \(\hat{h}_{l}^{\mu \nu}(\mathbf{g})\) harmonic functions of Euler's angles and \(C_{l}^{\mu \nu}\) their Fourier's coefficients describing the texture. For instance, truncating at \(l_{\text{max}} = 22\), a ODF for cubic crystals and orthorhombic sample symmetry is represented by a set of 185 \(C_{l}^{\mu \nu}\) - coefficients (355 in the absence of sample symmetry). These can for example be obtained, after appropriate mathematical processing, from a set of X-ray diffraction pole figures, measured on a sample with the help of a texture goniometer (Bunge, 1982).

3.3. Introduction to hardening models

From a microscopic point of view, hardening is often presented as material and geometric (Miller & McDowel 1996). The dislocations remaining inside a volume element modify its state through the elastic field they produce. They also constitute obstacles to the production and motion of further dislocation, a phenomenon which is perceived as the material (strain) hardening of the crystal. The geometric (textural) hardening is related to the effect of lattice rotation, which can either raise or lower the stress required for yielding. In tension and compression, texturing generally increases the yield stress while in torsion its value is reduced. In Chapter 4, presenting the microscopic models used in micro-macro analysis, these 2 components clearly appear in hardening models. However, in most hardening models linked to phenomenological yield loci, the geometric hardening is neglected. In the models presented hereafter, it is the case for Bergström-van Liempt-Vegter's model, Follanebee-Kocks' model, Schmitz's model and Teodosiu's model. However Miller's model tries to take both phenomena into account.

From a macroscopic point of view, isotropic and kinematic hardening models are usually considered. Let us recall that isotropic hardening assumes that the subsequent yield surface is obtained by a uniform expansion of the initial yield surface. So, the centers of the initial and updated yield loci are the same and the shape modification of the yield locus induced by plastic deformations is neglected. Kinematic hardening assumes that, during the process of plastic loading, the yield surface translates in stress space while its shape and size remain unchanged. This model is motivated by the Bauschinger effect in the uniaxial tension-compression experiments (Figure 3-5).
Figure 3-5 The Bauschinger effect, isotropic and kinematic hardening (adapted from Huétink et al. 1995)

Assuming an isotropic hardening rule, all the yield surfaces presented in section 2 can be written in the form:

$$ F(\sigma, \alpha_k, L) = f(\sigma, L) - \sigma_p(\alpha_k) $$  \hspace{1cm} (3-6)

with $\alpha_k$: hardening scalar internal variables;  
$L$: a material tensor characterizing material anisotropy;  
$\sigma_p$: a threshold value, function of the internal variables.

The different approaches of isotropic hardening depend on the choice of the internal variables $\alpha_k$ and of the threshold function $\sigma_p$.

Due to kinematic hardening in the process of plastic deformation, the general formulation of the yield surface hereabove takes the form:

$$ F(\sigma, \alpha, \alpha_k, L) = f(\sigma - \alpha, L) - \sigma_p(\alpha_k) $$  \hspace{1cm} (3-7)

where $\alpha$ is a tensorial hardening parameter, usually called back stress, which represents the center of the yield surface in the stress space. The first proposal by Prager 1955 implies that the yield surface moves along the direction of the plastic strain rate:

$$ d\alpha = c \, d\varepsilon^p $$  \hspace{1cm} (3-8)

where $c$ is a material constant. This formulation does not give consistent results for 3-dimensional and 2-dimensional stress states and predicts softening in transverse direction due to uniaxial tension. To overcome these shortcomings, Ziegler 1959 proposed the following modification of Prager's model:

$$ d\alpha = (\sigma - \alpha) \, d\mu $$  \hspace{1cm} (3-9)

where $d\mu$ is a proportionality scalar constant determined thanks to the consistency
condition (Khan & Huang 1995):

\[ d \mu = \frac{\frac{\partial f}{\partial \sigma} : d \sigma}{\frac{\partial f}{\partial \sigma} : (\sigma - \alpha)} \quad (3-10) \]

The schematic representations of Prager's and Ziegler's models are shown in Figure 3-6.

![Figure 3-6 Prager's and Ziegler's kinematic hardening models (from Khan&Huang 1995).](image)

The attempts to model the response of engineering materials under symmetric, unsymmetric or random cyclic loading, reversal or successive different directional deformations paths show the limits of the classical isotropic or kinematic hardening models. Two ways are possible to improve the macroscopic models:
- the use of multi-surfaces model shortly summarized hereafter;
- the use of internal variables closely linked to the underlying physics, described in section 3.5.

**Multi-surface models** have been introduced by Mroz 1967, Dafalias & Popov 1975. In Mroz' model, the nonlinearity of the stress-strain curve is introduced by defining a set of hardening moduli associated with several initially concentric surfaces which can translate rigidly and expand uniformly. In Dafalias & Popov's model, the nonlinearity is described by modeling the continuous variation of a hardening modulus based on the concept of 2 surfaces: the yield locus and the bounding locus. These two surfaces allow to define a distance \( d \) in the stress space, representing the difference between the current loading state and the bounding state. This variable distance has been found very important to define the variation of the hardening modulus. This approach has met a great success and other double yield surfaces models have been developed (Krieg 1975, Philips & Lee 1979).

This basic concept is explained with Huétink's *et al.* 1995 proposal. These authors use a classical Hill's yield surface translated by kinematic hardening, called "kinematic yield surface", and a fictitious yield surface, referred hereafter as the "isotropic yield surface" (Figure 3-7). The latter surface corresponds to the
application of isotropic hardening on the initial yield locus. It keeps the memory of
the maximum stress reached during the deformation path.

![Graph](image)

Figure 3-7 Kinematic and isotropic yield surfaces and definition of the distance \( d \) between the current stress point \( \sigma \) and a stress point \( \sigma_{\text{fict}} \) on the fictitious isotropic yield surface (from Huétink et al. 1995).

Their hypothesis is that the rate of hardening depends on distance \( d \). The fictitious isotropic yield surface (re)starts growing when the kinematic surface touches the isotropic yield surface. Let us follow a cyclic loading experiment (\( A \rightarrow B \rightarrow C \rightarrow D \rightarrow E \)) as defined on Figure 3-8.

![Graph](image)

Figure 3-8 Stress-strain relation during an experiment of cyclic loading (from Huétink et al. 1995).

When starting with virgin material, the isotropic and kinematic yield surfaces coincide, as depicted in Figure 3-9a. During the deformation process, the fictitious isotropic yield surface grows due to the accumulated strain and the kinematic yield surface translates in such a way that \( \sigma \) remains on both the isotropic and the kinematic yield surfaces, as illustrated by Figure 3-9b (\( A \rightarrow B \)). In this case, the distance \( d \) is zero and the hardening rate is equal to the slope of the monotonic stress-strain curve \( E^d \) (Figure 3-8). When the deformation direction changes (\( B \rightarrow \)), the stress \( \sigma \) lies inside the kinematic yield surface and the material is elastic.
Figure 3-9 Yield surfaces, kinematic and isotropic hardening (from Huétink et al. 1995).

After a further increase of the load in the reversed direction, $\sigma$ moves to the opposite side of the yield surface, see Figure 3-9a, and plasticity starts to occur again. At this moment, the distance $d$ is important and a relatively fast hardening occurs. The hardening rate decreases when the kinematic yield surface approaches the fictitious isotropic yield surface (point D in Figure 3-9d). After $\sigma$ touches the isotropic yield surface, hardening is controlled by the growth of the isotropic yield surface, see Figure 3-9d. The mathematical description can be found in Huétink et al. 1995.

Some proposals of hardening rules associated with models using only one yield surface are now listed. Section 3.4 presents purely macroscopic models while section 3.5 proposes macroscopic models strongly linked to the microscopic events. As it will be seen, even with strong microscopic roots, such models can still be compatible with phenomenological descriptions of the yield locus and give a fair description of the experimental behavior.

### 3.4. Simple macroscopic isotropic hardening approaches

As used in Hill's or Barlat's relations (see Tables 1 and 2 of Chapter 2), the threshold value is defined by $\sigma_F$, the yield stress deduced from uniaxial tension. Different equations have been proposed for this tensile stress-strain curve $\sigma_F = f(\varepsilon)$:

\[
\sigma_F = \sigma_0 + He^n
\]

Ludwick 1909

\[
\sigma_F = He^n
\]

Hollomon 1944

\[
\sigma_F = \sigma_0 + (\sigma_t - \sigma_0) \left[ 1 - \exp(-n'\varepsilon) \right]
\]

Voce 1948

\[
\sigma_F = H (\varepsilon_s + \varepsilon)^n
\]

Swift 1947

\[
\sigma_F = \sigma_0 \tanh \left( \frac{EE}{\sigma_0} \right)
\]

Prager 1938
\[ \varepsilon = \frac{\sigma_p}{E} + H \left( \frac{\sigma_p}{E} \right)^p \]

Ramberg & Osgood 1943

(3-11)

where \( \sigma_p, \varepsilon \) refer to Cauchy's stress and the logarithmic strain respectively, \( E, H, n', \sigma_0, \sigma_\infty, \varepsilon_\infty \) are material constants and must be determined experimentally. For this uniaxial test, the strain is additionally decomposed into an elastic part \( \varepsilon^e \) and a plastic one \( \varepsilon^p \).

\[ \varepsilon = \varepsilon^e + \varepsilon^p \]

(3-12)

The link between this uniaxial state and the actual three dimensional stress-strain state relies on the chosen internal variables \( \alpha_k \).

3.5. Macroscopic approaches with strong microscopic roots

3.5.1. Bergström - van Liempt - Vegter's model

Bergström 1969 proposes a model which intends to describe slow constant strain-rate tensile tests on polycrystalline \( \alpha \)-Fe at room temperature. It considers only the homogeneous deformation, i.e. the deformation that occurs up to the point where necking begins. This model starts from the well known relationship between the uniaxial flow stress \( \sigma_p \) and the total dislocation density \( \rho \) (total length of dislocations per volume unit):

\[ \sigma_p = \sigma_0 + \alpha G b \sqrt{\rho} \]

(3-13)

where \( \sigma_0 \) is the elastic limit, \( G \) the shear modulus, \( b \) the magnitude of Burgers' vector and \( \alpha \) a material constant.

Then, it establishes the relation between dislocation density \( \rho \) and strain \( \varepsilon \). Only the average behavior of a large number of dislocations is considered and it is assumed that:

- \( \rho \) is composed of a mobile dislocation density \( \rho_m \) and an immobile dislocation density \( \rho_i \),
- \( \rho_m \) is a constant, hence strain independent,
- The variation of \( \rho_i \) with \( \varepsilon \) is determined by 4 processes, namely creation, immobilization, re-mobilization and annihilation of dislocations (see Figure 3-10),
- The effects of changes in dislocation structure can be neglected.
Figure 3-10 Illustration of the dislocation model (adapted from Bergström 1969)

As the density of mobile dislocations $\rho_m$ is constant, the processes causing an increase of $\rho_m$, creation ($\frac{dc}{de}$) and re-mobilization ($\frac{dr}{de}$), are balanced by the processes of annihilation ($\frac{da_m}{de}$) and immobilization ($U - \frac{da_m}{de}$), causing a decrease of $\rho_m$. The term $\frac{da_m}{de}$ covers the annihilation of immobile dislocations. The density of immobile dislocations $\rho_i$ increases with strain $\varepsilon$.

Three main parameters are introduced:
- $U(\varepsilon)$: a function measuring the rate at which mobile dislocations are immobilized or annihilated.
- $\Omega$: a constant measuring the probability for re-mobilization or annihilation of immobile dislocations at room temperature; it is assumed $<< 1$.
- $A$: a constant measuring the rate at which mobile dislocations annihilate by reacting with other mobile dislocations, grain boundaries, specimen surface, etc.

According to Figure 3-10 and the parameters introduced hereabove, the variation of the total dislocation density with strain is obtained:

$$\frac{d\rho}{de} = \frac{d\rho_i}{de} = U(\varepsilon) - \frac{da_m}{de} - \left( \frac{dr}{de} + \frac{da_i}{de} \right) = U(\varepsilon) - A - \Omega \rho$$

(3-14)

Since $U$ is proportional to $\nu$ (average velocity of mobile dislocations) and to $\rho_m$, and inversely proportional to $s$ (mean free path or average distance covered by mobile dislocations), following relation is obtained:

$$U(\tau) = \frac{\nu \rho_m}{s(t)}$$

(3-15)

where the time $t$ is the variable. Then, using the proportion:

$$\dot{\varepsilon} + \bar{M} \beta \rho_m \nu$$

(3-16)

where $\bar{M}$ is the average Taylor's factor depending on the orientation of crystals which will be defined in section 4.5.2, relation (3-15) becomes:
\[ U(\varepsilon) + \frac{1}{Mb s(\varepsilon)} \]  
(3-17)

if strain \( \varepsilon \) is used as variable.

In constant strain rate tensile tests, it has been found that the total dislocation density \( \rho \), for strains up to approximately 10%, varies with strain as:

\[ \rho = C \varepsilon + \rho_0 \]  
(3-18)

in which \( C \) and \( \rho_0 \) are experimental constants. The previous relations (3-14) and (3-18) imply \( (U-A) = C \) if, as assumed above, \( \Omega \ll 1 \). So the assumption that \( A \) is strain independent implies that it is also the case for \( U \) in the strain range in which relation (3-18) is valid. Beyond this range, a dislocation cell structure develops in the \( \alpha \)-Fe "which changes little on further deformation". This strong hypothesis is not valid at large strains and is a limit of Bergström's model. The experimental observation that the dislocation density within the cells is very low supports the assumption that when a dislocation moves, it does so from one cell wall to the other. This suggests that the mean free path \( s \) is proportional to the size of the cells. So, according to relation (3-17), \( U \) does not change as long as the cell diameter and the crystal orientations remain constant.

Assuming \( U \) to be independent of strain, relation (3-14) can be integrated with the limit condition \( \rho = \rho_0 \) at \( \varepsilon = 0 \) and the following expression is obtained:

\[ \rho = \frac{U - A}{\Omega}(1 - e^{-\Omega \varepsilon}) + \rho_0 e^{-\Omega \varepsilon} \]  
(3-19)

Finally, Bergström proposes the following stress-strain relationship deduced from equations (3-13) and (3-19):

\[ \sigma = \sigma_0 + \alpha G b \left\{ \frac{U - A}{\Omega}(1 - e^{-\Omega \varepsilon}) + \rho_0 e^{-\Omega \varepsilon} \right\} \]  
(3-20)

In this case, \( \sigma_0 \) is the flow stress of the undeformed polycrystal.

This model presents an horizontal asymptote in the stress-strain curve. If the relation (3-20) is fitted on experimental data, the work hardening rate vanishes at strains greater than the experimental strain range. It is however reported in the literature, that work hardening persists up to very high strains. One possibility to improve this model is to maintain relation (3-17) but with a mean free path of mobile dislocations \( s \) which varies with strain. This has been proposed by van Liempt 1994, who keeps the idea of a mean free path \( s \) proportional to the cell size and assumes an evolution rule for the cell size at large strains:

- cells shrink in size during plastic deformation as the average cell diameter is inversely proportional to \( \sqrt{\rho} \);
- cells will be strained with the bulk of material;
• for cells deformed in plane strain, the cell thickness is proportional to \( \frac{1}{\sqrt{\rho}} e^{-\beta \varepsilon} \)

where \( \beta \) is a material constant and \( \varepsilon \) is the macroscopic strain.

The experimental observation of the cell size (van Liempt 1994) allows to reach a constant value of \( \beta = 0.18 \). Finally, van Liempt's proposal for the differential equation of dislocation density is:

\[
\frac{d\rho}{d\varepsilon} = B \sqrt{\rho} e^{\varepsilon \rho} - \Omega \rho
\]  

(3-21)

where \( B \) is assumed constant but takes into account the average Taylor's factor.

The introduction of relation (3-21) in relation (3-13) produces the following form of the stress strain relation:

\[
\sigma_T = \sigma_0 + \alpha G b \left[ \frac{B}{\Omega + 2\beta^2} e^{(\frac{\Omega + \beta}{2})\rho} \right] \left[ 1 + \sqrt{\rho} e^{-\rho + \rho / 2} \right]
\]  

(3-22)

So, instead of reaching a saturation level, this equation behave exponentially at high strains. Rietman et al. 1997 present finite element simulations using this model.

Vegter 1991 uses Bergström's theory to describe the interaction processes between dislocations and cell structures as well as the influence of the change of shape of the dislocation cell with large strains proposed by van Liempt 1994. To these two concepts, Vegter 1991 adds a modification for the flow stress at high strains and temperature different from room temperature. He derives the following relation for the uniaxial reference flow stress (Pijlman et al. 1998):

\[
\sigma_T = \sigma_0 + \Delta \sigma_m \{ \beta \varepsilon + \varepsilon \} + \left[ 1 - e^{-\rho (\varepsilon + \varepsilon)} \right]^{n'}
\]  

(3-23)

with:

- \( \sigma_0 \) the initial yield stress, which depends on strain rate and temperature;
- \( \varepsilon \) the uniaxial strain;
- \( \varepsilon_o \) predeformation parameter;
- \( \Delta \sigma_m \) a constant representing the stress increase by strain hardening;
- \( \beta \) a constant describing the change of shape of the dislocation cells, necessary for large strain behavior;
- \( \Omega \) a constant describing the annihilation of dislocations, necessary for low strain behavior;
- \( n' \) the strain hardening exponent.

As parameter \( \sigma_0 \) depends on the effect of strain rate and temperature, according to Kabriell and Dahl 1982, it can be split into 2 terms:

\[
\sigma_0 = \sigma_{0, str} + \sigma_{0, dyn}
\]  

(3-24)
with:
\( \sigma_{o,sta} \) the static yield stress of a dislocation free material;
\( \sigma_{o,dyn} \) the dynamic part of the flow stress.

Krabiell and Dahl 1982 derived the relation of the dynamic part of the flow stress \( \sigma_{o,dyn} \) with strain rate and temperature, based on the thermally activated motion of dislocations over obstacles. In case of steel, these obstacles are mainly the hills and valleys in the slip plane (Peierls’ force). This leads to the following equation for the activation enthalpy:

\[
\Delta G = -kT \ln \left( \frac{\dot{\varepsilon}}{\dot{\varepsilon}_o} \right) \tag{3-25}
\]

with:
\( k \) Boltzman’s constant;
\( T \) absolute temperature in K\(^0\);
\( \dot{\varepsilon} \) the strain rate;
\( \dot{\varepsilon}_o \) the limit strain rate for thermally activated motion.

Using the latter relation (3-25), Vegter 1991 derives the contribution of the strain rate to the flow stress:

\[
\sigma_{o,dyn} = \sigma^*_o \left[ \frac{1 - \frac{\Delta G}{\Delta G_{max}}} {\Delta G_{max}} \right]^{m'} \quad \text{with} \quad 0 < \Delta G < \Delta G_{max}
\]

\[
\sigma_{o,dyn} = \sigma^*_o \quad \text{with} \quad \Delta G < 0
\]

\[
\sigma_{o,dyn} = 0 \quad \text{with} \quad \Delta G > \Delta G_{max} \tag{3-26}
\]

with:
\( \sigma^*_o \) the limit dynamic flow stress;
\( m' \) the exponent for the dynamic stress;
\( \Delta G \) the activation enthalpy;
\( \Delta G_{max} \) the maximum activation enthalpy.

The final relation for the flow stress as a function of the strain and strain rate is obtained by combining (3-24), (3-25), (3-26):

\[
\sigma_{f} = \sigma_{o,sta} + \Delta \sigma_{m} \left[ \beta \left( \varepsilon_o + \varepsilon + \left[ 1 - e^{-\frac{\Delta G_{max}}{kT}} \right] \varepsilon_o \right) \right] + \sigma^*_o \left[ 1 + \frac{kT}{\Delta G_{max}} \ln \left( \frac{\dot{\varepsilon}}{\dot{\varepsilon}_o} \right) \right]^{m'} \tag{3-27}
\]

In this relation:
- \( \varepsilon_o \) is 0.005 for steel and 0 for aluminum, which corresponds to the amount of pre-deformation during the skin pass.
- \( m' \) strain hardening exponent is fixed at 0.75 (Vegter 1991). The fit on a stress
strain curve is not sufficiently discriminating for the determination of this exponent. The reason for this choice is based on the evaluation of the diameter of the dislocation cells. If they remain constant (in volume), the value of $n'$ is 0.5; if they decrease according to Holt 1970, the value of $n'$ is 1. The value 0.75 is just a pragmatic choice in between.

- $\Delta G_{max}, \dot{\varepsilon}, m', \sigma_0^*$: strain rate and temperature constants are deduced from tensile tests at strain rates ranging from $10^{-4}$ to 1 s$^{-1}$. Such tests are available in Vegter 1991; and some values are proposed in Table 5 from Vegter et al. 1999.

- $\sigma_{0,un}, \Delta \sigma_m, \beta, \Omega$: strain hardening constants are derived from tensile tests which yield a planar isotropic flow stress.

<table>
<thead>
<tr>
<th>Material</th>
<th>$\sigma_{0,un}$ (MPa)</th>
<th>$\Delta \sigma_m$ (MPa)</th>
<th>$\dot{\varepsilon}$</th>
<th>$\varepsilon_0$</th>
<th>$n'$</th>
<th>$\dot{\varepsilon}_0^*$ (MPa)</th>
<th>$\Delta G_0$ (eV)</th>
<th>$m'$</th>
<th>$\dot{\varepsilon}_0^*$ (s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>IF-steel</td>
<td>96.2</td>
<td>271.0</td>
<td>0.25</td>
<td>9.27</td>
<td>0.005</td>
<td>0.75</td>
<td>600.0</td>
<td>0.8</td>
<td>2.2</td>
</tr>
<tr>
<td>Al-6000</td>
<td>107.1</td>
<td>179.6</td>
<td>0.25</td>
<td>8.07</td>
<td>0.000</td>
<td>0.75</td>
<td>20.0</td>
<td>0.8</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Table 5 Material parameters for the Vegter’s final flow stress function (from Vegter et al. 1999).

### 3.5.2. Foliansbee & Kocks’s model

This model uses a single internal variable to describe the flow stress reference curve over a wide range of strain rates (for instance, $10^{-4}$ to $10^{14}$ s$^{-1}$). It has been developed and validated for pure copper by Foliansbee & Kocks 1988, but it has been used later for other metals like tantalum, tantalum - tungsten alloys (Maudlin et al. 1999). The foundation of the model is the separation of the phenomena related to the constant dislocation structure and the phenomena related to the structure evolution. The basic assumptions are:

- the plastic deformation occurs by accumulation and motion of dislocations,
- the mechanism controlling the rate of deformation is the interaction of dislocations with defects: grain boundaries, forest dislocations, (dislocations not parallel to the glide plane of the moving dislocation), solute atoms, ...
- for pure f.c.c metals, the dominant short range obstacles are the forest dislocations.

The internal variable is called the mechanical threshold stress $\dot{\sigma}$: it represents the flow stress at 0 K and depends on the dislocation structures present in the material. The flow stress proposal is defined by:

$$\sigma_F = \sigma_a + (\dot{\sigma} - \sigma_a) \left[ 1 - \left( \frac{k T \ln \left( \frac{\dot{\varepsilon}}{\dot{\varepsilon}_0} \right)}{g_0 G b^3} \right)^{\frac{1}{\gamma}} \right]^{1/\eta}$$

(3-28)
where $\sigma_a$ is the athermal component characterizing the (rate independent) interactions of dislocations with long range barriers such as grain boundaries; in practice, it is chosen as the yield stress of the undeformed material. The second component characterizes the rate dependent interactions of dislocations with short range obstacles such as forest dislocation, solute atoms... Thermal activation reduces this component. $k$ is Boltzmann's constant, $\dot{\varepsilon}_0$ a reference constant strain rate, $g_0$ a normalized activation energy for dislocation/dislocation interactions, $G$ the shear modulus, $b$ the magnitude of Burgers' vector, $p$ and $q$ constants characterizing the statistically averaged shape of the obstacle profile ($0 \leq p \leq 1, 1 \leq q \leq 2$). In the method of parameter identification, $p$ and $q$ are chosen in such a way that realistic $g_0$ are obtained. The second term of (3-28) shows some similitude with the third term of Verger's model (3-27), also related to thermal and strain rate effects. The evolution of the mechanical threshold stress $\dot{\sigma}$ attempts to model the evolution of the dislocation structure considered as the balance between dislocation accumulation and dynamic recovery:

$$\frac{d \dot{\sigma}}{d \varepsilon} = \dot{\theta}_0 - \dot{\theta}_0 \frac{\dot{\sigma} - \sigma_a}{\sigma_{sat} - \sigma_a} \quad (3-29)$$

where $\dot{\theta}_0$ represents the hardening rate due to the dislocation accumulation and the second term covers the dislocation annihilation processes. $\sigma_{sat}$ is the stress at zero strain hardening rate, often called: the saturation stress. This linear variation of the strain hardening rate with stress is often termed as Voce behavior. Estrin & Ecking 1984 have given physical significance to this relation by considering the competition between dislocations. However another function, close to the previous one, produces better experimental fits for copper:

$$\frac{d \dot{\sigma}}{d \varepsilon} = \dot{\theta}_0 (1 - g(\frac{\dot{\sigma} - \sigma_a}{\sigma_{sat} - \sigma_a})) \quad (3-30)$$

Relations for $g$, $\dot{\theta}_0$, $\sigma_{sat}$ are specific for each material. For copper, Follansbee & Kocks 1983 use:

$$g = \frac{\tanh(2X)}{\tanh(2)} \quad \text{with} \quad X = \frac{\dot{\sigma} - \sigma_a}{\sigma_{sat} - \sigma_a} \quad (3-31.a)$$

$$\ln \frac{\dot{\varepsilon}}{\dot{\varepsilon}_0} = \frac{Gb^3}{kT} \ln \frac{\sigma_{sat}}{\sigma_{sat_0}} \quad (3-31.b)$$

$$\dot{\theta}_0 = A_1 + A_2 \ln \dot{\varepsilon} + A_3 \dot{\varepsilon} \quad (3-31.c)$$

where $\dot{\varepsilon}_0$, $A$, $A_1$, $A_2$, $A_3$ are material constants, $\sigma_{sat_0}$ is the saturation stress for deformation at 0°K. The relation (3-31.c), deduced from experiments, is related to the « increased strain rate sensitivity » of the flow stress found in copper and other f.c.c. metals at high strain rates ($> 10^3$ s$^{-1}$). In fact, a constant initial strain hardening
$\theta_0 = A_1$ means that dislocations are immobilized after traveling a distance proportional to the average distance between dislocations. However, at very high strain rates, it might be speculated that the distance before dislocation immobilization is simply the distance that a dislocation can move during the imposed time duration of the deformation. This explains the second and third terms of relation (3-31.c).

As shown by Figure 3-11, with a single set of material parameters, this model is able to predict stress-strain curves at various constant levels of strain rate.

Figure 3-12 shows that this model can predict effects of strain rate modifications if they happen at low strain but not at high strain.

Follansbee & Kocks 1988 provide a good description of their method to identify the material parameters: $A$, $A_1$, $A_2$, $A_3$, $\sigma_{\text{tot}}$, $\sigma_0$, $G$, $b$, $g_0$, $p$, $q$, $\theta_0$, $\dot{\varepsilon}_0$.

Figure 3-11 Follansbee & Kocks' model predictions for isothermal (---) or adiabatic (---) assumptions compared to experiments (...) on copper (from Follansbee & Kocks 1988).
3.5.3. **Schmitz’s model**

Another example of macroscopic hardening law based on dislocation analysis combined with some phenomenological approach is proposed by Schmitz 1995. His goal is to simulate the behavior of a ferritic steel at high temperature for a model of the rolling process. He finally uses an isotropic von Mises’ surface the size of which is defined by the following reference stress:

\[
\frac{d\sigma_f}{d\varepsilon} = \frac{k}{\sigma_{sat}} \left( \frac{\sigma_{sat}^2 - \sigma_f}{\sigma_f} \right)
\]

(3-32)

\[
Z = \dot{\varepsilon} \exp \left( \frac{Q}{RT} \right) = B \exp(\beta \sigma_{sat})
\]

(3-33)

with

- \(\sigma_{sat}\) saturation stress;
- \(Z\) Zener Hollomon temperature compensated strain rate;
- \(Q\) activation energy for deformation;
- \(R\) universal gas constant;
- \(K, B, \beta\) material constant.

3.5.4. **Miller-Mc Dowell’s model**

**Experimental observations and physical explanations**

If von Mises’ equivalent stress is plotted versus von Mises’ equivalent strain for experimental data obtained from free-end torsion tests and compression tests, it is
typically observed (Figure 3-13) that the curve corresponding to torsion is lower.

Figure 3-13 Experimental data deduced from compression and free-end torsion tests
(a) 304L stainless steel (from Miller & Mc Dowell 1996)
(b) OHFC copper (from Miller & Mc Dowell 1994).

For a f.c.c crystal structure and an initially isotropic material, on the basis of average Taylor's factors \( \bar{M} \) for torsion and tension, the effective yield stress in torsion is expected to be 7% lower than in tension (Miller & Mc Dowell 1996). The exact mathematical definition of this average Taylor's factor is given in Chapter 4. Physically, it represents an average of the slip rates on active slip systems for each crystal. This factor depends on the texture of the metal (i.e. the orientation of its crystals) and on the type of deformation. It has been argued that the stress level difference becomes more significant at larger strains, since the textures formed in compression and tension tend to increase the average Taylor's factor \( \bar{M} \) above the isotropic value (textural hardening) while the textures formed in torsion tend to decrease the average Taylor's factor \( \bar{M} \) (texture softening). However, a polycrystal model explicitly taking the texture effect into account and using a hardening rule linked only to microscopic equivalent plastic strain (\( \varepsilon_{eq}^{p\text{ macro}} \)) is not able to reproduce experimental observations. So geometric (textural) hardening alone does not explain the reality. In practice, a larger average Taylor's factor \( \bar{M} \) implies more crystallographic slip activity to accommodate the same macroscopic equivalent strain. This leads to an increased slip system hardening in compression as compared to torsion. In conclusion, in addition to textural hardening, slip-dependent strain-hardening must be invoked to explain the stress level difference observed on Figure 3-13.

So, a polycrystal model with a hardening rule taking into account both \( \varepsilon_{eq}^{p\text{ macro}} \) and \( \bar{M} \) can reproduce the above reported difference between compression and torsion (Miller et al. 1995).
During torsion tests at large strains, second order effects are induced. Depending on the boundary conditions at the ends of the gage length, these effects produce either an induced axial stress (fixed-end) or an axial extension (free-end), the latter being called the Swift effect. Such phenomena cannot be explained with the assumption of an isotropic material submitted to a pure torsion state. The hypothesis of deformations induced by a material becoming anisotropic helps to understand these effects.

Figure 3-14 presents the effect of different modes of deformation as well as axial extension during free-end torsion tests.

Figure 3-14 Experimental results from compression, free-end torsion and sequential tests conducted on SS 304L (a) equivalent stress-strain response, (b) axial strain response for torsional test (from Miller & Mc Dowell 1996).
First macroscopic model

A macroscopic model using a yield function $F_p$ based only on the equivalent stress (here the von Mises' yield surface) and employing a purely isotropic hardening will predict the same $(\sigma_{eq}', \varepsilon_{eq}^p)$ curves for torsion and compression.

$$F_p = \sigma_{eq} - \sigma_0 - R$$

$$\dot{R} = C \left( R_{sat} - R \right) \dot{\varepsilon}_{eq}^p$$

with

$\sigma_0$ initial plastic stress;

$R_{sat}$ saturation value of $R$;

$C$ material constant.

$\dot{\varepsilon}_{eq}^p$ plastic strain rate equivalent;

One way to reproduce experimental observations is to introduce a kinematic hardening as well as a plastic spin $\Omega^p$. More details on plastic spin concept can be found in Hoferlin 2001. For single crystal approach, the plastic spin is the difference that does exist between the rate of rotation of the crystal substructure and the rotational flow of the continuous medium $\Omega$. For the case of polycrystals, Mandel 1971 suggested to use as constitutive spin the average of each single crystal lattice spin. However numerous phenomenological approaches have been proposed. Here is the choice of Miller and McDowel:

$$\dot{\alpha} = \dot{\sigma} \left( \frac{\sigma}{\sigma - \alpha} - \frac{\alpha}{\sigma - \alpha} \right) \dot{\varepsilon}_{eq}^p$$

$$\dot{\alpha} = \dot{\alpha} - (\Omega - \Omega^p) \cdot \alpha + \alpha \cdot (\Omega - \Omega^p)$$

$$\Omega^p = \xi e^{\mathbf{C}' \cdot (\alpha \cdot \dot{\varepsilon}^p - \dot{\varepsilon}^p \cdot \alpha)}$$

where (3-36) is Jaumann's objective rate of the back stress, $\Omega$ is the antisymmetric part of the total velocity gradient and $\alpha$ is the back stress.

During uniaxial compression, $\dot{\varepsilon}^p$ and $\alpha$ are coaxial; hence the plastic spin is null. During torsion, plastic spin exists and the material parameter $\xi$ is fitted from the axial extension data measured during a free-end torsion experiment.

The kinematic hardening and the plastic spin $\Omega^p$ generally allow to reproduce the geometric hardening or texture effect. As explained above, this effect alone cannot reproduce all the physical phenomena and it is not surprising that this von Mises model coupled with kinematic and isotropic hardening fails to predict experimental results.
Improved macroscopic hardening model

The above macroscopic model is modified to include the third invariant of overstress \( J^*_3 \) in the yield function and in the evolution equations of the hardening variables \( \alpha \) and \( R \).

\[
J^*_3 = \frac{1}{3} \text{tr}(\sigma - \alpha)^2
\]  

(3-38)

The value of \( J^*_3 \) is 0 for a free-end torsion test, \( \frac{2}{27} (\sigma_{11} - \sigma_{jj})^3 \) for a uniaxial tensile test and \( -\frac{2}{27} (\sigma_{11} - \sigma_{jj})^3 \) for a uniaxial compression test. So, an even power of \( J^*_3 \) can be used to delineate torsion from compression and tension, while an odd power of \( J^*_3 \) delineates compression from tension. The exact form of the \( F_p \) proposal can be found in Miller & Mc Dowell 1996. A simplified version of this hardening model is presented. In fact, the saturation levels (see relations (3-34) and (3-35)) are functions of \( J^*_3 \):

\[
R_{sat} = R^0_{sat} \delta^R \tag{3-39}
\]

\[
\alpha_{sat} = \alpha^0_{sat} \delta^\alpha \tag{3-40}
\]

\[
g^j = 1 + \frac{m^j}{(q^j + 1)} \frac{27}{4} \left[ \frac{J^2_{2s}}{J_{2s}^3} + q^j \left( \frac{J^2_{2s}}{J_{2s}^3} \right)_{max} \right] \quad j = R, \alpha \tag{3-41}
\]

with \( J^*_2 = \frac{1}{2} \text{tr}(\sigma - \alpha)^2 \).

The parameter \( m^R \) is motivated by the differences in isotropic strain-hardening between torsion and compression as discussed earlier. The quantity \( \left( \frac{J^2_{2s}}{J_{2s}^3} \right)_{max} \) and positive values of \( q^R \) are motivated by the high hardening level observed in Figure 3-14 during the torsion phase of the compression-followed-by-torsion test compared to the pure torsion test.

The scalar coefficient \( C_{in} \) in relation (3-34) is now a function of the degree of coaxiality of the back stress and the inelastic strain rate:

\[
C = \frac{C^*}{A + \frac{\alpha}{|\alpha|} \left[ \frac{\dot{\varepsilon}^p}{\dot{\varepsilon}^p} \right]}
\]

(3-42)

where \( C^* \) and \( A \) are material constants. This expression is motivated by the nature of directional hardening sources (dislocation substructures, crystallographic texture,
etc.). A sudden direction change in the loading path can produce a discontinuous rise of the strain hardening rate. Such an effect appears when evolving from a simple structure like that found in torsion to a more complicated diffuse structure found in uniaxial compression or tension. Remember that slips occur on planes oriented most closely to the plane of maximum shear. There are conceptually an infinite number of such planes during uniaxial compression or tension, but only two during a torsion test.

![Graph showing stress-strain relationship for different loading paths](image)

Figure 3-15 Inner product $\frac{\varepsilon}{|\varepsilon|} : \frac{\dot{\varepsilon}^p}{|\dot{\varepsilon}^p|}$ for different loading paths (from Miller & Dowell 1996).

The inner product $\frac{\varepsilon}{|\varepsilon|} : \frac{\dot{\varepsilon}^p}{|\dot{\varepsilon}^p|}$ is shown on Figure 3-15 for compression (where coaxiality results in unity value), torsion, torsion after 50% compressive prestrain and tension after 50% torsional prestrain. After a compressive prestrain, the direction of $\alpha$ quickly evolves to near that of pure torsion. The direction of $\alpha$ during tension after torsional prestrain evolves more slowly towards coaxiality. This is consistent with the high initial strain-hardening rate observed on the torsion-followed-by-torsion experimental data (Figure 3-14).

This "simplified version" of Miller's hardening model uses 9 parameters: $C^\ast$, $A, \alpha_{sat}, R_{sat}, m^R, q^R, m^a, q^a, \zeta$. In fact the complete version requires 18 parameters as each hardening variable is doubled in order to have 2 hardening sets: the first one reflects the slip interaction phenomena and the second one the deformation induced anisotropy. Details can be found in Miller & Dowell 1996.

These authors apply their model to predict the experimental results shown on Figure 3-14. Simulation and experiment results are very close. From this comparison, one
could believe that this model solves all the problems. However, as underlined in Miller et al. 1995, the first invariant \( J_1 \) is 0 for a plane strain compression as for a torsion test while their equivalent stress-strain curves do not coincide (see Figure 3-16). In the same paper, a classical Taylor's polycrystal model has been modified to reproduce this experimental behavior. The average Taylor's factor has been added to the internal variables to modify the hardening functions and this improved model predicts the difference in stress-strain curves.

![Graph showing comparison of experimental and simulated stress-strain curves for compression, torsion and plane strain compression from Miller et al. 1995.](image)

Figure 3-16 Comparison of experimental and simulated stress-strain curves for compression, torsion and plane strain compression (from Miller et al. 1995).

3.5.5. **Teodosiu's model**

Teodosiu & Hu 1998 propose a work-hardening model for cold deformation of metals, able to reproduce experimental observations such as the influence of a pre-deformation on the subsequent work-hardening behavior. For instance, this model can predict the observed work-hardening stagnation under reversed deformation at large strains and the work-softening during a subsequent orthogonal deformation. Dedicated to room temperature behavior, the model neglects viscous effects. Another assumption is that the evolution of the dislocation structure is the predominant effect at moderately large strains, with the influence of the initial texture. The effect of texture evolution is neglected.

This macroscopic model by Teodosiu is different from his microscopic one presented in Chapter 5. So, in the notations table, both Teodosiu's models appear with "micro" or "macro" identification.

Teodosiu and Hu assume that the plastic behavior of metals depends not only on the current state of deformation but also on the deformation history. This influence of the
deformation history can reasonably be represented by the current values of a sufficient number of microstructural parameters, called internal variables.

The complete set of internal state variables of this model is denoted by (\(\mathbf{S}, P, \alpha\)). \(\mathbf{S}\) and \(\alpha\) have the dimension of stress, \(P\) has no dimension. \(\mathbf{S}\) is a fourth-order tensor, \(P\) and \(\alpha\) are second-order tensors. For a well-annealed material, all their initial values are zero.

The first tensor variable \(\mathbf{S}\) describes the directional strength of an intragranular structure. For instance, after a sufficient amount of monotonic deformation, persistent dislocation structures gradually form. In this stage of work-hardening, plastic slip is mainly carried out by one slip system and the dominant persistent dislocation structures are planar arrays, which are more or less parallel to the main slip plane and which will be called “dislocation sheets”. The misorientation across a dislocation sheet is closely connected with its polarity. Here the term “polarity” means that, on each side of the sheet, there exists an excess of dislocations of the same sign, this sign being different on each side of the sheet.

In the present model, \(\mathbf{S}\) is the most important variable describing the evolution of the dislocation structures. The choice of its order is due to the necessity to describe the anisotropic contribution of persistent dislocation structures to the flow stress.

The second tensor variable \(P\) is associated with the polarity of the persistent dislocation structures, which is due to the excess of dislocations of the same sign on each side of a dislocation sheet. When a microstructure is not at all polarized, \(P = 0\). On the other hand, when a microstructure is completely polarized after a monotonic deformation, then \(P = N_{\perp}\), where \(N_{\perp}\) is the direction of the plastic strain rate tensor defined by:

\[
N_{\perp} = \frac{\varepsilon^{p}_{\perp}}{\mid \varepsilon^{p} \mid}
\]

(3-43)

therefore, it is assumed, without loss of generality, that \(0 < |P| < 1\).

The third variable \(\alpha\) describes the back stress due to microscopic heterogeneous deformation, for instance dislocation pile-ups. It corresponds to the traditional kinematic hardening in the macroscopic framework and allows to describe typical effects of large-amplitude cyclic deformations, including cyclic hardening or softening.

This model is now applied to a yield criterion described by a fourth order tensor \(L\) representing the initial anisotropy.

Teodosiu assumes that texture is responsible of this anisotropy and neglects texture evolution. So, any phenomenological yield locus defined in Chapter 2 could be used.
\[ F_p = \sigma_{eqa} - \sigma_o - m \frac{\partial \bar{\sigma}}{\partial \bar{\sigma}} \frac{\partial F_p}{\partial \sigma_{eqa}} = 0 \]  

(3-44)

where \( \sigma_o \) is the initial yield stress, \( m \frac{\partial \bar{\sigma}}{\partial \bar{\sigma}} \) represents the isotropic hardening related to the persistent dislocation structures, and \( \bar{\sigma} \) the deviatoric Cauchy stress; \( \sigma_{eqa} \) is the anisotropic equivalent stress defined by \( \sqrt{(\bar{\sigma} - \bar{\alpha}) : L : (\bar{\sigma} - \bar{\alpha})} \).

For simplicity, a rigid plastic version of the model is presented and all the tensor derivatives are assumed to be objective rates. The plastic deformation rate is given by the associated flow rule:

\[ \dot{\varepsilon}^p = \dot{\lambda} \frac{\partial F_p}{\partial \sigma_{eqa}} = \dot{\lambda} \frac{\dot{\sigma}_{eqa}}{\sigma_{eqa}} \frac{L}{L} : (\dot{\bar{\sigma}} - \dot{\bar{\alpha}}) \]  

(3-45)

where \( \dot{\lambda} \) is the plastic multiplier and a superposed dot denotes time differentiation. \( \dot{\lambda} \) is zero within the rigid region or during rigid unloading. During a plastic loading process, \( \dot{\lambda} \) is positive and determined by the consistency condition. The anisotropic equivalent strain rate \( \dot{\varepsilon}_{eqa}^p \) is defined as the term conjugated with \( \sigma_{eqa} \) to produce the dissipation power:

\[ \sigma_{eqa} \dot{\varepsilon}_{eqa}^p = (\dot{\bar{\sigma}} - \dot{\bar{\alpha}}) : \dot{\varepsilon}^p \]  

(3-46)

Using preceeding relations, one can check that \( \dot{\lambda} = \dot{\varepsilon}_{eqa}^p \). Using (3-45) and (3-46), the anisotropic equivalent strain rate can be expressed by:

\[ \dot{\varepsilon}_{eqa}^p = \dot{\lambda} = \sqrt{\dot{\varepsilon}^p : L \frac{\partial}{\partial \varepsilon} : \dot{\varepsilon}^p} \]  

(3-47)

Finally relations (3-47) and (3-45) yield:

\[ \dot{\bar{\sigma}} - \dot{\bar{\alpha}} = \sigma_{eqa} \frac{L^{-1} : \dot{\varepsilon}^p}{\sqrt{\dot{\varepsilon}^p : L^{-1} : \dot{\varepsilon}^p}} = \sigma_{eqa} \frac{L^{-1} : \dot{N}_{eqa}}{\sqrt{\dot{N}_{eqa} : L^{-1} : \dot{N}_{eqa}}} = \sigma_{eqa} \bar{H} \]  

(3-48)

which defines tensor \( \bar{H} \).

The evolution laws of the internal variables are written in a work-hardening recovery format which takes into account the mechanisms of formation and dissolution of dislocation structures. For sufficiently large, monotonic strains, all internal variables are supposed to reach some saturation values, which correspond to the balance between work-hardening and recovery.

The evolution of the polarity tensor \( \bar{P} \) is described by the evolution equation:

\[ \dot{\bar{P}} = C_p (\bar{N}_{eqa} - \bar{P}) \dot{\varepsilon}_{eqa}^p \]  

(3-49)

where \( C_p \) characterizes the polarization rate of the persistent dislocation structures.
and $\mathbf{N}_{\ell_\ell}$ denotes the current direction of the strain rate tensor. Whatever the initial value of $\mathbf{P}$, $|\mathbf{P}|$ will approach unity and $\mathbf{P}$ will tend to $\mathbf{N}_{\ell_\ell}$, whenever the strain rate direction $\mathbf{N}_{\ell_\ell}$ remains unchanged for an amount of deformation which is sufficiently large with respect to $I/C_p$.

In the case of cyclic plasticity at small strain amplitudes, Chaboche and Rousselier, 1983 have used a kinematic hardening law of the form:

$$\dot{\alpha} = C_\alpha (\alpha_{\text{sat}} \mathbf{N}_{\ell_\ell} - \alpha) \dot{e}^p_{\text{eq}}$$  \hspace{1cm} (3-50)$$

where $C_\alpha$ characterizes the saturation rate of $\alpha$, and $\alpha_{\text{sat}}$ is a material parameter characterizing the saturation value of $|\alpha|$. In the present model, however, $\alpha_{\text{sat}}$ will be considered as a function of the persistent dislocation structures, via the internal variable $S$. Thus, the backstress $\alpha$ will describe not only the rapid variations of the flow stress following a change in the strain path, but also the new stationary states that are asymptotically approached after the changes in the strain path.

$C_\alpha$ has a higher value than $C_p$ and $\alpha$ approaches its saturation value faster than $P$ and $S$ after a few percents of strain increment, provided the strain rate tensor remains self-coaxial.

In the anisotropic case, equation (3-50) is generalized to

$$\dot{\alpha} = C_\alpha (\alpha_{\text{sat}} \mathbf{N}_{\ell_\ell} - \alpha) \dot{e}^p_{\text{eq}}$$  \hspace{1cm} (3-51)$$

Taking (3-48) into account, this equation can be rewritten in the form:

$$\dot{\alpha} = C_\alpha \left[ \frac{\alpha_{\text{sat}}}{\alpha_{\text{eq}}} (\dot{\alpha} - \alpha) - \alpha \right] \dot{e}^p_{\text{eq}}$$  \hspace{1cm} (3-52)$$

which shows that, in the present setting, $\alpha$ becomes asymptotically coaxial with $\dot{\alpha}$. $\alpha_{\text{sat}}$ is assumed to be given by:

$$\alpha_{\text{sat}} = \alpha_{\text{sat}}^o + (1-m) \sqrt{S_D^2 + qS_L^2}$$  \hspace{1cm} (3-53)$$

where $\alpha_{\text{sat}}^o$ is the initial value of $\alpha_{\text{sat}}$ and the second term corresponds to the effect of the planar persistent dislocation structure. $(1-m)$ denotes the contribution of the intergranular structure to kinematic hardening. $S_D$ and $S_L$ are given by the decomposition:

$$S = S_D \mathbf{N}_{\ell_\ell} \otimes \mathbf{N}_{\ell_\ell} + S_L$$  \hspace{1cm} (3-54)$$

$$S_L = |S_L| \text{ and } S_D = \mathbf{N}_{\ell_\ell} : \mathbf{e} : \mathbf{N}_{\ell_\ell}$$  \hspace{1cm} (3-55)$$
So $S_D$ is the strength of the dislocation structure associated with the currently active slip systems whereas $S_L$ is related to the persistent dislocation structure. It is called a latent part of directional strength. $q$ is a material parameter introduced to describe the fact that $S_L$, the latent dislocation term, has a stronger contribution than $S_D$, the currently active dislocation term ($q > 1$).

The physical argument for decomposing $\bar{S}$ is explained hereafter. When a metal is deformed from a well-annealed initial state, dislocation sheets or cells develop roughly parallel to the active slip planes. On the other hand, for a severely cold-deformed material subject to a subsequent orthogonal deformation, the strain rate is highly localized. The microbands are parallel to the newly active slip planes and, between them, new dislocation sheets are gradually formed. This experimental evidence strongly suggests that dislocation structures associated with the current direction of the strain rate evolve quite differently from the rest of the persistent dislocation structures.

In order to describe the evolution of $S_D$, Teodosiu and Hu propose:

$$S_D = C_S \left[ g(S_{sat} - S_D) - hS_D \right] \varepsilon_{eq}^p$$  \hspace{1cm} (3-56)

where $C_S$ characterizes the saturation rate of $S_D$, $S_{sat}$ denotes the saturation value of $S_D$, $h$ is a function of $\alpha : N_{\varepsilon}^p$ and $g$ is a function of $S_D$ and $P : N_{\varepsilon}^p$, describing the influence of the polarity. Neglecting the influence of $g$ and $h$, i.e. setting $g=1$, $h=0$, the above equation describes a gradual saturation of $S_D$ towards $S_{sat}$, corresponding to the formation and saturation of planar persistent dislocation structures associated with $N_{\varepsilon}^p$. In order to form dislocation sheets or cell walls, the amount of deformation along which $N_{\varepsilon}^p$ remains unchanged, should be larger than $1/C_S$.

The function $h$ is defined as:

$$h = \frac{1}{2} \left( 1 - \frac{\alpha : N_{\varepsilon}^p}{\alpha_{sat} \: \eta : N_{\varepsilon}^p} \right)$$  \hspace{1cm} (3-57)

Experimental evidence shows that, for a severely pretrained material under a subsequent reversed deformation, there exists a work-hardening stagnation, followed by a resumption of work-hardening. This phenomenon is described via function $g$. Specifically, denoting:

$$P_D = P : N_{\varepsilon}^p$$  \hspace{1cm} (3-58)

it is assumed that:

$$g = \begin{cases} 
1 - \frac{C_P}{C_S + C_P} \frac{S_D}{S_{sat}} - P_D & \text{if } P_D \geq 0 \\
(1+P_D)^{p} \left( 1 - \frac{C_P S_D}{C_S + C_P S_{sat}} \right) & \text{otherwise}
\end{cases}$$  \hspace{1cm} (3-59)

Clearly, $g$ is continuous with respect to $P_D$. Assume that a material is first severely
deformed at a constant strain rate with direction $N_f$; then, according to (3-49), at the end of this deformation, the polarity tensor $P$ will be practically equal to $N_f$. If the material is subsequently subject to a reversed deformation, i.e. $N_2 = -N_f$, then, by (3-58) and (3-59), $P_D = -I$ and $g = 0$. Considering also (3-56), it may be shown that the latter condition corresponds to a stagnation of work-hardening.

Teodosiu and Hu finally discuss the evolution of $S_L$, which results from the interaction between microbands and preformed microstructures. Two physical mechanisms are possible: the annihilation of dislocations in the preformed structures and the softening of the preformed structure after being sheared by microbands. Both mechanisms reduce the strength of the preformed structures, represented by $S_L$. Hence the following evolution equation is proposed to describe these phenomena:

$$
\dot{S}_L = -C_{cL} \left( \frac{S_L}{S_{tot}} \right)^{n_L} S_L \dot{\varepsilon}_\text{eq}
$$

(3-60)

where $n_L$ is a positive material parameter.

The factor $\left( S_L / S_{tot} \right)^{n_L}$ is introduced in order to explain the influence of the amount of prestrain $\varepsilon_{ps}$. For a severely deformed material under a subsequent orthogonal deformation, the percentage of grains containing microbands increases with the prestrain $\varepsilon_{ps}$. Since the decrease of $S_L$ is mainly due to the interaction between microbands and preformed microstructures, the decreasing rate of $|S_L|$ should increase with $\varepsilon_{ps}$. When $\varepsilon_{ps}$ is very small, $S_L << S_{tot}$, hence the evolution of $S_L$ is negligible, whereas when $\varepsilon_{ps}$ is large, $S_L$ approaches $S_{tot}$, and the evolution of $S_L$ is speeded up.

The identification of the model parameters is described in Hu 1992. Only mechanical tests with 3 strain paths are needed to find the 9 parameters:

- monotonic tensile or shear tests allow to fit $\alpha_0$, $S_{sat}$, $C_S$ ($C_P = C_S$ at low homologous temperature), $C_{cL}$;
- stress reversal tests are used to reach $m$, $n_p$;
- orthogonal sequences in strain path are needed to get $q$, $n_L$.

The validation of the model is checked by comparison of predictions and experiments. Figure 3-17 presents the behavior of a sheet under a monotonic shear until 53% and a subsequent reversed shear, in the rolling direction. Figure 3-18 shows the shear-plastic work curve for one monotonic shear (first curve), then for 2 cases where the monotonic shear is stopped, unloaded and subsequently followed by a shear test in an orthogonal direction.

The implementation of this model in a Marciniak Kuczynski’s model to predict Forming Limit Diagrams has produced results which agree with well-known effects.
of strain path modification (Hiwatashi et al., 1998). The coupling of this model with a yield locus described by a texture approach (Hoferlin et al., 1999) has been implemented into a FEM code.

![Graph showing shear stress vs plastic work](image1)

Figure 3-17 Experimental results and model correlation for AKDQ mild steel under reversed shear. The amount of preshear is 53%, from Teodosiu & Hu 1998.

![Graph showing shear stress vs plastic work per unit volume](image2)

Figure 3-18 Experimental results and model correlation for AKDQ mild steel under orthogonal shear tests, from Teodosiu & Hu 1998.

### 3.6 Conclusion

The previous hardening models are only a few of those available in the prolific literature on this topic. The choice of one hardening model depends on different factors such as:
- significant strain rate effect or not,
- significant temperature effect or not,
- needed accuracy,
- the model use: description of monotonic loading, or cycles or complex strain paths such as initial shear followed by tension or followed by shear in an orthogonal direction or both...,
- the available tests to identify the model parameters.

The microscopic roots for models such as Teodosiu & Hu's model help to choose physical internal variables. This approach avoids a too high number of variables, as could happen if, starting from a classical isotropic, kinematic hardening model, one tried to improve it in order to describe complex strain paths.

Let us note that according to Vegter et al. 1999, Bergström-van Liempt-Vegter's model needs only the identification of 4 parameters, if similar materials have already been identified.

This chapter has presented both hardening types:
- the geometrical one, related to texture evolution, described with more details in chapter 4;
- the material one, related to dislocation density, dislocation cells, which can again be subdivided into direct and latent hardening as these substructures change with deformation.

The respective weight of geometrical and material hardening components depends on the material state, as studied by Winther et al. 1997.

Chapters 5 and 6, dealing with behavior models implemented in FEM codes, will show some choices made by scientists working in sheet metal forming simulation.
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4. MICROSCOPIC MODELS AND MICRO-MACRO APPROACHES

4.1. Taylor’s single crystal plasticity model

4.1.1. Description

At the crystal level, the plastic microscopic velocity gradient generated by a particular slip system \( s \) is given by:

\[
\dot{L}_y^s = K_y^s \dot{\gamma}^s
\]  

(4-1)

where Schmid’s tensor \( K_y^s \) is defined by relation (3-1) and \( \dot{\gamma}^s \) is the slip rate acting on this slip system \( s \). In practice, multiple slips occur together. Hence the microscopic velocity gradient applied on a crystal \( L_{micro} \) is given by:

\[
L_{micro} = \sum_s L_y^s + \Omega^L
\]  

(4-2)

where \( \Omega^L \) is the rate of crystal lattice rotation.

The establishment of this well-known relation is recalled in van Houtte 1995. Its link with the classical formalism of Continuum Mechanics will be summarized in Section 4.4.

Assuming for simplicity that elastic strains are small and can be neglected, as in Asaro & Needleman 1985, Becker 1990, Neale 1993 or Dawson 1997, this microscopic velocity gradient can be split into a microscopic plastic deviatoric strain rate \( \dot{\varepsilon}^{\text{pl}}_{\text{micro}} \) and a microscopic spin \( \Omega^{\text{micro}} \):

\[
\dot{\varepsilon}^{\text{pl}}_{\text{micro}} = \text{sym}(L_{micro}) = \sum_s A^s \dot{\gamma}^s
\]  

(4-3a)

\[
\Omega^{\text{micro}} = \text{skw}(L_{micro}) = \sum_s Z^s \dot{\gamma}^s + \Omega^L
\]  

(4-3b)

where \( A^s \) and \( Z^s \) are respectively the symmetric and skew-symmetric parts of Schmid’s tensor \( K^s \). The 2 components of the microscopic spin \( \Omega^{\text{micro}} \) are symbolically represented on Figure 4-1. The first term of (4-3b), \( \sum_s Z^s \dot{\gamma}^s \), is called plastic spin \( \Omega^p \).
(a) \( \mathcal{Q}_p^p = \sum_i Z_i^p \dot{\gamma}_i^p \) = plastic spin or slip induced spin;

(b) \( \mathcal{Q}_L^L \) = rate of crystal lattice rotation as a rigid body, used to update texture.

Figure 4-1 Representation of the 2 terms of the crystal microscopic spin, from the slides presented at NUMISHEET 1999, (Duchêne et al. 1999).

Several different combinations of slip rates may achieve the prescribed strain rate. According to Taylor 1938, the one which minimizes the power dissipation is chosen:

\[
\dot{W}^p = \sum_i \mathcal{Q}_i^p \bar{\dot{\gamma}}_i^p = \text{min}
\]  

(4-4)

Taylor roughly assumes that all slip systems have a common value \( \tau_c \) of their Critical Resolved Shear Stress \( \tau_c^i \). The CRSS concept has been introduced in section 3.1. This common value \( \tau_c \) is reasonable for annealed condition. A weaker hypothesis, proposed by van Bael 1994, consists in using proportional CRSS \( \tau_c^i \) inside a particular crystallite. It is expressed by constant ratios to a common reference CRSS \( \tau_c^i \):

\[
\alpha^{i \pm} = \frac{\tau_c^i}{\tau_c^i}
\]  

(4-5)

For instance, for b.c.c crystal, van Bael 1994 has:

\[
\alpha^{41(110)\langle 111\rangle} = 1 \quad \alpha^{41(112)\langle 111\rangle} = 0.95
\]  

(4-6)

where Miller’s indices describe the slip system \( s \). The sign \( \pm \) appears because the slip system can be extended to pseudo-slip systems representing twinning. In this
case, slip in anti-twinning direction must be prohibited: $\tau_{c}^{-} = \infty$ (van Houtte & Wagner 1985).

The prescribed strain rate $\dot{\varepsilon}_{p}^{\text{micro}}$ can be split into a scalar magnitude $\dot{\varepsilon}_{eq}^{p}$ computed by the classical von Mises' formula and a strain rate mode $U_{\varepsilon^{p}}$ very close to the $N_{p}$ direction of the plastic strain rate in Teodosiu's model (Section 3.5.5):

$$U_{\varepsilon^{p}} = \frac{\dot{\varepsilon}_{p}^{\text{micro}}}{\dot{\varepsilon}_{eq}^{p}}$$

(4-7)

Introducing also the slip rate $\dot{\gamma}_{\text{scaled}}^{s}$ per unit equivalent strain rate:

$$\dot{\gamma}_{\text{scaled}}^{s} = \dot{\gamma}^{s} / \dot{\varepsilon}_{eq}^{p}$$

(4-8)

advantage can be taken of the assumed strain-rate insensitivity to simplify the formulation. Indeed, dividing relation (4-4) by the strain rate magnitude and the reference CRSS $\tau_{c}$ leads to:

$$\frac{\dot{W}_{p}}{\dot{\varepsilon}_{eq}^{p} \tau_{c}} = \sum_{s} \alpha_{s} \left| \dot{\gamma}_{\text{scaled}}^{s} \right| = \text{minimum}$$

(4-9)

with, according to equation (4-3a), the minimization constraint:

$$U_{\varepsilon^{p}} = \sum_{s} A_{s} \dot{\gamma}_{\text{scaled}}^{s}$$

(4-10)

These two equations are called Taylor's equations and may be solved efficiently by means of linear programming (Simplex Method) as explained by van Houtte 1988. This approach has been implemented in the LAGAMINE code by Munhoven 1997. The solution $\dot{\gamma}_{\text{scaled}}^{s}$ depends only on the prescribed strain mode $U_{\varepsilon^{p}}$ and it does not depend on the magnitude $\dot{\varepsilon}_{eq}^{p}$ or on the value of the reference CRSS $\tau_{c}$.

In the Simplex Method, relation (4-9) is called the cost function, to be minimized under the constraint (4-10). This primal problem in the space of slip rates is transformed into a dual problem where the stresses are now the independent variables. In the stress space, the value $\dot{W}_{p}^{*} / \dot{\varepsilon}_{eq}^{p} \tau_{c}$ (4-9) represents a maximum:

$$\frac{\dot{W}_{p}}{\dot{\varepsilon}_{eq}^{p} \tau_{c}} = U_{\varepsilon^{p}} \frac{\sigma_{\text{micro}}}{\tau_{c}} = \text{maximum}$$

(4-11)

This retrieves the approach proposed by Bishop-Hill, which assumes that the admissible stress states satisfy the yield locus constraints expressed by relation (3-3) (see section 3.1) and that the real stress state maximizes the external plastic work. Taylor's and Bishop-Hill's methods are strictly equivalent, that is why they are very often referred to as the Taylor-Bishop-Hill (TBH) crystal model.
The Simplex Method produces both slip rates and microscopic stresses at the crystal level. In practice, using the same CRSS $\tau_c$ for all slip systems leads to multiple solutions (set of activated slip systems). Each set achieves the prescribed strain rate (4-3a) with the same minimum power dissipation (4-9). Van Houtte 1988 proposes different methods to choose one particular solution. The approach implemented by Munhoven 1997 just stops at the first computed solution. From an energy point of view, all the solutions are equivalent. However, they produce different slip rates, microscopic stresses and hence different crystal lattice rotations. Once the set of active slip systems and the corresponding slip rates are known by the resolution of equations (4-9), (4-10), the crystal rotation $\Omega^L$ produced by one imposed velocity gradient can be reached using relation (4-3b). It is expressed by:

$$\Omega^L = \Omega^{\text{micro}} - \sum_s Z^s \gamma^s$$

(4-12)

If a texture is described by a set of representative crystals orientations (Téth & van Houtte 1992), the rotation of each representative crystal leads to the up-dated texture. Taylor's assumption about an homogeneous velocity gradient:

$$L^{\text{macro}} = L^{\text{micro}}$$

(4-13)

allows to easily update texture with the help of the previous relations. This will be extensively used in the micro-macro approaches presented hereafter.


4.1.2. Taylor's factor

$M(g, U_{\gamma}^s)$ is the Taylor's factor associated with a crystal of orientation $g$ for a given strain mode $U_{\gamma}^s$. It is conventionally derived from the plastic power dissipation per unit volume $\dot{W}^p$ by the following relation:

$$M(g, U_{\gamma}^s) = \frac{\dot{W}^p}{\dot{\gamma}^{\text{micro}}_{eq \tau_c}} = \sum_s C_s \dot{\gamma}^{s \text{scaled}}_{eq \tau_c} = \frac{1}{\tau_c} \sigma_{y \gamma}^{\text{micro}} (U_{\gamma}^s)_g$$

(4-14)

Physically, it represents a certain amount of dislocation glide rate associated to the crystal orientation and to the applied strain rate.

4.2. Strain rate sensitivity approach for single crystal plasticity model

Another approach issued from the theory of thermally activated dislocation glide consists in adopting a viscoplastic flow rule:
\[ \dot{\gamma}^s = \dot{\gamma}_0 \left| \frac{\tau^s}{\tau_0^s} \right|^{1/n} \text{sign}(\tau^s) \]  (4-15)

where \( \dot{\gamma}^s \) is the slip rate on the slip system \( s \), \( \dot{\gamma}_0 \) is a reference slip rate defined so that \( |\dot{\gamma}^s| = \dot{\gamma}_0 \) when \( |\tau^s| = \tau_0^s \) and the parameter \( n \) characterizes the material rate-sensitivity. Under isothermal conditions and in a narrow range of strain rates, the hereabove simple power-law equation has proven its validity. For cold deformation, the rate sensitivity is rather low and the stress dependence on the slip rate can be reasonably approximated with \( n \) close to 0. The slip system shear rate \( \dot{\gamma}^s \) does not vanish as long as the resolved shear stress \( \tau^s \) on the corresponding slip system \( s \) is not identically zero. It keeps however a low value if \( \tau^s \) is not close to \( \tau_0^s \). This equation applies a posteriori the activation condition defined by Schmid's law by filtering out the inactive systems. It has been widely used (Asaro & Needleman 1985, Anand et al.1997) to overcome the problem of non-uniqueness in selecting a set of active systems by the TBH approach.

For cold rolling and biaxial sheet stretching, Neale 1993 asymptotically sets \( n \to 0 \) in relation (4-15) to recover the rate independent response. His comparison with the TBH results reveals that:
- the plastic work and active slip systems are identical;
- the unique stress derived from (4-15) and (3-2) corresponds to the average of the active yield surface vertices involved in the Bishop-Hill solutions;
- the active shear rates and lattice spins are identical for situations where no slip system ambiguity results from the TBH analysis.

Anand & Kothari 1996 use FEM simulations of tensile and compression tests to check that both texture and stress results computed by the viscoplastic approach with \( n \to 0 \) or by the TBH method are very close to each other.

4.3. Evolution rule for CRSS value

Whatever the solution chosen to model single crystal behavior (TBH model or viscoplastic flow rule), the CRSS \( \tau^s \) appears and evolves in a different way for each individual slip system \( s \). This implies the knowledge of the initial value of \( \tau^s \) as well as its evolution equation. Slip on any slip system generally induces hardening for all slip systems. This is taken into account by adopting an evolution equation of the CRSS of the form:

\[ \dot{\tau}^s = \sum_u h^{su} \dot{\gamma}^u \]  (4-16)

where \( h^{su} \) is the so-called hardening matrix. Diagonal components of this matrix correspond to the self-hardening effect, while off-diagonal components describe
cross-hardening effects. Franciosi 1988 proposes an evolution rule for the components of this matrix. This rule depends on the pair of slip systems, their shearing rates and their temperature. This approach could seem sophisticated. However, it is still not accurate enough. The fact that hardening defined by one fixed structure of dislocations is affected by structure modification is not taken into account.

Of course, the macroscopic hardening concept, which links the flow stress to the dislocation density and the microstructure (see chapter 3), applies to the CRSS. So, as presented by Anand 1977, the CRSS can be decomposed into two additive components:

- \((\tau_c^c)\), representing the resistance to slip due to "thermal" obstacles. This means obstacles that thermal activation can overcome such as solute atoms, forest dislocations, Peierls' resistance;
- \((\tau_c^t)\), representing the resistance to slip due to "athermal" obstacles (that thermal energy is unable to overcome) such as dislocation walls and large incoherent precipitates.

Since, for pure b.c.c materials, \((\tau_c^c)\), is controlled by the interactions with the Peierls' lattice resistance, it is reasonable to assume that this term is constant. For f.c.c materials, the magnitude of both \((\tau_c^c)\) and \((\tau_c^t)\) is controlled by the interactions of glide dislocations with forest dislocations, consequently it is difficult to separate the observed strain hardening between \((\tau_c^c)\) and \((\tau_c^t)\). Nevertheless the variation in \((\tau_c^t)\) is expected to be much smaller than that in \((\tau_c^c)\). Thus, for b.c.c materials, it is reasonable to assume that:

\[
\dot{\tau}_c^c = \langle \dot{\tau}_c^c \rangle = \sum_u h^m \dot{\gamma}^m \tag{4-17}
\]

and for f.c.c:

\[
\dot{\tau}_c^t = \langle \dot{\tau}_c^t \rangle = \sum_u h^m \dot{\gamma}^m \tag{4-18}
\]

The choice for \(h^m\) constitutes a distinction between the micro-macro approaches implemented in FEM codes. Khan & Cheng 1996 and Teodosiu 1997 review the different proposals. Some of them will be presented in Chapter 5.

## 4.4. Mechanical frame for single crystal plasticity

In the frame of Continuum Mechanics, researchers as Asaro 1983, Anand & Kothari 1996 use an *isoclinic* configuration, which is an intermediate conceptual local configuration defined by Figure 4-2, to decompose the deformation gradient tensor:
\[ \bar{F} = \frac{\partial \bar{x}}{\partial \bar{X}} = \frac{\partial \bar{x}^*}{\partial \bar{X}^*} \cdot \frac{\partial \bar{X}^*}{\partial \bar{X}} = \bar{F}^e \cdot \bar{F}^p \]  

(4-19)

\( \bar{X} \) coordinates in the initial configuration expressed in axes \( \bar{X}_i \);
\( \bar{x} \) coordinates in the deformed configuration expressed in axes \( \bar{X}_i \);
\( \bar{x}^* \) coordinates in the isoclinic configuration expressed in axes \( \bar{X}_i \);
\( \bar{F}^* \) sum of an overall "elastic" distortion of the lattice and the rigid rotation of the lattice;
\( \bar{F}^p \) "plastic" simple shears that do not disturb the geometry of the lattice.

The lattice in the isoclinic relaxed configuration has the same orientation as the lattice in the reference configuration. The incremental deformation of a crystal is taken as the result of the contributions from two independent atomic mechanisms:
- the sum of an overall "elastic" distortion of the lattice and a rigid rotation of the lattice (\( \bar{F}^e \));
- "plastic" simple shears that do not disturb the lattice geometry (\( \bar{F}^p \)).

The microscopic velocity gradient is linked to the deformation gradient tensor:

\[ L_{\text{micro}} = \frac{\partial \bar{x}}{\partial \bar{X}} = \frac{\partial \bar{x}^*}{\partial \bar{X}^*} \cdot \frac{\partial \bar{X}^*}{\partial \bar{X}} = \bar{F}^e \cdot \bar{F}^{-1} \]  

(4-20)

\[ L_{\text{micro}} = \bar{F}^* \cdot \bar{F}^{-1} + \bar{F}^p \cdot \bar{F}^p \cdot \bar{F}^{-1} \]  

(4-21)

The plastic shear rate is expressed through a certain number of slip systems \( s \) (the active ones in the TBH model and all slip systems in the rate sensitive approach):

\[ L_{\text{micro}} = \dot{\bar{F}}^s \cdot \bar{F}^{-1} + \sum_s \dot{\gamma}^s K^{s*} \]  

(4-22)

Schmid’s tensor \( K^{s*} \) is expressed in deformed configuration, but as the crystal lattice is not affected by \( \bar{F}^p \), one has:

\[ \dot{K}^{s*} = \bar{F}^* \cdot K^s \cdot \bar{F}^{-1} \]  

(4-23)

So in the micro-mechanical frame, one gets (4-22) which can be compared to relation (4-2) of Taylor’s model presented in section 4.1:

\[ L_{\text{micro}} = \Omega^L + \sum_s L^s \]  

(4-2)

Since in (4-2), the elastic part of \( \bar{F}^s \) has been neglected, the strain rates deduced from (4-22) and (4-2) are different:

\[ (4-22) \Rightarrow \dot{\varepsilon} = \text{sym} \left( L_{\text{micro}} \right) = \dot{\varepsilon}^{\text{elastic}} + \dot{\varepsilon}^{p \text{ micro}} = \dot{\varepsilon}^{\text{elastic}} + \sum_s \dot{\gamma} K^{s*} \]  

(4-24)
(4-2) \( \varepsilon = \text{sym}(\varepsilon_{\text{micro}}^{\text{micro}}) = \varepsilon^{\text{p micro}} = \sum_i A^{s_i} \gamma^s \)  \( (4-25) \)

The skew-symmetric parts of both velocity gradients are identical and are called the spin:

\[ \Omega^{\text{micro}} = \Omega^L + \Omega^\rho = \Omega^L + \sum_i Z^{s_i} \gamma^s \]  \( (4-26) \)

where \( \Omega^L \) is the crystal lattice rotation due to both the global rigid body rotation of the macroscopic body and the particular crystal rotation due to texture updating.

Figure 4-2 Schematic diagram showing the multiplicative decomposition of the deformation gradient tensor \( F = F^* F^p \)

4.5. Polycrystal plasticity models

4.5.1. Description

Starting from the state of individual crystallites, different assumptions have been proposed to deduce the state of the corresponding polycrystal characterized by the macroscopic strain rate tensor $\dot{\varepsilon}^{\text{macro}}$ and the stress tensor $\sigma^{\text{macro}}$. The most logical approach is a volume average weighted by the ODF function $f(g)$ defined by relation (3-4):

$$\dot{\varepsilon}^{\text{macro}} = \int \dot{\varepsilon}^{\text{micro}} (g) f(g) \, dg$$

(4-27)

$$\sigma^{\text{macro}} = \int \sigma^{\text{micro}} (g) f(g) \, dg$$

(4-28)

Although the assumption of homogeneous microscopic stress tensor $\sigma^{\text{micro}}$ and strain rate tensor $\dot{\varepsilon}^{\text{micro}}$ in one single crystal is already a simplification, most macroscopic models are bound by stronger assumptions:

*Sachs (1928)* applies the loading state (uniaxial tension for instance) at each individual crystallite as if it were a free-standing single crystal, assumed to have only one slip system (van Houpte 1995). This leads to more or less severe violations of geometric compatibility at the grain boundaries and, in general, quite unsatisfactory results (Gil-Sevillano *et al.* 1980). In particular, the predictions of texture evolutions due to deformation do generally not compare favorably with the experimental results.

- **Full Constraint Taylor (1938)** (FC) assumes an homogeneous plastic strain rate distribution:

$$\dot{\varepsilon}^{p\text{macro}} = \dot{\varepsilon}^{p\text{micro}}$$

(4-27)

This assumption leads to equilibrium violations at grain boundaries. However, this model often computes, for many practical applications, more acceptable results than the previous one. The assumption (4-29) provides an upper bound solution.

- The Full Constraint Taylor's model enforces rigorous geometric compatibility at the expense of stress equilibrium. The so-called *Relaxed Constraint Taylor's* (RC) model drops this strict assumption by relaxing the compatibility of well chosen components of the velocity gradient tensor. In the *lath model* for rolling $L_{(RD, ND)}$, is not prescribed and the *pancake model* does not enforce the component $L_{(TD, ND)}$ either, where RD, TD and ND are the rolling, transverse...
and normal directions. As shown by van Houtte 1988, these kinds of relaxations can be implemented in an elegant way using pseudo-slip system.

As compared to FC models, RC models sometimes produce better and more detailed results, especially for rolling texture predictions, although their justification is still under debate. The problem of accommodating the strain misfits inherent to RC models leads scientists like Wagner, Lücke, Armijnjon, Imbault, van Houtte to propose several more advanced models which try to take these misfits into account. The summary presented in van Houtte 1996 confirms that such models lie between TBH and self-consistent approaches and yield improved results compared to classical FC or RC models.

In general, Taylor type models are quite successful for f.c.c and b.c.c metals where a large number of slip systems ensures that individual crystals can accommodate an arbitrary deformation. However, these types of models are not valid for materials whose crystals have an insufficient number of deformation modes to sustain an arbitrary strain. Such kinematically rank deficient materials are not rare: semi-crystalline polymers, minerals and other geological materials, superconducting ceramics, metals of hexagonal close-packed crystal structure such as zinc, zirconium and titanium. Two proposals adapted to such cases are described in Prantil, Dawson and Chastel 1995. The first one due to Parks & Ashi 1990 is shortly summarized hereafter and the other one due to Chastel is a modified Sachs approach.

- **Taylor hybrid approach** (Parks & Ashi 1990) has been specifically proposed to handle kinematically rank deficient crystals. The crystal strain rate is the macroscopic one from which the components that available slip systems cannot accommodate have been removed. The crystal strain rate computation takes into account an average part from which one can find that the average crystal deformation rate is equal to the macroscopic one. The crystal stress is determined from the active slip systems and by a projection of the macroscopic stress.

- **Self-consistent models** (Berveiller & Zaoui 1979, Canova & Lebensohn 1995 Molinari 1997, Masson & Zaoui 1999) consider a grain as a solid inhomogeneity embedded in a homogeneous infinite matrix subjected to macroscopic loading. All the grains are treated that way one after the other, the matrix behavior results from the weighted average of the individual contributions of all the grains. Both strain rate and stress heterogeneities are allowed, but they are linked by an interaction formula based on Eshelby’s 1957 work. For elastic cases, Kröner 1961 uses the interaction formula at the grain level:

\[
\left( \sigma^{\text{micro}} - \sigma^{\text{macro}} \right) = -L^* \left( \epsilon^{\text{micro}} - \epsilon^{\text{macro}} \right)
\]

where \( L^* \) is a 4th rank tensor called the "interaction tensor". The interested reader can find the method to identify \( L^* \) in Van Houtte 1995.
This approach has been extended to elastoplastic states. However, an incremental linearization proposed by Hill 1965 seems to be better adapted:

$$\sigma^{\text{micro}} - \sigma^{\text{macro}} = -L^{H} : (\varepsilon^{\text{micro}} - \varepsilon^{\text{macro}})$$

(4-29)

where $L^{H}$ is called the Hill's constraint tensor. It depends on the elastoplastic modulus, on the shape and orientation of the crystals.

Masson & Zaoui 1999 summarizes the scientific controversies on this topic and demonstrates that Hill's conception could be adopted even for elastoviscoplasticity.

Whatever self-consistent approach is used, a rather long iterative solution procedure is required. This is mainly due to the fact that, at the end of the iterative process, the macroscopic values must coincide with the average of the grain response. However, unlike the Taylor's models, the self-consistent models allow to take into account both effects of texture and grain morphology on the mechanical response of the material.

- **Homogenization technique**, used by Smit et al. 1998, Miehe et al. 1999 or Geers et al. 2000, is directly based on a mathematical procedure already applied to find micro-macro links in composite materials. Two levels of finite element models are used: a mesh of the entire structure and a mesh of the Representative Volume Element (RVE). At each interpolation point of the macroscopic mesh, the finite element model of the RVE is called to provide the stress-strain behavior of the material.

The interested reader can find general information on these topics in the course written by van Houtte 1995, except for the Taylor hybrid approach and the homogenization technique. Chapter 5 presents finite element applications of the above micro-macro hypotheses.

### 4.5.2. Average Taylor's factor

The TBH theory described in section 4.1 for one crystal can directly be applied to polycrystals with Taylor's assumption (4-29). So, plastic strain rate tensors $\dot{\varepsilon}^{P}$ are supposed to be homogeneous throughout the polycrystal. In addition, Taylor assumes that the common reference CRSS $\tau_{c}$ (common reference value for all the slip systems in one crystal) is the same for all crystallographic polycrystal in one representative volume element. It is called the average common reference CRSS $\bar{\tau}_{c}$:

$$\tau_{c} = \bar{\tau}_{c}$$

(4-30)

This assumption seems acceptable for materials in their annealed state, though it becomes questionable after accumulation of a certain deformation (Bunge et al.
1985). With relations (4-29) and (4-32), the average plastic power dissipation in a polycrystal is easily computed from its expression for a single crystal (4-14) and the ODF (3-4):

\[
\overline{W}^p(\dot{\varepsilon}^{p\text{macro}}) = \int \overline{W}^p(\dot{\varepsilon}^{p\text{micro}}) f(g) dg = \dot{\varepsilon}^{p\text{macro}} \overline{\varepsilon} \overline{M}(U) = \sigma_{eq}^{\text{macro}} \dot{\varepsilon}^{p\text{macro}}_{eq} \overline{M}(U) = \sigma_{eq}^{\text{macro}} \dot{\varepsilon}^{p\text{macro}}_{eq} \overline{M}(U) \quad (4-31)
\]

with the average Taylor's factor:

\[
\overline{M}(U) = \int M(U, g) f(g) dg \quad (4-32)
\]

Hereafter any over-lined variable indicates a value which is assumed to be an average for all crystallites belonging to the same elementary volume considered in the macroscopic approach.

The average Taylor's factor only depends on the texture of the polycrystalline material \( f(g) \) and on the given strain rate mode \( U \), but not on the strain rate magnitude \( \dot{\varepsilon}^{p\text{macro}}_{eq} \).

Relation (4-33) yields the important micro-macro link:

\[
\sigma_{eq}^{\text{macro}} = \overline{\varepsilon} \overline{M}(U) \quad (4-33)
\]

Figure 4-3 Ratio between the tensile yield stress and the corresponding Taylor's factor according to the angle \( \alpha \) with the rolling direction (after Jensen & Hansen 1987).
This relation retrieves the physical considerations of Chapter 3 on hardening. Both geometric (textural) hardening related to \( \tilde{\tau}_e \) and material (strain) hardening related to \( \tilde{\tau}_e \) coexist and appear in a micro-macro approach. Experimental works also demonstrate that the anisotropic behavior cannot be attributed to only one of these factors. For instance, Jensen & Hansen 1987 measured the 0.2% tensile yield stress on specimens cut at different angles \( \alpha \) to the Rolling Direction. Their material was a sheet of commercially pure aluminum, which was previously cold-rolled at an equivalent true strain of up to 200%. Textures of the rolled sheet were determined and the average Taylor’s factors \( \tilde{M} \) were computed for different levels of deformation. Figure 4-3 shows the evolution of the ratio \( \sigma_{\text{eq}}^{\text{macro}} / \tilde{M} \) corresponding to \( \tilde{\tau}_e \) according to (4-35), versus the angle \( \alpha \) to the rolling direction. At very large strains, \( \tilde{\tau}_e \) is almost constant, indicating that the observed plastic anisotropy can mainly be attributed to the crystallographic texture. On the contrary, after moderately large monotonic strains, \( \tilde{\tau}_e \) increases with \( \alpha \), showing a strong influence of the intragranular microstructure on the plastic anisotropy. According to Teodosiu’s 1997 review, this conclusion seems true for polycrystalline f.c.c:

- for moderately cold-rolled sheet, plastic anisotropy seems due to the orientation of the dislocation structures (sheets of high dislocation densities more or less parallel to the \{111\} slip planes);
- for heavily cold-rolled sheets, plastic anisotropy mainly seems due to the crystallographic texture, because dislocations are arranged in thick-walled, equiaxed cells, providing an almost isotropic hardening.

Let us note that the further work of Winther, Jensen and Hansen 1997 studies the combined effect of texture and microstructure on the flow stress anisotropy of metals containing dislocation boundaries with a macroscopic orientation with respect to the sample axes. Assuming that dense dislocation walls and micro-bands resist like ordinary grain boundaries, a value of the CRSS depending on a Pitch-Hall equation is adopted. In their approach, Taylor’s or Sachs’ polycrystal assumption is used on a set of 1152 crystals, representative of the texture. It has been proved that the presence of dislocation boundaries has a significant effect on anisotropic yield.

### 4.6. Link between the evolution of the reference CRSS and macroscopic strain hardening

Taylor 1938 proposes that the common reference CRSS \( \tau_e \) evolves as a function of the total slip \( I \) in each crystal:

\[
I(\ g \ ) = \int_0^t \dot{\tau}(\ g \ )dt
\]  

(4-34)
where $g$ defines the crystal orientation. In a similar way, van Bael 1996, assuming constant CRSS-ratios $\alpha_s$, defines the total slip rate $\dot{\Gamma}$ as:

$$\dot{\Gamma}(g, \dot{\varepsilon}^p_{micro}) = \sum_s \alpha_s |\dot{\varepsilon}_s| = \dot{\varepsilon}^p_{micro} M(g, U_{p_s})$$

(4-35)

where $g$ defines a crystal orientation, $\dot{\varepsilon}^p$ is a strain rate tensor represented by its mode $U_{p_s}$ and magnitude $\dot{\varepsilon}^p_{micro}$.

Using Taylor's assumptions:

- $\dot{\varepsilon} = \dot{\varepsilon}^p_{micro} = \dot{\varepsilon}^p_{macro}$
- $\tau_c = \tau_c$

the total polycrystal slip rate $\overline{\dot{\Gamma}}$ is defined by:

$$\overline{\dot{\Gamma}}(\dot{\varepsilon}^p) = \int \dot{\Gamma}(g, \dot{\varepsilon}^p) f(g) dg = \dot{\varepsilon}_{eq} M(U_{p_s})$$

(4-36)

The total polycrystal slip rate $\overline{\dot{\Gamma}}$ is then computed by integration of the slip rate and an important micro-macro link appears:

$$d\overline{\dot{\Gamma}} = d\dot{\varepsilon}^p_{eq} \overline{M}$$

(4-37)

If one works with a uniaxial test where $\dot{\varepsilon}^p_{eq} = \varepsilon$ and $\sigma^{macro} = \sigma$, the macroscopic work hardening can easily be deduced from relations (4-35) and (4-39):

$$\frac{d\sigma}{d\varepsilon} = \overline{M}^2 \frac{d\tau_c}{d\Gamma} + \tau_c \frac{d\overline{M}}{d\varepsilon}$$

(4-38)

The first term (material hardening) on the right side of equation (4-40) indicates an isotropic hardening at the polycrystal level, since an average is done whatever slip system is activated and for all crystals. The second term (geometrical hardening) is due to the evolution of texture resulting from plastic deformation. It is often neglected in macroscopic models or even in simple micro-macro models (Schmitz 1995, Winters 1996). Relation (4-40) is well known and comments can be found in Aernoudt et al. 1987.

4.7. Summary

This chapter has introduced the single crystal plasticity as well as the assumptions to develop a macroscopic plastic model from microscopic models. The physical mechanisms and their models were implemented in finite element codes for validation purpose. They also allow accurate simulations of deep drawing or rolling. Chapters 5 and 6 summarize some applications of this type.
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