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Transformer-encoder

• Transformer-encoder architecture excels in personalization 
tasks, particularly in Valence predictions

• Except for the FAU feature, the model achieved the highest 
development CCC scores across all features

• Ability to capture long range dependencies using attention 
mechanism led to success

 Window length was important
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• managed to surpass the baseline development CCC in all unimodal 
predictions, except for the Arousal-eGeMAPS

 Meta-learning discovered that learning rate and window 
length are crucial factors

 Increase in window length negatively impacted development CCC 
of personalized Transformer-encoder model

4. DISCUSSION

Hyperparameter Tuning



29

04
Conclusions

4. DISCUSSION

Newly Crafted Features

• Pose features extracted through JCD and the different SSL-based 
features (Wav2Vec2.0 and Data2Vec), showed considerable promise 
in improving emotional dimension predictions

 JCD based features demonstrated a notable enhancement 
over the original Pose feature

 SSL-based features, particularly context-based ones, consistently 
scored higher CCC scores compared to their audio counterparts
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In summary

• Given the MuSe-Stress 2023 baseline, we investigated three different 
approaches (New Features, Transformer-encoder, Hyperparameter Tuning), 
reaching the 2nd place in the competition

 still difficult to answer why and how the different approaches 
affect the CCC values

Future work

• Investigate the generalizability of our newly engineered pose 
features by testing them across different use cases that involve 
stress detection (e.g., driver behavior monitoring)
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