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The semantic relatedness effect in serial recall: Deconfounding encoding 
and recall order☆ 

Benjamin Kowialiewski *, Julia Krasnoff , Eda Mizrak , Klaus Oberauer 
Department of Psychology, University of Zurich, Switzerland   

A R T I C L E  I N F O   

Keywords: 
Working Memory 
Serial Recall 
Semantics 
Semantic Relatedness 

A B S T R A C T   

The ability to store information in verbal working memory (WM) closely interacts with our linguistic knowledge. 
For instance, we can hold semantically related words (e.g., “cat, dog, bird”) better in our WM than unrelated ones 
(e.g., “desk, pillow, mouse”). This study investigates boundary conditions of the beneficial effect of semantic 
relatedness of words on immediate memory for lists. Independently varying the encoding and recall order for lists 
of related words, we unraveled several mechanistic explanations of the semantic relatedness effect. We first 
tested a semantic cueing mechanism, according to which the recall of an item facilitates the recall of other 
semantically related items. We next disentangled an interactive activation versus feature overlap account of 
semantic relatedness. Whereas the former predicts that the semantic relatedness effect emerges from the tem
poral co-activation of related items, the latter predicts that it emerges from the superposition of semantic features 
bound to similar contexts. Our results demonstrate that semantic relatedness affects WM performance at the 
encoding stage of WM processing, which rules out semantic cueing as a plausible mechanism. Further, the 
temporal order in which words are presented was the most important determinant of the semantic relatedness 
effect, in agreement with the interactive activation account. This study supports a model in which semantic 
relatedness supports WM through interactive activation occurring in semantic long-term memory.   

Introduction 

Working memory (WM) is a core function of the cognitive system 
responsible for holding information briefly available for further pro
cessing. Numerous studies have shown that WM closely interacts with 
linguistic knowledge. This interaction occurs at all stages of language 
processing, including the phonological/sub-lexical (Gathercole et al., 
1999; Majerus et al., 2004), lexical (Brener, 1940; Guitard et al., 2018; 
Hulme et al., 1991; Lewandowsky & Farrell, 2000; Roodenrys et al., 
2002), and semantic stages (Poirier & Saint-Aubin, 1995). A central 
finding from this literature is the semantic relatedness effect, which de
scribes the recall advantage for lists composed of semantically related 
words (e.g., “piano, guitar, violin, flute, accordion, saxophone”) 
compared to unrelated words (e.g., “sanctuary, brother, fear, wall, 
hornet, sea”). This effect is usually large1 (Kowialiewski & Majerus, 
2020), thus providing clear evidence for the interaction between se
mantic knowledge and WM. 

So far, there is no broad consensus regarding why this recall 

advantage for related vs unrelated lists of words occurs. With the present 
work we aim to contribute to a better understanding of the mechanisms 
that drive the semantic relatedness effect in WM. There are at least three 
different accounts that could explain it which we describe below. 

According to the interactive activation account, semantic relatedness 
impacts WM maintenance at encoding when we process the words, 
through the activation of word representations in the long-term memory 
linguistic system. This long-term memory activation is then supposed to 
support the retrieval of information in WM (Cowan, 1999; Nee & 
Jonides, 2013; Oberauer, 2009). Based on this account, one way we can 
explain the semantic relatedness effect is by assuming that semantically 
related words support each other right at encoding. This is assumed to 
happen via spreading of activation within a semantic long-term memory 
network, or alternatively via redundant feedback activation between the 
lexical and semantic levels of language processing (Dell et al., 1997; 
Hofmann & Jacobs, 2014; Kowialiewski & Majerus, 2020). For instance, 
when the word “apple” is activated, the related words “plum” and “pear” 
will also receive some activation from “apple” and vice-versa. Before 
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plum is even presented, it is already activated to a certain extent. This 
pre-activation will boost plum’s activation when plum is presented. 
Through interactive activation occurring at the encoding stage, related 
words benefit from higher activation levels compared to unrelated 
words. This would in turn increase their availability in semantic long- 
term memory, which in turn can support WM and thereby increase 
peoples’ performance. The way the activation is spread in semantic 
memory is informed by semantic priming (e.g., the word “apple” can 
prime the word “pear”). Studies in the psycholinguistic domain show 
that temporal proximity is critical for a priming effect to emerge, as 
priming effects are usually reduced if a target and its related prime are 
interleaved by an unrelated distractor (e.g., “apple” and “pear” sepa
rated by “square”) (Brunel & Lavigne, 2009; Lavigne et al., 2011, 2012). 
If semantic relatedness effects emerge from interactive activation, it 
follows that the temporal order in which semantically related items are 
encoded should be a driving factor for this effect. 

A second explanation is offered by connectionist models of serial 
recall in which distributed representations of items are bound to 
distributed representations of contexts (Oberauer, Lewandowsky, et al., 
2012). In these models, a word is encoded into WM through an associ
ation to its list position as the context, and all word-position associations 
needed for encoding a list are added up (i.e., superimposed) in a shared 
matrix of connection weights, as illustrated in Fig. 1. This newly formed 
item-context association is assumed to be the core content of WM. Both 
items and their contexts are represented in a distributed fashion. Similar 
representations, such as two adjacent positions or two similar words, are 
assumed to be represented by a larger proportion of shared features. In 
Fig. 1, overlapping features are represented by circles filled in grey. In 
this feature overlap account, between-item similarity increases memory 
for item information through mutual strengthening of shared connection 
weights when similar contents are associated to similar contexts. This 
occurs because the shared features of both representations are associ
ated to parts of the same contexts multiple times, which creates a more 
robust representation (Oberauer, Farrell, et al., 2012). To illustrate this, 
consider three different scenarios: A, B and C, as depicted in Fig. 1. In 
scenario A, two different items, sharing no features, are encoded in two 
positions sharing a proportion of features. This case would be equivalent 
to associating “car” and “fit” to positions 1 and 2, respectively. In this 
case, although the two items are associated to adjacent positions, they 
share no overlapping representation in the weight matrix. Hence, no 
mutual strengthening occurs. The same happens in Scenario B, where 
two similar items are associated to two different contexts. This would be 
equivalent to encoding “flute” and “piano” at (for instance) positions 1 
and 4. In Scenario C, both the items and their context share similar 
features. This would be the equivalent of encoding “apple” and “pear” at 
positions 1 and 2. In this case, the shared features at both the item and 
contextual levels lead to an overlap in the weight matrix, leading to a 
mutual strengthening between the two items and hence a more robust 
representation. In Fig. 1, this is illustrated by the thicker weights that 
associate the items to their context. Hence, memory models with 
distributed representations for items and contexts predict that similar 
items should lead to increased recall performance,2 if and only if those 
similar items are also associated to sufficiently close contexts and/or 
serial positions. 

The third potential explanation of the semantic relatedness effect is a 
semantic cueing mechanism occurring at recall. Recalling a word n would 
provide facilitatory semantic cues to recall word n + 1 if both words n 
and n + 1 are semantically related. For instance, retrieving “piano” 
would be easier if the previously recalled word was “guitar” than if it 
was “universe”, if we assume that “guitar” would reactivate “piano” at 
retrieval. This could occur for instance through interactive activation of 
word representations as described above. Alternatively, when people 

retrieve an item, they also retrieve the semantic features associated to it, 
which might provide a cue to recall other, semantically related items. In 
the WM literature, the existence of such a cueing mechanism has been 
suggested following the observation that recall performance for 
semantically related items decreases less than for semantically unrelated 
items following a distractor tasks in the retention interval (Kowialiewski 
& Majerus, 2020; Neale & Tehan, 2007). This could be due to the use of a 
semantic cueing mechanism helping at retrieval, thereby counteracting 
the deleterious effect of interference. If most related items have been 
forgotten due to interference, they can still be retrieved through se
mantic cueing provided that at least one item of the list can be suc
cessfully recalled. Since unrelated items do not benefit from this 
semantic cueing mechanism, they suffer more strongly to interference. 
In the free recall literature, this mechanism is supported by the semantic 
clustering effect (Bousfield, 1953; Bousfield & Sedgewick, 1944; 
Howard & Kahana, 2002): People tend to recall semantically related 
words together, even if they have not been presented together. For 
instance, if multiple words from the “fruit” category are presented in a 
list, they will be more likely to be recalled at successive output positions, 
even if they were encoded at distant input positions. Together with the 
general beneficial effect of semantic relatedness in free recall tests, this 
has been interpreted as reflecting the existence of semantic cues helping 
the retrieval of related items. As it has been argued that free recall and 
serial recall are driven by similar mechanisms (Bhatarah et al., 2009; 
Ward et al., 2010), it is likely that such a semantic cueing mechanism 
could also contribute to the semantic relatedness effect in WM tasks. For 
instance, guitar might activate the “musical instruments” cue which can 
also be used for “piano” but not for “universe”. 

Most prior studies have investigated the semantic relatedness effect 
by comparing performance for purely semantically related lists of words 
to performance for unrelated lists. Whereas this procedure uncovered 
the semantic relatedness effect, the data cannot be used to test the three 
theoretical accounts against each other because all three accounts pre
dict better performance for semantically related than unrelated lists. To 
test these accounts, we need to manipulate conditions that are predicted 
to drive the semantic relatedness effect by one of the accounts but not 
the others. Those critical conditions are described in the following: 
According to the interactive activation account, encoding the semanti
cally related words temporally close to each other is the critical deter
minant driving the recall advantage for semantically related vs 
unrelated words. Hence, the temporal proximity of related words during 
encoding is crucial for this account. The feature overlap account pos
tulates that the semantic relatedness effect emerges from the fact that 
related words are associated to a similar context, regardless of its nature 
(e.g., temporal, positional, spatial). The contextual proximity of related 
words is therefore the critical determinant for the feature overlap ac
count. Finally, the semantic cueing mechanism predicts that semanti
cally related words must be tested close to each other. Hence, the critical 
determinant is the proximity of related words in the recall order. Thus, 
these three accounts differ with regards to (1) whether they assume that 
the semantic relatedness effect is due to processes taking place at 
encoding (i.e., interactive activation and feature overlap accounts) or 
recall (i.e., semantic cueing mechanism) and (2) whether they attribute 
a special importance to the temporal dimension (i.e., the interactive 
activation account and the cueing account) as compared to other con
texts, such as similar spatial locations (i.e., the feature overlap account). 
Here, we used these differences between the accounts to test them 
against each other. 

We independently varied the order in which related vs unrelated 
words are encoded, the order in which they are recalled, and the context 
to which they are associated (temporal vs spatial). The general pro
cedure is based on Kowialiewski et al. (2021) who presented related 
word in subgroups of words from two categories. In one condition, 
related items were presented in a grouped fashion, next to each other (e. 
g., “piano, guitar, flute, lion, leopard, puma”). In another condition, 
related items were presented in an interleaved fashion, at more distant 

2 Note that this holds only when WM performance is assessed at the item 
level, as opposed to the order level. 
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serial positions (e.g., “piano, lion, guitar, leopard, flute, puma”). The 
semantic relatedness effect was reduced to half its size in the interleaved 
compared to the grouped condition. This result shows that proximity of 
the related word is important for the relatedness benefit, but because 
encoding and recall followed the same order, this study cannot be used 
to differentiate between the three theoretical accounts. 

In the current work, we presented participants with lists of words 
from three semantic categories. In one condition, the related words were 
presented in groups (e.g., “piano, flute, leopard, tiger, arm, leg”). In 
another condition, the related words were presented following an 
interleaved pattern (e.g., “piano, leopard, arm, flute, tiger, leg”). Recall 
performance for these lists was compared to an unrelated condition (e. 
g., “rum, church, tongue, fox, wind, sister”). Experiment 1 solely aimed 
at validating the robustness of our experimental material, by replicating 
the classical semantic relatedness effect using this new procedure. In 
Experiment 2, we deconfounded the order of presentation from the 
order of recall, which allowed us to dissociate between a purely 
encoding vs recall origin of the semantic relatedness effect. This, in turn, 
enabled us to test the interactive activation and feature overlap accounts 
(which both assume encoding to be crucial for the semantic relatedness 
effect) against the semantic cueing account (which assumes retrieval to 
be crucial for the effect). Finally, in Experiment 3 we factorially varied 
the spatial and temporal contexts in which the words were encoded, 
which allowed to adjudicate between the interactive activation and 
feature overlap accounts. Note that these grouping manipulations 
somewhat differ from the standard semantic relatedness manipulation, 
in which all words of a list are semantically related, or unrelated. 
However, there is no a priori reason why the semantic-relatedness ef
fects in our paradigm should not generalize to all types of semantic 
relatedness manipulations. 

Experiment 1 

We designed a variant of the task Kowialiewski, Gorin, et al. (2021) 
used. This was done to deconfound the proximity of semantically related 
word in the encoding order, the recall order, and the context they are 
associated to. The purpose of the first experiment was to test whether we 
still find a semantic relatedness effect with this task. In particular, we 
needed to ensure that the effect is still found when the words in the 
semantically related lists have only pair-wise relations (e.g., “piano, 
flute, leopard, tiger, arm, leg”). 

Data availability 

All the materials, codes, data, and data analyses across all experi
ments have been made available on the Open Science Framework: 
https://osf.io/bqfy5/. 

Method 

Participants. Thirty-five young adults aged between 18 and 35 were 
recruited on the online platform Prolific (https://prolific.co/). Sample 
sizes for this and the subsequent experiments were first estimated based 
on previous studies investigating the impact of semantic and phono
logical similarity, leading to a base sample size of 35. In case the Bayes 
Factor (see statistical procedure) did not reach a sufficient level of evi
dence (BF > 10 for either the null or the alternative hypothesis) con
cerning the critical effects of interest, we planned to recruit thirty-five 
more participants; this turned out to be unnecessary. All participants 
were English native speakers, reported no history of neurological dis
order or learning difficulty, and gave their written informed consent 
before starting the experiment. The experiment was carried out in 
accordance with the ethical guidelines of the Faculty of Arts and Social 
Sciences at the University of Zurich. 

Material. The stimuli involved a set of 144 English nouns. There 
were four nouns from each of 36 semantic categories. The stimuli have 
been made available on OSF (https://osf.io/bqfy5/). To construct the 
related and unrelated lists, we first identified categories that were 
potentially related to each other. The semantically related lists were 
created by selecting two words from each category, then combining 
three different categories to form 6-word lists. The related lists always 
followed the following pattern: AABBCC, with each letter referring to a 
semantic category (e.g., “piano, flute, leopard, tiger, arm, leg”). The 
unrelated lists were built by combining words from six different cate
gories. Hence, the unrelated lists always followed the following pattern: 
ABCDEF (e.g., “rum, church, tongue, fox, wind, sister”). In both the 
related and unrelated condition, we avoided combining words from two 
categories that were semantically related to each other when selecting 
words from different categories. For instance, words from the “alcohol” 
category (i.e., rum – cognac – tequila – whiskey) were identified as being 
related with those from the “container” category (i.e., glass – cup – bowl 
– goblet). Each word appeared twice across the whole experiment, once 
in a related list, and once in an unrelated list. Using this procedure, it 
was possible to produce a total of 48 trials, with 24 trials in each 

Fig. 1. Illustration of the Feature Overlap Phenomenon. Note. For illustration purpose, the model is illustrated using an unrealistically small number of features. 
Overlapping features are filled in grey. 
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condition (related, unrelated). 
After creating the 48 lists, we ensured that a given word could not be 

presented more than once in each serial position (e.g., the word “green” 
twice at position 3). This was minimized by testing all possible within- 
list permutations without modifying the grouping structure of the 
related condition. The presentation order of the lists across the whole 
experiment was then randomized, with the further constraint that a 
given semantic condition (related, unrelated) could not be presented on 
more than three consecutive trials. The sequences were then exported to 
an external file in the “.JSON” format that could be read by the Java
Script programming language. This whole process repeated 60 times to 
create 60 different versions of the set of lists. Each participant was 
assigned randomly to one of these versions, by drawing a number from a 
random uniform distribution at the beginning of the experiment. 

Our lists were created using semantic categories. The rationale 
behind this idea is that members of the same category are more closely 
related in a semantic feature space than items from different categories 
because humans naturally categorize information based on their se
mantic distance. We furthermore report the semantic relatedness of our 
lists using LSA-cosine values. These values were computed for three 
different types of pairs. First, we computed LSA values for all possible 
pairwise comparisons within each list of unrelated items. Second, we 
computed the LSA values for all pairwise comparisons of unrelated items 
in the related conditions. As our related lists were made up of separate 
pairs of related items, they contained both items that were related and 
items that were unrelated to any given word on the list. Third, we 
extracted LSA values for the related pairs themselves. Independent- 
samples T-Test show that the unrelated pairs in the related and unre
lated conditions did not differ in terms of LSA values, and this absence of 
difference was supported by strong evidence (BF01 = 12.3271). The 
unrelated pairs in the unrelated condition differed from the related 
pairs, and this difference was supported by decisive evidence (BF10 =

9.861e + 4751). Finally, the unrelated pairs in the related condition 
differed from the related pairs, and this difference was supported by 
decisive evidence (BF10 = 2.591e + 4056). 

Procedure. Throughout the whole experiment, participants were 
presented with six boxes arranged in a circular fashion, as displayed in 
Fig. 2. The words of each list were visually presented at the center of 
each box in lowercase letters. The words were presented at a pace of 600 
ms/word. This presentation rate was identified as producing recall ac
curacy at a reasonable level (i.e., ~70 %), as indicated by a pilot study. 
The order in which the words appeared was always in a clockwise di
rection, as illustrated in Fig. 2, left panel. The first word appeared in the 
upper left box, followed by the second word in the upper right box, and 
so forth until all six words were presented. At retrieval, the words were 

cued following the same order as encoding by filling the corresponding 
square in grey. A prompt box appeared in the middle of the screen, 
prompting the participants to type their response, which appeared in 
that box. If participants did not know an item, they could leave the 
prompt box empty, resulting in an omission error. The retrieval phase is 
illustrated in Fig. 2, right panel. To submit a response, participants had 
to press the “Enter” key of their keyboard. This automatically led to the 
cueing of the next word. Participants performed three training trials 
before the beginning of the main experiment. The words used in the 
training trials were not used in the main experiment. Stimulus presen
tation was controlled via the JavaScript programming language, using 
the jQuery library, which allows efficient communications with HTML 
and CSS. 

The cued recall procedure we used differs from the standard imme
diate serial recall procedure commonly used in the WM literature. This 
way of measuring WM however made the next experimental manipu
lations possible (see Experiments 2 & 3) to disentangle between the 
three theoretical accounts presented in the introduction. In Experiment 
1, we first wanted to test whether the semantic relatedness effect can be 
reliably observed using this experimental procedure. 

Scoring procedure. To determine the impact of the different se
mantic conditions (related, unrelated) on WM performance, we used a 
strict serial recall criterion. By this criterion, an item was considered 
correctly recalled only if it was recalled at the correct serial position. For 
instance, given the target sequence “Item1 – Item2 – Item3 – Item4 – 
Item5 – Item6” and the recall output “Item1 – Item2 – blank – Item3 – 
blank – Item5”, only “Item1” and “Item2” would be considered as cor
rect. Additionally, we analyzed the data using an item recall criterion, in 
which an item was considered as correct, even if recalled at a wrong 
serial position. For the previous example, “Item1”, “Item2”, “Item3” and 
“Item5” would be considered as correct. Finally, we also report results 
using an order recall criterion. For this criterion, we computed the pro
portion of items recalled at their correct position out of the number of 
items recalled regardless of their position. As all scores converged to
ward the same conclusions across all experiments, we only report the 
strict serial recall analyses here for simplicity. Analyses using the item 
and order recall criteria are reported in Appendix A and Appendix B, 
respectively. We furthermore report in Appendix C the descriptive re
sults after discarding participants with recall performance (i.e., items 
recalled in their correct serial position) above 90 %. These post-hoc 
analyses were performed to confirm that our results hold when we 
excluded any participants that might have cheated (which would have 
resulted in very high recall performance). 

Statistical analysis. We conducted Bayesian analyses using the 
BayesFactor package implemented in R (Morey & Rouder, 2014). We use 

Fig. 2. Illustration of the Cued Recall 
Procedure Used in Experiment 1. Note. 
Left panel: During encoding, each word 
appeared sequentially following a 
clockwise direction. The numbers above 
each box (not displayed in the experi
ment) refer to the order of encoding. 
This illustration shows an example of a 
related condition. Right panel: At 
retrieval, the to-be-recalled words were 
cued, by filling the corresponding boxes 
in grey. Participants had to type the to- 
be-recalled word in a prompt box. The 
numbers above the boxes (not displayed 
in the experiment) refer to the order of 
retrieval.   
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the classification of strength of evidence proposed in previous studies 
(Jeffreys, 1998): a BF of 1 provides no evidence, 1 < BF < 3 provides 
anecdotal evidence, 3 < BF < 10 provides moderate evidence, 10 < BF 
< 30 provides strong evidence, 30 < BF < 100 provides very strong 
evidence and 100 < BF provides extreme/decisive evidence. We ran 
Bayesian ANOVAs for within-subjects designs (i.e., mixed-effects 
models) as developed by Rouder et al. (2012). Specifically, we per
formed Bayesian model comparisons using a top-down testing proced
ure. We first started with the most complex possible structure including 
all effects, their interactions, a random intercept, and the random slopes 
for each main effect. We then progressively reduced the model’s 
complexity by comparing the current best model to the same model 
without the specific effect of interest. We first started by testing the 
random slopes associated with each main effect, followed by the in
teractions and the main fixed effects until reaching the best possible 
model. We assessed each effect of interest by comparing the best model 
to the same model with or without the effect in question. To minimize 
error of model estimation, the number of Monte Carlo simulations 
generated was set to Niterations = 104. For some critical contrasts of in
terest, we also report the 95 % Bayesian Credible Intervals using the 
highest density intervals of the sampled posterior distribution of the 
model under investigation (Niterations = 104). We used the default Cauchy 
prior distribution with a medium scale, r =

̅̅
2

√

2 . Note that to keep our 
models and the manuscript as straightforward as possible, we didn’t 
include the serial-position effect in these analyses as we were merely 
interested in the overall semantic relatedness effect. Recall performance 
across serial positions is nonetheless reported in each graph. In addition, 
each graph reports the 95 % within-subject Confidence Intervals for each 
mean, following the recommendations made by Baguley (2012). 

Results 

Recall performance as a function of semantic condition (related, 
unrelated) was assessed using a Bayesian Repeated Measures ANOVA. 
Descriptive results are displayed in Fig. 3. Post-hoc analyses revealed 
that three participants had an average recall performance above 90 %. 
Descriptive results after discarding these participants are reported in 

Appendix C. 
The best model was the model including the main effect of condition 

and the random intercept. We found decisive evidence supporting this 
best model as compared to the model not including the main effect of 
condition (BF10 = 1.832e + 6). Specifically, there was a recall advantage 
in the related compared to the unrelated condition (d = 1.433, CI95% =

[0.894; 1.849], Mdiff = 0.12). 

Discussion 

The results of this first experiment show that the semantic related
ness effect also occurs when semantic relatedness is manipulated using 
semantic sub-groups composed of two words instead of whole lists of 
semantically related words. In the following experiments, we made use 
of this semantic relatedness manipulation to test the different theoretical 
accounts presented in the introduction. 

Experiment 2 

In Experiment 2, we tested whether the semantic relatedness effect is 
modulated by the encoding and/or retrieval order of semantically 
related words. According to the interactive activation account, for 
semantically related words to activate each other at encoding, they 
should be presented temporally close to each other. The semantic 
relatedness effect should therefore be modulated by the temporal order 
in which the related items are presented at encoding, but not the 
retrieval order. The feature overlap account also predicts a larger se
mantic relatedness effect when related words are presented closely 
together, because in that case they are associated to similar temporal 
contexts. The order in which the related items are retrieved should not 
impact the magnitude of the effect. By contrast, the semantic cueing 
account predicts a stronger semantic relatedness effect when related 
words are recalled closely together, because recalling one word makes it 
easier to recall another, semantically related word. The temporal order 
in which the related items are presented should not influence the 
magnitude of the semantic relatedness effect, because the semantic 
cueing account assigns a specific role of retrieval in driving this semantic 
effect. These predictions are summarized in Table 1. As can be seen, 
manipulating the proximity between related items at encoding vs 
retrieval allowed us to disentangle only the semantic cueing account 
from the two other accounts (i.e., interactive activation and feature 
overlap). Note that we consider only pure accounts. Hybrid accounts 
combining multiple mechanisms are also possible. They lead to the 
prediction of additive effects of some of our proximity manipulations, or 
interactions. As none of these more complex patterns was observed, we 
will not consider such hybrid accounts. 

To test the roles of encoding and of retrieval we made use of the same 
semantic sub-groups that were already used in Experiment 1 (e.g., 
“piano, flute, leopard, tiger, arm, leg”). We added an interleaved con
dition, in which the same words were presented in an interleaved 
fashion (e.g., “piano, leopard, arm, flute, tiger, leg”), so that semanti
cally related words were separated much more during encoding. These 
conditions were compared to a neutral condition in which all the words 
were unrelated (e.g., “rum, church, tongue, fox, wind, sister”). Previous 

Fig. 3. Recall Performance as a Function of Serial Positions and Semantic 
Condition – Experiment 1. Note. Error bars represent 95% within-subject con
fidence intervals. 

Table 1 
Summary of the Predictions Derived from Each Account – Experiment 2.   

Proximity manipulation 

Accounts Encoding Recall 

Interactive activation Yes No 
Feature overlap Yes No 
Semantic cueing No Yes 

Note. The values (Yes or No) in each cells indicate whenever the magnitude of 
the relatedness effect should be modulated as a function of the manipulated 
proximity (encoding, recall). 
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research has reported a reduced relatedness effect when increasing the 
positional distance between related words at encoding (Kowialiewski, 
Gorin, et al., 2021; Saint-Aubin et al., 2014). Based on these prior re
sults, we expected the semantic relatedness effect to be substantially 
reduced in the interleaved vs grouped encoding condition. 

The novel aspect of this experiment lies in the de-confounding of 
presentation order and recall order. The cued recall procedure we 
implemented (see for instance Fig. 2) allowed us to control the order in 
which participants recalled the words independently of the order in 
which they encoded them. On half of the trials, participants were asked 
to recall the words following a grouped pattern in which semantically 
related words were recalled in immediate succession (e.g., “piano, flute, 
leopard, tiger, arm, leg” OR “leopard, tiger, arm, leg, piano, flute”). On 
the other half of the trials, participants recalled the words following an 
interleaved pattern (e.g., “piano, leopard, arm, flute, tiger, leg” OR 
“arm, leopard, piano, leg, tiger, flute”), so that semantically related 
items were recalled far apart. The manipulation of presentation order 
(grouped vs interleaved) was orthogonal to the manipulation of recall 
order (grouped vs interleaved), creating four combinations of order for 
the semantically related lists. 

The semantic cueing account predicts a stronger semantic related
ness effect in the grouped vs interleaved recall condition. In statistical 
terms, this should be reflected in an interaction between semantic 
relatedness and recall condition. If the semantic relatedness occurs 
exclusively at encoding, as predicted by the interactive activation and 
feature overlap accounts, this effect should only be modulated as a 
function of the encoding condition. In this case, we expect stronger se
mantic relatedness effects in the grouped vs interleaved encoding con
dition, resulting in an interaction between semantic relatedness and 
encoding condition. 

Method 

Participants. Thirty-five young adults aged between 18 and 35 were 
recruited on the online platform Prolific. All participants were English 
native speakers, reported no history of neurological disorder or learning 
difficulty, and gave their written informed consent before starting the 
experiment. The experiment was carried out in accordance with the 
ethical guidelines of the Faculty of Arts and Social Sciences at the Uni
versity of Zurich. 

Material. We used the same set of stimuli as in Experiment 1. The 
procedure used to create the grouped and unrelated sequences was 
identical to Experiment 1, with the exception that both conditions were 
now generated twice, resulting in a total of 96 to-be-remembered lists. 
There were therefore 48 grouped and 48 unrelated lists. Half of the 
grouped lists were used to create the interleaved condition. To do this, 
we changed the within-list order of the words so that the related words 
were now presented in an interleaved fashion (i.e., AABBCC → 
ABCABC). The unrelated lists were generated twice so that each related 
condition (grouped, interleaved) had an unrelated condition to which 
the recall order was matched (see procedure below). Hence, each word 
was presented four times across the whole experiment: once in a 
grouped condition, once in an interleaved condition, and twice in an 
unrelated condition. In each condition, half of the lists had to be recalled 
by the participants following a grouped structure, and half of the lists 
had to be recalled in an interleaved structure (see details in the pro
cedure below). 

Procedure. The procedure used in Experiment 2 is illustrated in 
Fig. 4. The encoding procedure was identical to the one used in Exper
iment 1. The recall procedure involved participants recalling the words 
in a specific order, depending on the different recall conditions. In the 
grouped encoding condition, on half the trials participants had to recall 
the related words following a grouped pattern (i.e., grouped recall 
condition). On the other half of the trials of the grouped encoding 
condition, they had to recall the items following an interleaved pattern 
(i.e., interleaved recall condition). A similar procedure was applied to 
the interleaved encoding condition, in which participants had to recall 
the words following either a grouped or an interleaved pattern. Note 
that participants were not informed beforehand of the direction of 
recall, and all conditions were presented in random order. This ensured 
that any potential expectation effects regarding the way items were 
recalled would be neutralized and would therefore not influence the way 
participants encoded the items. This is important, because previous 
experiments have shown that foreknowledge of recall condition influ
ence recall performance (Guitard & Saint-Aubin, 2021). 

To clarify, suppose participants had to recall words 1 through 6 and 
these words are related, following a semantically grouped structure such 
as “AABBCC”. In cases where participants had to recall the words in a 
grouped pattern, recall order could be “341256”, where the digits refer 
to the ordinal position of the items in the input sequence (i.e., 

Fig. 4. Illustration of the Cued Recall Procedure Used in Experiment 2. Note. Left panel: During encoding, each word appeared sequentially in each box following a 
clockwise direction. The numbers above each box refer to the order of encoding. This illustration shows an example of a related – interleaved condition. Right panel: 
At retrieval, the to-be-recalled words were cued by filling the corresponding boxes in grey. Participants had to type the to-be-recalled word in a prompt box. The 
numbers above the boxes refer to the order of retrieval. In this example, the items had to be retrieved following a grouped pattern (starting to recall “zen” in input 
position 2 followed by “peace” in input position 5, and so on). 
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participants first had to recall the third-presented item, B, followed by 
the fourth-presented item, the other B, and so on). Another grouped 
recall order could be “561234”. If they had to recall the words in an 
interleaved pattern, recall order could be “135246” or “531642”. Next, 
suppose participants encoded a semantically interleaved sequence such 
as “ABCABC”. In cases where they had to recall the words in a grouped 
pattern, recall order could be “142536” or “361425”. If they had to 
recall the words following an interleaved pattern, a possible recall order 
is “312645”. Another possible recall order might be “231564”. The full 
list of recall pattern is reported in Table 2. 

Whereas for the grouped and interleaved encoding conditions the 
recall order depends on the semantic structure, the unrelated lists, by 
definition, do not have such a semantic structure. A grouped or inter
leaved recall pattern can therefore not be directly applied to these lists. 
Instead, recall order in the unrelated lists was yoked to that of corre
sponding related lists. For instance, if participants encoded one sequence 
in the order “AABBCC” and had to recall it in the order “135246”, one 
corresponding unrelated list had to be recalled in the identical order. 
This way of recalling the unrelated lists ensured that any difference 
between any two semantic conditions (related or unrelated) could not be 
attributed to the recall order imposed. In other words, each related 
condition (grouped, interleaved) had a corresponding unrelated condi
tion to which the recall order was matched. Hence, there were eight 
experimental conditions throughout the experiment: two relatedness 
conditions (related vs unrelated), two encoding conditions (grouped vs 
interleaved), and two recall conditions (grouped vs interleaved). 

Results 

Recall performance as a function of semantic relatedness (related, 
unrelated), encoding condition (grouped, interleaved) and recall con
dition (grouped vs interleaved) was assessed using a Bayesian Repeated 
Measures ANOVA. Results are displayed in Fig. 5. Post-hoc analyses 
revealed that one participant had an average recall performance above 
90 %. Descriptive results after discarding this participant are reported in 
Appendix C. 

Strict recall criterion. The best model was the model including all main 
effects, the interaction between encoding order and relatedness, and the 
random intercept. Model comparison with this best model provided 
decisive evidence supporting the main effect of encoding order (BF10 =

2.166e + 9), the main effect of relatedness (BF10 = 1.108e + 17) as well 
as the interaction between relatedness and encoding (BF10 = 6e + 6). 
The main effect of recall order was supported by moderate evidence 
(BF10 = 4). Critically, we found strong evidence against the interaction 
between relatedness and recall order (BF01 = 14). Moderate evidence 
was found against the triple interaction (BF01 = 7.333). 

Specific Bayesian paired samples T-Tests indicated that the related
ness effect was robustly observed when items were semantically 
grouped during encoding. This occurred both when the recall pattern 

was grouped (BF10 = 2.613e + 4, d = 1.031, CI95% = [0.559; 1.388], 
Mdiff = 0.139) and when recall was interleaved (BF10 = 4.817e + 8, d =
1.657, CI95% = [1.081; 2.121], Mdiff = 0.146). In contrast, when items 
were presented in an interleaved fashion during encoding, the related
ness effect barely emerged. This was observed regardless of whether the 
items were recalled in a grouped (BF10 = 2.762, d = 0.425, CI95% =

[0.053; 0.726], Mdiff = 0.038) or interleaved (BF10 = 0.411, d = 0.226, 
CI95% = [-0.105; 0.536], Mdiff = 0.021) fashion. 

Discussion 

The semantic relatedness effect was strongly observed when words 
were encoded following a grouped structure. When the words were 
encoded following an interleaved structure, the relatedness effect almost 
disappeared. Critically, the order in which participants recalled the 
items did not credibly influence the magnitude of the relatedness effect. 

These results have two major implications. First, they suggest that 
the influence of semantic relatedness occurs at the encoding stage of 
WM. Second, they fail to support the existence of a semantic cueing 
mechanism acting at retrieval. If recalling the word “piano” provided 
additional cues to retrieve the word “guitar”, we would expect stronger 
semantic relatedness when participants recalled the related words close 
to each other than when they recalled these items in an interleaved 
fashion. 

For simplicity, we considered a pure cueing account assuming that 
semantic relatedness affects WM performance only at retrieval. We did 
not envision an account in which people already detect semantic re
lationships at encoding and make use of those relationships at retrieval. 
This hybrid account, even if more plausible, would have predicted a 
larger semantic relatedness when participants recalled the items in a 
grouped vs interleaved fashion, and this specifically when the items 
were semantically grouped at encoding. This was not observed. Hence, 
regardless of the cueing account we considered, we failed to provide 
evidence for a hybrid account. 

The present results are equally well predicted by the interactive 
activation and feature overlap accounts of semantic relatedness. For the 
interactive activation account, it does not matter how items are recalled. 
For a relatedness effect to emerge, the temporal order in which the 
related items are presented is critical to lead to their co-activation. For 
the feature overlap account, when semantically related words are pre
sented in a grouped fashion, they are bound to similar contexts, which is 
a necessary condition to observe a beneficial effect at the item level. In 
the present experiment, the relevant context that people use as retrieval 
cues for the items is likely to be a mixture of temporal contexts (i.e., the 
temporal position of an item in the presented list) and spatial contexts (i. 
e., the location of the item’s frame), as temporal and spatial contexts 
were perfectly correlated. For semantically related lists presented in a 
grouped fashion, related words were presented both temporally and 
spatially close together, so for the feature overlap account it does not 

Table 2 
Encoding and recall patterns used in Experiment 2.  

Encoding pattern 

Grouped Interleaved 

A1 A2 B1 B2 C1 C2 A1 B1 C1 A2 B2 C2 

Recall pattern            
Grouped      Interleaved      
A1 A2 B1 B2 C1 C2 A1 B1 C1 A2 B2 C2 
A1 A2 C1 C2 B1 B2 A1 C1 B1 A2 C2 B2 
B1 B2 A1 A2 C1 C2 B1 A1 C1 B2 A2 C2 
B1 B2 C1 C2 A1 A2 B1 C1 A1 B2 C2 A2 
C1 C2 A1 A2 B1 B2 C1 A1 B1 C2 A2 B2 
C1 C2 B1 B2 A1 A2 C1 B1 A1 C2 B2 A2 

Note. Each letter refers to a semantic category. The numbers “1′′ and “2” refers to the first and second item within a given semantic category. Recall order in the 
unrelated lists (not reported here) was modelled based on the recall pattern reported in this table. 
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matter whether people predominantly relied on a temporal or a spatial 
context as retrieval cue – for both contexts, the grouped encoding con
dition leads to stronger mutual strengthening of semantically related 
items. 

All in all, the present results are consistent with both the interactive 
activation and feature overlap accounts and challenge the semantic 
cueing account. In the next experiment, we test the interactive activa
tion vs feature overlap accounts of semantic relatedness. 

Experiment 3 

In this experiment, our goal was to disentangle the interactive acti
vation account from the feature overlap account. We systematically 
varied the dimension – temporal or spatial – along which the items were 
semantically grouped or semantically interleaved at encoding. Partici
pants were presented with lists of pair-wise related vs unrelated words. 
As in Experiment 2, the related words were either presented in a grouped 
or in an interleaved fashion. The novel aspect of this experiment lies in 
the dimensions along which the grouped vs interleaved manipulation 

was performed. We took advantage of the fact that the words were 
presented in a spatial configuration, so that we could de-correlate their 
temporal from their spatial proximity at encoding by presenting the 
words in a random order across the boxes, rather than in a clockwise 
order. This enabled us to factorially vary the way the words were pre
sented along the temporal vs spatial dimensions. One manipulation 
involved presenting the words in a grouped vs interleaved fashion along 
the temporal dimension, by presenting the related words temporally 
close or distant to each other. In another independent manipulation, the 
words were presented in a grouped vs interleaved fashion along the 
spatial dimension, by presenting the related words at adjacent vs distant 
spatial locations. The retrieval phase involved cueing each position in 
random order by their spatial location. 

Straightforward predictions can be derived following this manipu
lation. These predictions are summarized in Table 3. According to the 
interactive activation account, the spatially grouped vs interleaved 
manipulation shouldn’t affect the magnitude of the semantic relatedness 
effect. Instead, this account predicts that the relatedness effect should be 
maximally observed in the temporally grouped condition. Studies on 

Fig. 5. Recall Performance as a Function of Input Position, Encoding Condition, Relatedness Condition and Recall Condition – Experiment 2. Note. Left panels: Recall 
following a grouped pattern. Right panels: Recall following an interleaved pattern. Upper panels: Encoding following a grouped pattern. Lower panels: Encoding 
following an interleaved pattern. Error bars represent 95% within-subject confidence intervals. 
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semantic priming have shown that priming between two related words is 
disrupted by an intervening unrelated word (Brunel & Lavigne, 2009; 
Lavigne et al., 2011, 2012). This suggests that the mutual activation of 
semantically related words in long-term memory is disrupted by inter
vening unrelated words. In statistical terms, this prediction translates 
into an interaction between semantic relatedness and the temporally 
grouped vs interleaved conditions, and an absence of interaction be
tween semantic relatedness and the spatially grouped vs interleaved 
conditions. 

According to the feature overlap account, the relatedness effect 
should be stronger in the spatially grouped vs interleaved conditions. 
This is because the spatial dimension is now a relevant context which the 
to-be-remembered items are associated to, as the words are cued for 
retrieval by their spatial location. This should lead to stronger encoding 
into WM when items share common semantic and contextual (i.e., 
spatial) features (Oberauer et al., 2016). In statistical terms, we should 
therefore observe an interaction between semantic relatedness and the 
spatially grouped vs interleaved conditions. The feature overlap account 
could also predict an interaction between semantic relatedness and the 
temporal dimension. Even though our procedure made the temporal 
dimension less relevant, previous studies have nonetheless shown that 
the retrieval of positional information in WM is strongly anchored to the 
temporal dimension (Gilbert et al., 2017; Hartley et al., 2016). It is 
hence likely that participants will also use the temporal dimension as a 
relevant context. Critically, however, they could not rely exclusively on 
temporal context as retrieval cue because the spatial location is the only 
cue given to them at test. Therefore, the feature overlap account does not 
rule out an interaction between temporal proximity and semantic 
relatedness, but it must predict a (perhaps additional) interaction be
tween spatial proximity and semantic relatedness. Although we already 
ruled out the semantic cueing account in the previous experiment, 
Experiment 3 gives the further opportunity to test this account. As the 
order in which the related items are recalled is completely random in 
Experiment 3, we expect that both the temporal and spatial manipula
tions should have no effect on the size of the relatedness effects, that is, 
an absence of interactions between any proximity manipulations and 
semantic relatedness. 

Method 

Participants. Thirty-five young adults aged between 18 and 35 were 
recruited on the online platform Prolific. All participants were English 
native speakers, reported no history of neurological disorder or learning 
difficulty, and gave their written informed consent before starting the 
experiment. The experiment was carried out in accordance with the 
ethical guidelines of the Faculty of Arts and Social Sciences at the Uni
versity of Zurich. 

Material. The list of stimuli was identical to Experiment 2. 
Procedure. Related and unrelated word lists were presented. In the 

related lists we manipulated the temporal and spatial proximity of the 
related words. To manipulate the temporal proximity, the semantically 
related words were presented either temporally grouped or interleaved. 
To manipulate the spatial proximity, the semantically related items were 
presented spatially grouped or interleaved. These two dimensions 

(temporal and spatial proximity) were factorially manipulated. To make 
this more concrete, examples illustrating all four possible conditions are 
reported in Fig. 6. The presentation pattern followed the same con
straints as in Experiment 2 (see Table 4). As in Experiment 2, the un
related lists cannot be labelled as being “grouped” or “interleaved”, as 
no related words were presented in these lists. We applied a similar 
constraint as in Experiment 2, by modelling the presentation schedules 
of the unrelated lists on those from the grouped and interleaved 
conditions. 

As Experiment 2 failed to find any influence of recall order on the 
magnitude of the relatedness effect, we decided to set recall order as 
random. This procedure was intended to discourage participants from 
relying exclusively on the temporal dimension to perform the task, as the 
orders of encoding and recall were orthogonal to each other. To create 
the recall order for each trial, we first generated all possible permuta
tions (without replacement) of the sequence [1,2,3,4,5,6]. We then 
randomly selected a subset of those permutations – one for each trial – 
which served to define the recall order. The first permutation was 
excluded, as it merely corresponds to the original presentation order. As 
in Experiment 2, participants were not informed beforehand of the di
rection of recall, and all conditions were presented in random order. 

There were eight experimental conditions throughout the experi
ment, formed by crossing three variables: relatedness (related vs unre
lated), temporal proximity (grouped vs interleaved), and spatial 
proximity (grouped vs interleaved). 

Results 

We assessed recall performance as a function of semantic relatedness 
(related, unrelated), temporal proximity (grouped, interleaved) and 
spatial proximity (grouped vs interleaved) using a Bayesian Repeated 
Measures ANOVA. Results from this analysis are displayed in Fig. 7. 
Post-hoc analyses revealed that no participant had an average recall 
performance above 90 %. 

The best model was the model including all main effects, the inter
action between relatedness and temporal proximity, the interaction 
between spatial proximity and temporal proximity, the random inter
cept, the random effect of temporal proximity, and the random effect of 
relatedness. When tested against this best model, we found decisive 
evidence supporting the main effect of temporal proximity (BF10 =

3.446e + 6), the main effect of spatial proximity (BF10 = 1,514) and the 
main effect of relatedness (BF10 = 5,192). We found decisive evidence 
supporting the interaction between temporal proximity and spatial 
proximity (BF10 = 1.891e + 10). There was decisive evidence supporting 
the interaction between temporal proximity and relatedness (BF10 =

2.394e + 7). We found strong evidence against the interaction between 
relatedness and spatial proximity (BF01 = 14.593). Finally, we found 
moderate evidence against the triple interaction (BF01 = 8.966). 

Specific effects were explored using Bayesian paired-samples t-tests. 
When the related items were temporally grouped, there was a robust 
recall advantage for related vs unrelated lists, and this was observed to a 
similar extent regardless of whether the items were spatially grouped 
(BF10 = 5.078e + 5, d = 1.186, CI95% = [0.715; 1.577], Mdiff = 0.136) or 
spatially interleaved (BF10 = 3.571e + 4, d = 1.029, CI95% = [0.58; 
1.39], Mdiff = 0.129). When items were temporally interleaved, the 
impact of semantic relatedness was much reduced, and evidence about 
its existence ambiguous, regardless of whether the items were spatially 
grouped (BF10 = 0.462, d = 0.24, CI95% = [-0.1; 0.538], Mdiff = 0.03) or 
spatially interleaved (BF10 = 1.041, d = 0.332, CI95% = [-0.017; 0.629], 
Mdiff = 0.039). 

We found robust evidence supporting an interaction between spatial 
proximity and temporal proximity. Although this was not part of our 
main hypotheses, this interaction was also explored. Recall performance 
was higher when the sequences were overall encoded in a temporally 
grouped vs interleaved fashion, and this was observed both when the 
sequences were spatially grouped (BF10 = 1.894e + 7, d = 1.407, CI95% 

Table 3 
Summary of the Predictions Derived from Each Account – Experiment 3.   

Proximity manipulation 

Accounts Temporal Spatial 

Interactive activation Yes No 
Feature overlap Yes Yes 
Semantic cueing No No 

Note. The values (Yes or No) in each cells indicate whenever the magnitude of 
the relatedness effect should be modulated as a function of the manipulated 
proximity (temporal, spatial). 
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Fig. 6. Illustration of the Encoding Procedure Used in Experiment 3. Note. The numbers above each box correspond to the temporal order in which the items were 
presented. Left panels: Related items are spatially grouped. Right panels: Related items are spatially interleaved. Upper panels: Related items are temporally grouped. 
Lower panels: Related items are temporally interleaved. 

Table 4 
Encoding patterns used in Experiment 3.  

Spatial dimension 

Grouped Interleaved 

A1 A2 B1 B2 C1 C2 A1 B1 C1 A2 B2 C2 

Temporal dimension            
Grouped      Interleaved      
A1 A2 B1 B2 C1 C2 A1 B1 C1 A2 B2 C2 
A1 A2 C1 C2 B1 B2 A1 C1 B1 A2 C2 B2 
B1 B2 A1 A2 C1 C2 B1 A1 C1 B2 A2 C2 
B1 B2 C1 C2 A1 A2 B1 C1 A1 B2 C2 A2 
C1 C2 A1 A2 B1 B2 C1 A1 B1 C2 A2 B2 
C1 C2 B1 B2 A1 A2 C1 B1 A1 C2 B2 A2 

Note. Each letter refers to a semantic category. The numbers “1′′ and “2” refers to the first and second item within a given semantic category. Recall order in the 
unrelated lists (not reported here) was modelled based on the recall pattern reported in this table. 
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= [0.886; 1.82]) and spatially interleaved (BF10 = 495, d = 0.774, CI95% 
= [0.355; 1.097]). We also found better recall performance when the 
sequences were spatially grouped vs interleaved. While this effect was 
credibly observed when the sequences were temporally grouped (BF10 
= 5,217, d = 0.915, CI95% = [0.482; 1.261]), no such credible evidence 
was found when the sequences were temporally interleaved (BF10 =

0.788, d = 0.303, CI95% = [-0.604; 0.043]). Hence, the condition in 
which the sequences were grouped both along the temporal and spatial 
dimensions led to highest recall performance. 

Discussion 

The results of Experiment 3 showed that the magnitude of the se
mantic relatedness effect was modulated as a function of the temporal, 
but not spatial, dimension. Whereas the relatedness effect was credibly 
observed when the items were temporally grouped, it was not observed 
anymore when related words were temporally interleaved. The grouped 
vs interleaved presentation of the items along the spatial dimension did 
not modulate the magnitude of the semantic relatedness effect. 

These results support the interactive activation account for the se
mantic relatedness effect: The effect is assumed to emerge through 
interactive activation of items within the linguistic system during 
encoding (Dell et al., 1997; Hofmann & Jacobs, 2014; Kowialiewski & 
Majerus, 2020). According to this account, temporal proximity of 
related words is the critical determinant leading to facilitative effects of 
semantic relatedness. The importance of temporal proximity for inter
active activation in the semantic network was shown in previous studies 
reporting reduced semantic priming effects when a prime and its related 
target were interleaved by an unrelated distractor (Brunel & Lavigne, 
2009; Lavigne et al., 2011, 2012). 

Our results speak against the feature overlap account. The key result 
for this conclusion is the absence of interaction between semantic 
relatedness and spatial proximity. If semantic relatedness emerged from 
the superposition of semantic features, the overlapping contextual fea
tures provided by the spatial dimension should have resulted in stronger 
encoding into WM when the related words were spatially grouped 
(Oberauer et al., 2016; Oberauer & Lin, 2017). This was not observed. It 
could be argued that in our experiment, participants did not use the 

Fig. 7. Recall Performance as a Function of Input Position, Relatedness Condition, Timing Dimension and Spatial Dimension – Experiment 3. Note. Left panels: 
Spatial dimension following a grouped pattern. Right panels: Spatial dimension following an interleaved pattern. Upper panels: Timing dimension following a 
grouped pattern. Lower panels: Timing dimension following an interleaved pattern. Error bars represent 95% within-subject confidence intervals. 
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spatial dimension to perform the task and hence that semantic features 
were exclusively encoded along the temporal dimension. The fact that 
we observed a robust overall recall advantage in the spatially grouped vs 
interleaved encoding condition counters that claim, because it shows 
that participants did use the spatial context as retrieval cue. In the next 
section, we discuss the theoretical implications of these results. 

The results of Experiment 3 further argue against the semantic 
cueing mechanism. In this experiment, encoding and recall were fully 
orthogonal to each other. Therefore, we should have observed a 
consistent relatedness effect, regardless of the way participants encoded 
the items. The fact that the semantic relatedness effect specifically 
interacted with the time of encoding further rejects an exclusive 
retrieval origin of the semantic relatedness effect. 

General discussion 

We tested three mechanistic explanations for the semantic related
ness effect in WM: the interactive activation account, the feature overlap 
account, and the semantic cueing account. To this end, we compared 
lists with pairs of semantically related words to lists of unrelated words 
and found (a) we replicate the relatedness benefit, (b) the relatedness 
benefit depends on presenting the related words in temporal proximity. 
It does not depend on recalling the words in temporal proximity, and not 
on the words being associated to spatially close contexts. Taken 
together, these results support the assumption that related words acti
vate each other at encoding through spreading activation in a semantic 
network. They rule out the hypothesis that semantically related words 
act as retrieval cues for each other during test, and they also rule out an 
explanation of the semantic relatedness benefit through mutual 
strengthening of similar contents associated to similar contexts. 

Semantic relatedness benefits WM through activated long-term memory 

Our results suggest that the semantic relatedness emerges from a 
reactivation process occurring exclusively at encoding, in which related 
items reactivate each other in a semantic network, or via their shared 
semantic features (Dell et al., 1997; Hofmann & Jacobs, 2014), as 
assumed by the interactive activation account. During encoding of 
words in WM, the semantic network (i.e., semantic long-term memory) 
gets activated and semantically related words benefit from the reac
tivation of the same network as compared to unrelated items. This idea is 
generally congruent with models assuming that long-term memory 
supports the short-term retention of information (Cowan, 1999; Maje
rus, 2019; Nee & Jonides, 2013; Oberauer, 2002, 2009). According to 
these models, when an item is presented, this item becomes activated in 
the long-term memory system. Items that benefit from a stronger long- 
term memory activation will be easier to access at the retrieval stage 
of WM due to their higher availability. The plausibility of such a 
mechanism has already been shown through computational modeling 
(Haarmann & Usher, 2001; Kowialiewski, Lemaire, et al., 2021; 
Kowialiewski & Majerus, 2020). The novelty of the present study was to 
provide evidence supporting this mechanism by showing that the se
mantic relatedness effect depends on the temporal proximity in which 
related items are encoded and does not occur at retrieval. 

Previously, it was shown that semantically related items are subject 
to less forgetting than unrelated items in WM tasks involving secondary- 
task processing during the retention interval (Kowialiewski & Majerus, 
2020; Neale & Tehan, 2007). This finding has been explained through a 
semantic cueing mechanism, according to which the retrieval of an item 
could provide cues to recall the other semantically related items of the 
list. However, our results do not support the semantic cueing mecha
nism. An alternative explanation for the reduced interference effects for 
semantically related items could be the following: Semantically related 
items strengthen each other through activated semantic long-term 
memory. If the content of WM is strongly degraded by interference, 
recall can still be performed by retrieving the items from long-term 

memory, which is known to be relatively insensitive to interfering 
tasks (Glanzer & Cunitz, 1966). Hence, related items could be more 
resistant to interference due to their greater availability in long-term 
memory as compared to unrelated items. 

Why does temporal proximity matter? 

Similar to semantic priming studies, we showed that the semantic 
relatedness benefit depends on temporal proximity during encoding. 
When related items were not presented as temporal neighbors, we did 
not observe the semantic relatedness benefit. To explain why, studies 
from multiple priming experiments in the psycholinguistic domains can 
be informative. In these multiple priming experiments, a target (e.g., 
“tiger”) is preceded by two primes, both of which can be related (“lion, 
puma”), unrelated (“tree, computer”), or only one item being related 
(“cheetah, shelve” or “taxi, panther”). These studies have shown sub
stantially reduced priming effects when a related prime and its target are 
interleaved with an unrelated item (see Lavigne et al., 2013 for a re
view). In contrast, when the prime is temporally close to its neighbor, 
priming effects are maximally observed. These patterns of results were 
successfully modeled by Brunel and Lavigne (2009) using a cortical 
network model. They have shown that the reduced priming effect in an 
interleaved condition can occur if inhibition processes (implemented 
through global inhibition in their model) between semantically unre
lated words are assumed. Basically, when presenting the word “lion”, 
the word “tiger” will be pre-activated. If an unrelated word such as 
“computer” is interleaved between “lion” and “tiger”, this unrelated 
word exerts an inhibitory effect, thereby reducing potential priming 
effects afforded through spreading activation. A similar mechanism 
could explain the temporal proximity effect of semantic relatedness in 
the context of WM tasks: Having unrelated items interleaved in between 
the related items might exert some inhibitory processes, thereby 
reducing the related items’ activation level, or might reduce the prob
ability to detect the presence of semantic relationships between items. If 
this explanation is correct, the critical variable would not be temporal 
proximity, but the number of intervening events. 

Semantic cueing mechanism: Serial recall vs Free recall 

The lack of evidence for the semantic cueing mechanism contrasts 
with what has been observed in the long-term memory domain with free 
recall tasks. Free recall over the long-term appears to be strongly con
strained by between-item semantic relatedness. This has been shown 
through the semantic clustering effect (Bousfield, 1953; Bousfield & 
Sedgewick, 1944; Howard & Kahana, 2002), the effect that related items 
tend to be recalled at successive output positions. These results have led 
to the development of long-term memory models in which semantic cues 
are encoded and help retrieving other items sharing the same semantic 
cues (Polyn et al., 2009). The reason why we do not see a similar pattern 
might be due to the differences between serial recall and free recall, and 
specifically the way items need to be retrieved. In free recall tasks, se
mantic cues can be used to recover list items, and the order in which 
these items are recovered does not matter. However, in serial recall, 
using an item’s meaning as a cue to other list items is risky because it 
potentially messes up the order; this is especially the case when the 
items’ order is arbitrary, as in most serial recall tasks. Therefore, par
ticipants probably choose not to rely on semantic cueing in tasks that 
demand memory for order. Relying on context cues to maintain items’ 
positions is a much safer strategy, which is assumed by most models of 
serial recall (Burgess & Hitch, 1999; Henson, 1998; Lewandowsky & 
Farrell, 2008; Oberauer, Lewandowsky, et al., 2012; Oberauer & Lew
andowsky, 2011). In contrast, in free recall it doesn’t matter in which 
order the items are recalled. Using items’ meaning to cue the next to-be- 
remembered word is therefore an efficient strategy. 
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Feature overlap: The special case of semantic similarity 

Our study challenges the feature overlap account as an explanation 
for the semantic relatedness effect. In connectionist models of serial 
recall assuming encoding into WM as occurring between sets of 
distributed representations, similarity benefits item memory via mutual 
strengthening of similar contents associated to similar contexts. If the 
similar items are encoded at distant contexts, the beneficial effect of 
similarity should be strongly reduced. The fact that the semantic relat
edness effect was not more strongly observed when items were spatially 
grouped in Experiment 3, despite participants using the spatial dimen
sion to perform the task, does not support feature overlap as a plausible 
explanation. 

However, our study does not rule out feature overlap as a general 
WM mechanism to explain similarity effects. Feature overlap provides a 
powerful and comprehensive explanation of manipulations of similarity 
along other dimensions than the semantic one. Feature overlap predicts 
two effects of between-item similarity: Similar items, when bound to 
overlapping contexts, support each other, thereby improving item 
memory. At the same time, similar items are more likely to be confused 
with each other, thereby reducing order memory (Oberauer, Lew
andowsky, et al., 2012). Studies in the visual (Guitard & Cowan, 2020; 
Jalbert et al., 2008; Logie et al., 2016; Saito et al., 2008), phonological 
(Fallon et al., 2005; Gupta et al., 2005; Lian et al., 2004; Neale & Tehan, 
2007; Nimmo & Roodenrys, 2004), and auditory (Visscher et al., 2007; 
Williamson et al., 2010) domains observed that between-item similarity, 
while enhancing the ability to recall item information, also increases the 
prevalence of order errors, in line with the predictions of the feature 
overlap account. What our results show is that the core principles of 
feature overlap do not apply to semantic similarity, and therefore do not 
explain the influence of semantic relatedness. 

This conclusion is reaffirmed by another observation: Semantic 
similarity does not affect order memory. In connectionist models of se
rial recall, encoding similar items results in increased order errors due to 
a problem of discriminability between WM traces, a phenomenon called 
interference by confusion (Oberauer et al., 2016). Hence, according to 
the feature overlap account, similarity between list items always comes 
with a cost for serial order memory. This effect is regularly observed for 
between-item similarity on other dimensions. By contrast, semantic 
similarity does not increase serial order errors in a reliable manner 
(Baddeley, 1966; Neale & Tehan, 2007; Saint-Aubin & Poirier, 1999; Tse 
et al., 2011), confirming that the principles of the feature overlap ac
count do not apply to semantic similarity. 

One possible way to explain why semantic similarity a special case is 
that meaning is encoded through the activation of lexical and semantic 

representations in long-term memory, and WM does not encode mean
ing. Specifically, representations of meaning are not bound to the con
texts – for instance, temporal position or spatial position – through 
which information in WM is accessed. If we make this simplifying 
assumption, then it logically follows that increasing items’ semantic 
relatedness should not decrease their discriminability in WM tasks. This 
idea fits well with the explanation that semantic similarity exclusively 
impacts WM through higher availability in long-term memory. Such an 
account predicts that semantic similarity should specifically impact item 
memory, by making related items more available. In contrast, this 
higher activation does not lead to impaired order memory, as it is sup
posed to remain outside of the core WM representation. 

Conclusion 

In summary, semantic relatedness benefit in WM emerged when 
related words were in temporal proximity during encoding. Neither the 
spatial proximity nor recall proximity modulated the magnitude of the 
semantic relatedness benefit. These results can be explained by an 
interactive activation account that suggests semantically related words 
boost each other’s activation during encoding. 
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Appendix A 

Results using the item recall criterion across all experiments. 
Experiment 1. 
The best model was the model including the main effect of condition and the random intercept. Decisive evidence supported this best model over 

the model not including the main effect of condition (BF10 = 5.03e + 5). Items in the grouped condition were better recalled compared to the items in 
the unrelated condition (CI95% = [1.16; 2.226], d = 1.756). 

Experiment 2. 
The best model was the model including the main effects of relatedness and encoding, the interaction between relatedness and encoding and the 

random intercept. Model comparison with this best model provided decisive evidence supporting the effect of encoding order (BF10 = 1.698e + 6), 
relatedness (BF10 = 9.328e + 16), and the interaction between relatedness and encoding (BF10 = 7.06e + 5). Importantly, we found moderate evi
dence against the interaction between relatedness and recall (BF01 = 9.736). 

Experiment 3. 
The best model was the model including the main effects of relatedness and temporal proximity, the interaction between semantic relatedness and 

temporal proximity, and the random intercept. When compared to this best model, we found decisive evidence supporting the effect of relatedness 
(BF10 = 3.265e + 24) and decisive evidence supporting the effect of temporal proximity (BF10 = 6.244e + 6). Moderate evidence was found against the 
effect of spatial proximity (BF01 = 6.582). We found strong evidence against the interaction between relatedness and spatial proximity. There was 
strong evidence supporting an interaction between relatedness and temporal proximity (BF10 = 26.978). The interaction between temporal and spatial 
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proximity was ambiguous (BF10 = 1.136). Finally, there was moderate evidence against the triple interaction (BF01 = 8.568). 
Appendix B 

Results using the order recall criterion across all experiments. 
Experiment 1. 
The best model was the full model. Strong evidence supported this best model over the model not including the main effect of condition (BF10 =

10.73). Items in the grouped condition were better recalled compared to the items in the unrelated condition (CI95% = [0.175; 0.878], d = 0.568). 
Experiment 2. 
The best model was the model including the main effects of relatedness and encoding, the interaction between relatedness and encoding, the 

random intercept and the random slope of encoding. Model comparison with this best model provided moderate evidence supporting the effect of 
encoding order (BF10 = 3.018), and decisive evidence supporting the relatedness effect (BF10 = 844.537). The interaction between relatedness and 
encoding was ambiguous (BF10 = 1.425). We found strong evidence against the interaction between relatedness and recall (BF01 = 12.999). 

Experiment 3. 
The best model was the model including all main effects, the interaction between semantic relatedness and temporal proximity, the interaction 

between temporal proximity and spatial proximity, the random intercept and the random slope of semantic relatedness. When compared to this best 
model, we found decisive evidence supporting the effect of relatedness (BF10 = 336.27), decisive evidence supporting the effect of temporal proximity 
(BF10 = 7.156e + 25) and strong evidence supporting the effect of spatial proximity (BF10 = 46.079). We found strong evidence supporting the 
interaction between spatial and temporal proximity (BF10 = 3.483e + 8). The interaction between semantic relatedness and temporal proximity was 
supported by decisive evidence (BF10 = 3.941e + 4). Critically, we found strong evidence against the interaction between semantic relatedness and 
spatial proximity (BF01 = 14.436). There was moderate evidence against the triple interaction (BF01 = 6.341). 

Appendix C 

Results after discarding participants with recall performance above 90 %. 
Experiment 1.

. 
Experiment 2. 
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