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Abstract. Generating series are crucial in enumerative combinatorics,
analytic combinatorics, and combinatorics on words. Though it might
seem at first view that generating Dirichlet series are less used in these
fields than ordinary and exponential generating series, there are many
notable papers where they play a fundamental role, as can be seen in
particular in the work of Flajolet and several of his co-authors. In this
paper, we study Dirichlet series of integers with missing digits or blocks
of digits in some integer base b, i.e., where the summation ranges over the
integers whose expansions form some language strictly included in the
set of all words on the alphabet {0, 1, . . . , b− 1} that do not begin with
a 0. We show how to unify and extend results proved by Nathanson in
2021 and by Köhler and Spilker in 2009. En route, we encounter several
sequences from Sloane’s On-Line Encyclopedia of Integer Sequences, as
well as some famous q-automatic sequences or q-regular sequences.
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1 Introduction

Combinatorics (and in particular combinatorics on words) frequently uses gen-
erating functions. The point of generating functions is to “synthesize” or “con-
centrate” in a single function the properties of the sequence of its coefficients.
There are three main types of generating functions associated with a sequence
(an)n≥0:

⋆ the ordinary generating function:
∑
n≥0

anx
n;
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⋆ the exponential generating function:
∑
n≥0

an
n!

xn;

⋆ the Dirichlet generating function:
∑
n≥1

an
ns

, where s ∈ C.

Note that these series can be considered either as “formal” series or as com-
plex (or real) functions only defined in some ad hoc domain. An excellent source
for generating functions is Wilf’s book [37] (also available online). At a first
glance, it might seem that ordinary and exponential generating series are more
commonly used in (enumerative) combinatorics, while Dirichlet series are more
used in number theory. However, this impression is certainly biased due, in
particular, to the most famous such series, namely the Riemann zeta function
ζ : s 7→

∑
n≥1 1/n

s. To get easily convinced that generating Dirichlet series are
also used in combinatorics, it suffices to mention the strong link between ordi-
nary generating functions and generating Dirichlet functions through the Mellin
transform (see, for instance, the paper of Wintner [38], who cites the 1859 pi-
oneering paper of Riemann4), or the many papers of the virtuosi Flajolet and
co-authors, who make use of the Mellin transform. In particular one can consult
the “bible” by Flajolet and Sedgewick [12], from which we do not resist quoting
the following lines:

[...] It is possible to go much further as first shown by De Bruijn, Knuth,
and Rice in a landmark paper [7], which also constitutes a historic appli-
cation of Mellin transforms in analytic combinatorics. (We refer to this
paper for historical context and references.)

Playing around with harmonic series and Dirichlet series with “missing terms”
in the summation range, we revisited the 1914 paper of Kempner [24], where he
studied the series

∑′
1/n, where

∑′
means that the summation ranges over inte-

gers with no occurrence of the digit 9 in their base-10-expansion: see Theorem 1
presented later on. Thus the abscissa of convergence (whose definition is recalled
in Section 1.2) of the Dirichlet series

∑′
1/ns is less than or equal to 1. This

abscissa of convergence is worth determining precisely, not only for its own sake,
but also because is related to the singularities of the series. Actually, it is natural
to look at series with a more general flavor. Following this, we came across two
papers: namely, a 2009 paper by Köhler and Spilker [26], and a 2021 paper by
Nathanson [30], where the abscissa of convergence of “restricted” Dirichlet se-
ries is determined. Here, “restricted” means that integers having some digits or
some blocks of digits in their b-ary expansion are excluded from the summation
range. Within this topic, our contribution is twofold. First, it appears that a
classical result about the abscissa of convergence of Dirichlet series used in [26]
provides a (shorter?) proof of results in [30]. We give this proof in Section 2.
Second, it turns out that results of [26] can be extended to generalize those of
[30]. So, in Section 3, we prove results giving the abscissa of convergence of re-
stricted Dirichlet series (see Theorems 4 and 5 below). Namely, the abscissa of

4 See a transcription at https://www.claymath.org/sites/default/files/zeta.pdf.

https://www.claymath.org/sites/default/files/zeta.pdf
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convergence is equal to logb λ, where λ is the dominant root of a polynomial
with integer coefficients, and b is the base of the considered numeration system.

Further, since the sequences of coefficients of the series studied in the papers
[26,30] are binary b-automatic sequences (for more on automatic sequences, see,
for instance, the books [3,13,15]), this work opens the way to determining the
abscissa of convergence of generating Dirichlet series for more general automatic
sequences (see Conclusion).

As a final comment to this introduction, we would also like to add that related
work is contained in the papers [2,5,11,22,23,29], in the papers of Janjić cited at
the beginning of Section 3, and in the paper of Noonan and Zeilberger [31].

1.1 Notation and definitions

We let N denote the set of non-negative integers {0, 1, 2, . . . }. A subset B of a
set A is called proper if B ̸= A. We let |A| denote the cardinality of the finite
set A. (Also note that we will use the notation |x| to denote the absolute value
of the real number x. There should be no confusion between the two uses of | |.)

Let (an)n≥1 be a sequence of real numbers. Its summatory function is the
sequence (A(n))n≥1 of its partial sums defined by A(n) =

∑n
i=1 ai for each n ≥ 1.

(Following the usual convention for a summation over an empty set of indices,
we set A(0) = 0.) We also warn the reader that most sequences in this text will
be indexed starting at 1 (except b-ary expansions as mentioned below).

An alphabet is a finite set. A (finite) word on an alphabet A is a finite
sequence of letters from A. The length of a word is the number of letters it is
made of. The empty word is the only word with 0-length. For all n ≥ 0, we let
An denote the set of all length-n words over A. We let A∗ denote the set of
words on A (including the empty word). It is equipped with the concatenation
of words, which makes it a monoid (i.e., called the free monoid on A).

Let b ≥ 2 be an integer. If the expansion of an integer n in the base-b
numeration system is n =

∑
0≤j≤k wjb

j , with wj ∈ [0, b − 1] = {0, 1, . . . , b − 1}
and wk ̸= 0, then the base-b or b-ary representation of n, written repb(n), is the
word repb(n) = wkwk−1 . . . w0 on the alphabet [0, b− 1] (we warn the reader to
pay attention to the order of indices and to the fact that they end at 0). The
base-b representation of 0 is the empty word.

For two sequences (un)n≥0, (vn)n≥0 of integers, we recall the classical nota-
tion un ∼ vn, which means that there exists an integer n0 such that vn ̸= 0 for
n ≥ n0 and limn→+∞

un

vn
= 1.

1.2 Dirichlet series, abscissa of convergence, and restrictions

Given a sequence (an)n≥1 of real numbers, its associated Dirichlet (generating)
series is defined by

Fa(s) =
∑
n≥1

an
ns

, where s ∈ C.
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It is well known that either there exists a real number s0 such that Fa(s) con-
verges for all s with Re(s) > s0 and diverges for all s with Re(s) < s0, or Fa(s)
converges everywhere, or else Fa(s) converges nowhere. The real number s0 is
called the abscissa of convergence of the series Fa(s). If Fa(s) does not converge
anywhere (resp., converges everywhere), we set s0 = +∞ (resp., s0 = −∞).

Example 1. The most famous example of Dirichlet series is when all coefficients
an = 1: the series is the Riemann zeta function. Its abscissas of convergence and
of absolute convergence are both equal to +1. Another well-studied example is
when an := ±1: the abscissa of convergence of the Dirichlet series

∑
(±1)n/ns is

equal to 0, while its abscissa of absolute convergence is +1 (this is well known,
see, e.g., [28, p. 10]).

In the following, we will consider Dirichlet series in which the summation
range is restricted or limited to some integers sharing a similar property. Let
b ≥ 2 be an integer and let L be a language on the alphabet [0, b− 1], i.e., a set
L of words on [0, b− 1]. We define the restricted Dirichlet series FL(s) by

FL(s) =
∑
n≥1

repb(n)∈L

1

ns
,

i.e., the series Fa(s) where, for all n ≥ 1, the coefficient an is 1 or 0 depending
on whether repb(n) belongs to L or not.

At the beginning of the 20th century, Kempner [24] considered the set of
positive integers whose base-10 representation contains no 9.

Theorem 1 (Kempner, [24]). Consider the language L = [0, 8]∗ on the al-
phabet [0, 9]. Then the restricted harmonic series FL(1) converges.

Remark 1. This result has now become classical, but it might seem strange since
the “whole” series

∑
n≥1 1/n diverges. Actually it is not hard to get convinced

that “many” integers are suppressed in the restricted series (think, for instance,
of all the integers belonging to the interval [9 · 10k, 10k+1 − 1] for a fixed k).

Of course Kempner’s result implies that the abscissa of convergence of the
restricted Dirichlet series FL(s) is less than or equal to 1. It is then natural to
try to determine the (exact) abscissa of convergence of this series and similar
ones.

2 A shorter proof of Nathanson’s result using Köhler and
Spilker’s method

In their 2009 paper, Köhler and Spilker studied the abscissa of convergence of
some restricted Dirichlet series. For this particular restriction, they considered
base-b representations that avoid some specific set of digits.
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Theorem 2 (Köhler and Spilker, [26, Satz 2]). Let b ≥ 2 be an integer.
Consider a non-empty subset D of [0, b− 1] with D ̸= {0}. Then the abscissa of

convergence of the restricted Dirichlet series FD∗(s) is equal to log |D|
log b .

In particular, when the set D in Theorem 2 contains all but one element, we
obtain a refinement of Theorem 1.

Corollary 1. Let b ≥ 2 be an integer. Consider the set D = [0, b−1]\{a} where
a ∈ [1, b− 1]. Then the abscissa of convergence of the restricted Dirichlet series
FD∗(s) is equal to logb(b− 1).

In 2021, Nathanson independently considered a different kind of restrictions
on Dirichlet series [30]. For an integer base b ≥ 2, the digits in a given position
in the base-b representations are constrained to some rules. Depending on the
position, the rules may vary: this is a fundamental difference between Köhler
and Spilker’s work and Nathanson’s.

Theorem 3 (Nathanson, [30, Theorem 1]). Let b ≥ 2 be an integer. For
all i ≥ 0, consider a proper subset Di of [0, b− 1] and let D denote the sequence
(Di)i≥0. Define the language

Lforb(D) = {wnwn−1 · · ·w0 : wn ̸= 0 and wi /∈ Di, ∀ i ∈ [0, n]}.

Suppose furthermore that the set M = {m ≥ 1 : Dm−1 ̸= [1, b − 1]} is infinite
and that there exist non-negative real numbers α0, α1, . . . , αb−1 such that for all
m ≥ 1 and for all ℓ ∈ [0, b− 1], the limit

lim
m→+∞

1

m
|{i ∈ [0,m− 1] : |Di| = ℓ}|

exists and is equal to αℓ. Then the restricted Dirichlet series FLforb(D)
(s) has

abscissa of convergence

ΘD =
1

log b

b−1∑
ℓ=0

αℓ log(b− ℓ).

Observe that Theorem 3 clearly implies Theorem 2. However, we propose
to give a shorter proof of the first theorem using the proof and methods from
the second theorem. As Köhler and Spilker did in the proof of Theorem 2, we
require [26, Lemma 1], which is (partially) recalled below and for which Köhler
and Spilker give a standard reference, namely [36, p. 292].

Lemma 1. Let (an)n≥1 be a sequence. Assume that the series A(n) =
∑n

i=1 ai
of partial sums is positive and tends to infinity. Then the abscissa of convergence
of the Dirichlet series Fa(s) is

lim sup
n→+∞

logA(n)

log n
.
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Proof (of Theorem 3). First of all, the hypothesis means that, for all ℓ ∈ [0, b−1],

|{i ∈ [0,m− 1] : |Di| = ℓ}| = mαℓ + oℓ(m), (1)

where

lim
m→+∞

oℓ(m)

m
= 0. (2)

As already mentioned, our strategy to prove the statement is inspired by
the proof of Theorem 2 and makes use of Lemma 1. To that aim, we define the
sequences (an)n≥1 and (A(n))n≥1 by

an =

{
1, if repb(n) ∈ Lforb(D);

0, otherwise,

and A(n) = |{m ∈ [1, n] : repb(m) ∈ Lforb(D)}| for all n ≥ 1. Note that the
nth partial sum of the sequence (an)n≥1 is A(n). Therefore, using the notation
from Lemma 1, we have Fa(s) = FLforb(D)

(s). To prove that the abscissa of con-
vergence of the restricted Dirichlet series FLforb(D)

(s) is equal to ΘD, it suffices,
by Lemma 1, to prove that

lim sup
n→+∞

logA(n)

log n
= ΘD. (3)

To evaluate the quantity A(n) for large enough n, we define k by bk−1 ≤ n < bk,
i.e., k = ⌊ logn

log b ⌋+ 1. Of course, we have

A(bk−1) ≤ A(n) ≤ A(bk). (4)

We divide the rest of the proof into two steps. Firstly, we prove that the lim sup
in (3) is bounded above by ΘD. Secondly, we build up an increasing sequence of
integers such that the corresponding lim sup is bounded below by ΘD.

Step 1: First, we prove that the lim sup in (3) is less than ΘD. We note
that repb(b

ℓ) = 10ℓ for all ℓ ≥ 0. So, up to padding representations with leading
zeroes, we can consider that all integers in the interval [1, bk − 1] can be repre-
sented by words of length k on [0, b− 1]. Hence A(bk − 1) can be bounded from
above by the number of words of length k on [0, b− 1] such that their i-th digits
belong to [0, b− 1] \Di, i.e.,

A(bk − 1) ≤

(
k−1∏
i=0

(b− |Di|)

)
− 1.

Note that we subtracted 1 because the word 0k does not represent an integer
in [1, bk] (actually, it doesn’t represent any integer, since the number 0 is repre-
sented by the empty word). Thus

A(bk) ≤ A(bk − 1) + 1 ≤
k−1∏
i=0

(b− |Di|).
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By (1), we obtain

A(bk) ≤
k−1∏
i=0

(b− |Di|) =
b−1∏
ℓ=0

(b− ℓ)αℓk+oℓ(k) ≤ b
∑b−1

ℓ=0 |oℓ(k)|
b−1∏
ℓ=0

(b− ℓ)αℓk. (5)

Putting (4) and (5) together gives

logA(n) ≤ (k log b)

(
b−1∑
ℓ=0

|oℓ(k)|
k

+
1

log b

b−1∑
ℓ=0

αℓ log(b− ℓ)

)
.

Since k = ⌊ logn
log b ⌋+ 1 implies that k log b ∼ log n when n goes to infinity, we get

lim sup
n→+∞

logA(n)

log n
≤ lim

k→∞

(
b−1∑
ℓ=0

|oℓ(k)|
k

+
1

log b

b−1∑
ℓ=0

αℓ log(b− ℓ)

)
= ΘD,

where the last equality follows using (2). This ends the first step. ■

Step 2: Now we prove that there exists an increasing sequence (mt)t≥0 of

integers such that lim supmt→+∞
logA(mt)
logmt

≥ ΘD. We will in fact use the sequence

(mt)t≥0 consisting of the elements of M in increasing order (recall that M is
defined as in Theorem 3 above and that M is infinite). In short, for all t ≥ 0,
mt is the (t+ 1)st element of M.

First, for each t ≥ 0, we consider the set of integers in [bmt−1 , bmt −1], whose
base-b representations have length (exactly) mt and are such that their ith digit
is not in Di, i.e., the set{

n ≥ 1 : n ∈ [bmt−1 , bmt − 1] and repb(n) ∈ Lforb(D)

}
.

We let Pmt
denote the cardinality of this set. Observe that A(bmt) ≥ Pmt

, so in
order to bound the lim sup above, we will evaluate Pmt

in the following. Since
base-b representations do not start with 0, we have

Pmt =


mt−1∏
i=0

(b− |Di|), if 0 ∈ Dmt−1;(
b− |Dmt−1| − 1

b− |Dmt−1|

)mt−1∏
i=0

(b− |Di|), if 0 /∈ Dmt−1.

(6)

(Note that, if 0 /∈ Dmt−1, then there are b − |Dmt−1| − 1 possible choices for
the digit in position mt − 1 as leading zeroes are forbidden.) Following [30], we
distinguish two cases to evaluate Pmt , depending on the cardinality |Dmt−1|.
Case 1: If 0 ≤ |Dmt−1| ≤ b− 2, then

b− |Dmt−1| − 1

b− |Dmt−1|
≥ 1

2
,
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thus

Pmt
≥ 1

2

mt−1∏
i=0

(b− |Di|) =
1

2

b−1∏
ℓ=0

(b− ℓ)αℓmt+oℓ(mt).

where we used (1) in the last equality.

Case 2: If |Dmt−1| = b− 1, then 0 ∈ Dmt−1 (recall that mt ∈ M). Thus, using
the first equality in Eq. (6), we have

Pmt
=

mt−1∏
i=0

(b− |Di|) =
b−1∏
ℓ=0

(b− ℓ)αℓmt+oℓ(mt)

by using (1) again.

Hence, in both cases, we obtain

Pmt
≥ 1

2

b−1∏
ℓ=0

(b− ℓ)αℓmt+oℓ(mt) ≥ 1

2
b−

∑b−1
ℓ=0 |oℓ(mt)|

b−1∏
ℓ=0

(b− ℓ)αℓmt ,

since (distinguishing the cases oℓ(mt) ≥ 0 and oℓ(mt) < 0)

oℓ(mt) log(b− ℓ) ≥ −|oℓ(mt)| log b.

This in turn yields

logA(bmt) ≥ logPmt ≥ − log 2− log b

b−1∑
ℓ=0

|oℓ(mt)|+mt

b−1∑
ℓ=0

αℓ log(b− ℓ),

and thus

logA(bmt)

log bmt
≥ logPmt

mt log b
≥ − log 2

mt log b
−

b−1∑
ℓ=0

|oℓ(mt)|
mt

+
1

log b

b−1∑
ℓ=0

αℓ log(b− ℓ).

Finally, by using (2), we obtain

lim sup
mt→+∞

logA(bmt)

log bmt
≥ 1

log b

b−1∑
ℓ=0

αℓ log(b− ℓ) = ΘD.

This finishes up the two steps of the proof. The proof is now complete. ⊓⊔

3 Opening the door to a myriad of cases

In this section, we show how Köhler and Spilker’s strategy using Lemma 1 may
open the way to generalizations of Theorems 2 and 3 (note that none of these
results may be applied to the cases considered in Section 3). We focus on words
that periodically avoid some blocks. Counting words having a prescribed struc-
ture is notably done in several papers of Janjić [17,18,19,20,21]. An important
paper on the subject is of course the 1999 Noonan and Zeilberger paper [31],
that describes and implements the “Goulden-Jackson cluster method”.

We start with a lemma that will prove itself useful.
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Lemma 2. Let (an)n≥1 be a sequence of non-negative numbers and let (A(n))n≥1

be its summatory function, i.e., A(n) =
∑

1≤i≤n ai. Suppose that there exist an

integer b ≥ 2 and a real λ > 1 such that A(bk) = λk(1+o(1)) when k goes to

infinity. Then, logA(n)
logn ∼ log λ

log b when n goes to infinity.

Note that the assumption in the previous lemma is equivalent to saying that
logA(bk) = k(1 + o(1)) log λ, i.e., logA(bk) ∼ k log λ.

Proof (of Lemma 2). For an integer n ≥ 1, let k be such that bk−1 ≤ n < bk

(i.e., k−1 = ⌊ logn
log b ⌋). We have k ∼ logn

log b when n goes to infinity. Since A(bk−1) ≤
A(n) ≤ A(bk), we have

logA(bk−1)

log n
≤ logA(n)

log n
≤ logA(bk)

log n

for n ≥ 2. By assumption both logA(bk) and logA(bk−1) behave like k log λ,
thus

lim
n→+∞

logA(bk−1)

log n
=

log λ

log b
and lim

n→+∞

logA(bk)

log n
=

log λ

log b

hence, the squeeze theorem finally gives limn→+∞
logA(n)
logn = log λ

log b , as desired. ⊓⊔

3.1 All-distinct-letter blocks

We play with a specific example in base 10 where representations periodically
avoid two blocks that do not share a letter. More specifically, define L to be the
language of all the words wkwk−1 · · ·w0 over [0, 9] such that wk ̸= 0 and, for all
i ∈ [0, k − 1],

wi+1wi ̸=

{
12, if i is even;

89, if i is odd;

Observe that L contains base-10 representations that periodically avoid the
blocks 12 and 89. Note that the blocks 12 and 89 do not have a letter in common.
Also note that if words in L contain the block 12 (resp., 89), then it must be at
an odd (resp., even) position; it can also be the case that they do not contain
them at all.

The goal of this section is to determine the abscissa of convergence of the
restricted Dirichlet series FL(s). To this aim, for all n ≥ 0, we let zn denote the
cardinality of the sub-language L ∩ [0, 9]n, i.e., zn gives the number of length-
n words in L. One can also compute the first few elements of the sequence
(zn)n≥0 by hand and obtain 1, 9, 89, 881, 8721. Plugging them in Sloane’s On-
Line Encyclopedia of Integer Sequences (OEIS), we find the related sequences
[34, A072256] and [34, A138288]. In the description of the first, we read that the
nth term gives the number of “01-avoiding words of length n on the alphabet
[0, 9] which do not end in 0”. Quite clearly, by reversing the reading order, it also
gives the number of length-n words over [0, 9] not starting with 0 and avoiding
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the pattern 10. If we denote the latter sequence by (xn)n≥0, Sloane’s OEIS
provides a recurrence relation given by x0 = 1, x1 = 9, and, for all n ≥ 0,

xn+2 = 10xn+1 − xn. (7)

We now establish a bijection between the language L and that containing
words satisfying the condition described above. We start off with the following
result.

Proposition 1. Let M1 be the set of words over the alphabet [0, 9] containing at
least one of the blocks 12, 89 and such that every block 12 (resp., 89) necessarily
occurs at even (resp., odd) positions. Let M2 be the set of words over the alphabet
[0, 9] containing the block 12. Define the map f : [0, 9]∗ → [0, 9]∗ that sends a
word to that obtained by replacing all occurrences of the blocks 89 (resp., 12) in
odd positions by the block 12 (resp., 89). Then the map f1 : M1 → M2, u 7→ f(u)
is a bijection.

Proof. First, note that for all u ∈ M1 we have f1(u) ∈ M2. Indeed, if u contains
a block 12 occurring at an even position, then 12 is clearly a factor of f1(u), so
f1(u) ∈ M2. Otherwise, u necessarily contains a block 89 at an odd position and
similarly, f1(u) ∈ M2.

Now consider the map f2 : M2 → M1, v 7→ f(v). Proving that f2(M2) ⊆ M1

follows the same lines as above. Now observe that we have f2(f1(u)) = u for all
u ∈ M1 and f1(f2(v)) = v for all v ∈ M2. ⊓⊔

Using Proposition 1, complementing the languages, and getting rid of words
starting with 0, we link our sequence of interest and that of Sloane’s.

Corollary 2. For all n ≥ 0, we have zn = xn.

Corollary 2 and the work in [26, §3] imply the next result. Indeed, in that sec-
tion, Köhler and Spilker consider the language of base-b representations avoiding
a fixed block of digits and determine the abscissa of convergence of the corre-
sponding restricted Dirichlet series.

Theorem 4. Consider the dominant root λ = 5 + 2
√
6 of the characteristic

polynomial P (x) = x2 − 10x + 1 of the recurrence in (7). Then the abscissa of
convergence of the restricted Dirichlet series FL(s) is

log λ
log 10 .

An alternative approach to computing the number zn of length-n words in
L uses the Goulden-Jackson cluster method; see, for example, [31]. This general
technique provides an algorithm to determine the generating function for the
number of length-n words over a finite alphabet that avoid some given finite set of
patterns. At first glance L is not defined in terms a finite list of avoided patterns
(since it depends on the parity of the position), but we can nevertheless resort
to the following trick: expand the alphabet from {0, 1, . . . , 9} to an alphabet of
twice the size, containing both primed and unprimed digits. Let us agree that an
unprimed digit corresponds to an even position, and an primed digit corresponds
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to an odd position. Define dn to be the number of length-n words over this larger
alphabet that avoid ab and a′b′ for 0 ≤ a, b < 10 and also 12′ and 8′9. Then, the
Goulden-Jackson cluster method, as implemented in Maple by the DAVID IAN

package, demonstrates that
∑

n≥0 dnx
n = (1+ 10x− x2)/(1− 10x+ x2). It now

follows that (dn+1 − dn)/2 is equal to zn, where the division by 2 arises because
we could begin with either 0 or 0′.

3.2 Blocks sharing letters

We now turn to the case where base-10 representations periodically avoid two
blocks sharing common letters. It is a little trickier to handle and is a priori nei-
ther a consequence of Köhler and Spilker’s results [26] nor Nathanson’s [30]. As
in the previous section, we define L to be the language of all words wkwk−1 · · ·w0

over [0, 9] such that wk ̸= 0 and, for all i ∈ [0, k − 1],

wi+1wi ̸=

{
12, if i is even;

21, if i is odd;

and also define L′ to be the same language without the condition wk ̸= 0. Observe
that L contains base-10 representations that periodically avoid the blocks 12 and
21.

Similarly, we want to determine the abscissa of convergence of the restricted
Dirichlet series FL(s). So, for all n ≥ 0, we let zn denote the cardinality of the
sub-language L ∩ [0, 9]n and, for all n ≥ 1, we also define the sets

Sn = {wn−1 · · ·w0 ∈ L : wn−1 ̸= 2 if n is even and wn−1 ̸= 1 otherwise},
Pn = {wn−1 · · ·w0 ∈ L : wn−1 = 2 if n is even and wn−1 = 1 otherwise},
Qn = {wn−1 · · ·w0 ∈ L′ : wn−1 = 0}.

We have |S1| = 8, |P1| = 1 = |Q1|, and

|Sn+1| = 8(|Sn|+ |Pn|+ |Qn|),
|Pn+1| = |Sn|+ |Qn|,
|Qn+1| = |Sn|+ |Pn|+ |Qn|,

for all n ≥ 1. For instance, let us explain the first equality. To build up a word
in Sn+1, we may prepend a letter a ∈ [0, 9] to a word w of length n, according
to one of the next three cases: if w ∈ Sn (resp., Pn; resp., Qn), then a ∈ [0, 9]
except 0, and either 1 or 2, depending on the parity; this gives 8 possibilities.

As we have (zn)n≥1 = (|Sn|+ |Pn|)n≥1, the first few values of (zn)n≥0 are

1, 9, 89, 882, 8739, 86589, 857952, 8500869, 84229389, 834572322.

Contrarily to the previous section, this sequence does not directly belong to the
OEIS. A fortunate error made by the authors nevertheless lead them to the
sequence [34, A322054]. For all n ≥ 0, its nth term gives the number of “decimal
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strings of length n that do not contain a specific string aa (where a is a fixed
single digit)”. If we denote the latter by (xn)n≥0, the OEIS provides us with a
recurrence relation given by x0 = 1, x1 = 10, and

xn+2 = 9(xn+1 + xn) (8)

for all n ≥ 0. Its first few terms are

1, 10, 99, 981, 9720, 96309, 954261, 9455130, 93684519.

We will establish that the sequence (zn)n≥0 can be obtained as the first difference
of the sequence (xn)n≥0. We start with a result analoguous to Proposition 1.

Proposition 2. Let M1 be the set of words over the alphabet [0, 9] containing at
least one of the blocks 12, 21 and such that every block 12 (resp., 21) necessarily
occurs at even (resp., odd) positions. Let M2 be the set of words over the alphabet
[0, 9] containing the block aa, for a fixed letter a ∈ [0, 9]. Define the map fa :
[0, 9]∗ → [0, 9]∗ that sends every word to a word obtained by replacing every
1 (resp., 2) in an even (resp., odd) position by the letter a and every letter a
in an even (resp., odd) position by the letter 1 (resp., 2). Then the map fa,1 :
M1 → M2, u 7→ fa(u) is a bijection. Furthermore, if the letter a is non-zero,
then zn+1 = xn+1 − xn for all n ≥ 0.

Proof. The proof of the first part of the statement follows the same lines as that
of Proposition 1 by considering the map fa,2 : M2 → M1, v 7→ fa(v) instead.

Let us prove the second part. The number of decimal length-(n + 1) words
avoiding aa, which is xn+1, is equal to the sum of the number of decimal length-n
words avoiding aa with the number of decimal length-(n+1) words avoiding aa
and not starting with 0. The first number is xn by definition and the second is
zn+1 by the first part of the statement. Indeed, the first part of the statement
implies that the number of length-n words in M1 is equal to the number of
decimal length-n words containing aa. Now complementing the two languages,
getting rid of words starting with 0 and since a ̸= 0, we obtain xn+1 = zn+1+xn,
as desired. ⊓⊔

Theorem 5. Consider the dominant root λ = 3
2 (3 +

√
13) of the characteristic

polynomial P (x) = x2 − 9x − 9 of the recurrence in (8). Then the abscissa of
convergence of the restricted Dirichlet series FL(s) is

log λ
log 10 .

Proof. Let an be equal to 1 if rep10(n) ∈ L, 0 otherwise, and let A(n) denote the
summatory function of the sequence (an)n≥0. By Lemma 1, the abscissa of con-
vergence of the restricted Dirichlet series FL(s) is governed by the asymptotics
of (log |A(n)|/ log n)n≥0. Observe that the behavior of A(10n) is determined by
that of zn = xn+1 − xn by Proposition 2. Now note that the sequence (xn)n≥1

satisfies xn ∼ λn when n goes to infinity. Thus zn ∼ Cλn with C = (λ − 1)/λ
by Proposition 2. So Lemma 2 implies that the abscissa of convergence of FL(s)
is log λ

log 10 . ⊓⊔
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We can also count the number of words in L using the Goulden-Jackson
cluster method, using the same idea as in Section 3.1. Define en to be the number
of length-n words over this larger alphabet that avoid ab and a′b′ for 0 ≤ a, b < 10
and also 12′ and 2′1. Then, the Goulden-Jackson cluster method, as implemented
in Maple by the DAVID IAN package, demonstrates that

∑
n≥0 enx

n = (1+11x+

9x2)/(1−9x−9x2). It now follows that (en+1−en)/2 is equal to zn, where again
the division by 2 arises because we could begin with either 0 or 0′.

3.3 To infinity and beyond!

Other results, involving in particular several sequences in the OEIS, can be
worked out using similar methods, but also by using the method in [31]. Here,
we give examples that do not use [31]. For instance, inspired by the previous
section, we fix two integers b, k ≥ 2 and we define a sequence (yn)n≥0 analogous
to (xn)n≥0 from Section 3.2: we set yn = bn for all n ∈ [0, k − 1] and, for all
n ≥ k,

yn = (b− 1) ·
k∑

i=1

yn−i. (9)

Proposition 3. The sequence (yn+1−yn)n≥0 counts the number of length-(n+1)
words over [0, b − 1] that do not start with 0 and that avoid the k-th power ak,
for some fixed letter a ∈ [0, b− 1].

Proof. For all m ≥ 0, ym gives the number of length-m words over [0, b− 1] that
do not contain the kth power ak, so yn+1 − yn gives the expected number. ⊓⊔

Example 2. For all k ≥ 2, the sequence (yn)n≥0 corresponding to b = 2 gives
the k-bonacci numbers: indeed, binary k-bonacci words avoid the block 1k. For
k = 2 and b = 10, we find back the sequence (xn)n≥0 defined by Equation (8).
Other cases are displayed in Table 1.

Table 1. Depending on the values of the parameters k and b, the entry number in [34]
of the sequence (yn)n≥0 is given (sometimes, one needs to crop the first few terms).

k b entry number of (yn)n≥0 in [34]

2 3 A028859, A155020
2 4 A125145
2 5 A086347
2 6 A180033
2 7 A180167
2 10 A322054

3 3 A119826
3 4 A282310
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We study the characteristic polynomial associated with the sequence (yn)n≥0.
Recall that a real number is Pisot if it is an algebraic integer whose (other)
algebraic conjugates have modulus less than 1.

Proposition 4. The characteristic polynomial P (x) = xk − (b− 1)
∑k−1

i=0 xi of
the recurrence in (9) has a dominant root that is a Pisot number and belongs to
the interval (1, b).

Proof. From the proof of [6, Theorem 2 (p. 254)], we deduce that the polynomial
P (x) has one real root β with modulus larger than 1 and all other roots with
modulus less than 1. Next, observe that P (1) = 1 − k(b − 1) < 0 and P (b) =

bk − (b− 1) b
k−1
b−1 = 1 > 0, so β ∈ (1, b). All in all, this proves the statement. ⊓⊔

Let us come back to our Dirichlet series of interest.

Theorem 6. Let L be the set of words over [0, b − 1] that do not start with 0
and that avoid the k-th power ak, for some fixed letter a ∈ [0, b− 1]. Let λ be the
dominant root of the characteristic polynomial of the recurrence in (9). Then the
abscissa of convergence of the series FL(s) is equal to log λ

log b .

Proof (Sketch). The proof is similar to that of Theorem 5. By Proposition 4, the
growth rate of the sequence (yn)n≥0 is λn, so that of the sequence of first differ-
ences (yn+1−yn)n≥1 is Cλn with C = (λ−1)/λ. We conclude by using Lemmas 1
and 2 together with Proposition 3. ⊓⊔

4 An alternative approach

As indicated in Lemma 1, the abscissa of convergence of the Dirichlet series
Fa(s) =

∑
n≥1 an/n

s can be deduced from the asymptotic behavior of the sum-
matory function A(n) =

∑
1≤i≤n ai. For the case of a q-automatic (or q-regular)

sequence (an)n≥0, an abundant literature studies this behavior: we will restrict
ourselves to cite one of the papers of Dumont and Thomas [10], the chapter of
Drmota and Grabner [9] (in [4]), and the paper of Heuberger and Krenn [16].
In this section, we will take advantage of the fact that the sequences (an)n≥0

considered so far are automatic. Nevertheless, as will be seen in Section 5 (see
Remark 2), our previous method can be applied for certain non-automatic se-
quences.

Before giving an alternative proof of the main results in Sections 3.1 and 3.2,
we show how the following result by Drmota and Grabner handles the simple
case of avoiding one letter.

Theorem 7 (Drmota and Grabner, [4, Theorem 9.2.15]). Let b ≥ 2 be
an integer. Let (sn)n≥0 be a b-regular sequence whose linear representation is

given by the vectors L,R and the matrices M0, . . . ,Mb−1. Write M =
∑b−1

i=0 Mi

and assume that M has a unique eigenvalue λ > 0 of maximal modulus and that
λ has algebraic multiplicity 1. Assume further that λ > maxi ||Mi|| for some
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matrix norm || · ||. Let µ be the modulus of the second largest eigenvalue. Then
there exists a periodic continuous function Φ such that∑

i<n

si = nlogb λΦ(logb n) +O(nlogb µ) +O(log n).

We obtain a result similar to Corollary 1.

Corollary 3. Let b ≥ 2 be an integer and let a be a non-zero letter in [1, b− 1].
Let L be the language over [0, b−1] of base-b representations that avoid the letter
a. Then the abscissa of convergence of the series FL(s) is equal to logb(b− 1).

Proof (Sketch). We use the notation of Theorem 7. For all n ≥ 0, let sn = 1 if
repb(n) ∈ L, sn = 0 otherwise. By definition, we have sbn+c = sn for all c ̸= a
and sbn+a = 0. The sequence (sn)n≥0 is b-regular with Mc = 1 for all c ̸= a
and Ma = 0. Thus λ = b − 1. Using Lemma 1 and Theorem 7, the abscissa of
convergence of the Dirichlet series FL(s) is logb(b− 1). ⊓⊔

In the following, we let L1 (resp., L2) denote the language L from Section 3.1
(resp., Section 3.2). As before, we stick to Drmota and Grabner’s notation and
we define the sequences (sn)n≥0 and (tn)n≥0 by sn = 1 if rep10(n) ∈ L1, sn = 0
otherwise and similarly, tn = 1 if rep10(n) ∈ L2, tn = 0 otherwise. The first few
terms of (sn)n≥0 and (tn)n≥0 are 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 0, 1, 1, 1, 1, 1, 1, 1, 1.

We have |L1∩ [0, 9]n| =
∑10n+1

i=10n si and |L2∩ [0, 9]n| =
∑10n+1

i=10n ti. Both sequences
(sn)n≥0 and (tn)n≥0 are 10-automatic: a deterministic finite automaton with
output (DFAO) reading base-10 representations and outputting each sequence
is given in Fig. 1. Note that the computations in this section are done using the
Mathematica package IntegerSequences [32,33] written by Rowland. In fact,
the b-kernel of a b-automatic sequence is in bijection with the set of states in the
minimal b-automaton that generates it with the property that leading zeroes do
not affect the output [3, Theorem 6.6.2]. In our case, the 10-kernel of (sn)n≥0

contains the four sequences

(sn)n≥0 = 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 0, . . . ,

(s10n)n≥0 = 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, . . . ,

(s10n+2)n≥0 = 1, 0, 1, 1, 1, 1, 1, 1, 1, 1, 1, 0, 1, . . . ,

(s100n+90)n≥0 = 1, 1, 1, 1, 1, 1, 1, 1, 0, 1, 1, 1, 0, . . . ,

and the zero-sequence (s100n+12)n≥0 = 0, 0, 0, . . .. The 4 × 4 matrix whose
columns are built on the terms corresponding to n ∈ {0, 1, 8, 12} in each se-
quence has a non-zero determinant. Consequently, the Q-vector space gener-
ated by the 10-kernel of (sn)n≥0 is finitely generated by the four linearly in-
dependent sequences (sn)n≥0, (s10n)n≥0, (s10n+2)n≥0, and (s100n+90)n≥0. Using
the 10-automaton in the top of Fig. 1, one builds up a linear representation
(L,M0, . . . ,M9, R) of (sn)n≥0 viewed as a 10-regular sequence. For instance, we
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0,1,3,4,5,6,7,8,9

2

0,1,2,3,4,5,6,7,89

0,2,3,4,5,6,7,89

1

0,1,3,4,5,6,7,9

2
8

0,1,2,3,4,5,6,7,8,9

1

1

1

1

0

0,1,3,4,5,6,7,8,9

2

0,2,3,4,5,6,7,8,9

1

0,2,3,4,5,6,7,8,9

1

0,1,3,4,5,6,7,8,9

2

0,1,2,3,4,5,6,7,8,9

1

1

1

1

0

Fig. 1. The sequences (sn)n≥0 and (tn)n≥0 are generated by the base-10 DFAO’s on
top and on bottom respectively.

obtain the relations s100n = sn, s100n+20 = sn, and s1000n+900 = s10n, so
s10n
s100n

s100n+20

s1000n+900

 =


0 1 0 0
1 0 0 0
0 1 0 0
1 0 0 0


︸ ︷︷ ︸

=M0


sn
s10n

s10n+2

s100n+90

 .

The sum matrix M0+ · · ·+M9 has eigenvalues ±(5+2
√
6) and ±(5−2

√
6) (each

with multiplicity 1) and does not fullfill the condition of Theorem 7. However,
Heuberger and Krenn’s more general result [16, Theorem A] shows that the

growth of the main term of
∑n

i=1 si is nlog10(5+2
√
6). (Note that we take the

liberty not to recall [16, Theorem A] in full as its statement is quite lengthy.)
Taking the logarithm and applying Lemma 1 thus gives an alternative proof
of Theorem 4. A similar reasoning can be conducted for the sequence (tn)n≥0 to
obtain an alternative proof of Theorem 5.

To end this section, let us consider yet a different example. We let L denote
the language of all words wkwk−1 · · ·w0 over [0, 9] such that wk ̸= 0 and, for all
i ∈ [0, k − 1],

wi+1wi ̸=

{
12 or 89, if i is even;

89, if i is odd.

We define the sequence (un)n≥0 by un = 1 if rep10(n) ∈ L, un = 0 otherwise.
The first values of (|L ∩ [0, 9]n|)n≥0 are 1, 9, 88, 872, 8534, 84566, 827622, which
does not seem to be in the OEIS. Computing further values of the latter se-
quence seems difficult with a classical computer set-up. The DFAO in Fig. 2
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generates the 10-automatic sequence (un)n≥0. Following the approach of [16,

0,1,3,4,5,6,7,8

2

9

0,1,2,3,4,5,6,7,8

9

0,2,3,4,5,6,7,8

9

1

0,1,2,3,4,5,6,7

9

8

0,1,3,4,5,6,7

2

9
8

0,1,2,3,4,5,6,7,8,9

1

1

1

1

1

0

Fig. 2. The base-10 DFAO generates the sequence (un)n≥0.

Theorem A] and from the DFAO in Fig. 2, we deduce a linear representation
of (un)n≥0 viewed as a 10-regular sequence, whose sum matrix has eigenvalues

±
√

1
2

(
97 +

√
9401

)
, ± 2√

97+
√
9401

, and 0 (each having multiplicity 1). Combin-

ing Lemma 1 and [16, Theorem A] gives us the following result.

Theorem 8. Let λ =
√

1
2

(
97 +

√
9401

)
. Then the abscissa of convergence of

the restricted Dirichlet series FL(s) is
log λ
log 10 .

5 An unusual example

Let us consider an example. Let t = (tn)n≥0 = 01101001 · · · be the Thue-Morse
word. We say that an integer n is evil if tn = 0. A non-evil number is called
odious. The first few evil numbers are 0, 3, 5, 6, 9, 10, 12, 15, 17, 18, 20.

Let L be the set of binary words of the form wkwk−1 · · ·w0 with the property
that there is no factor 10 where the 0 appears in an evil position i for some
0 ≤ i ≤ k. (Note that leading zeroes are allowed.) For example, 10111 ̸∈ L
because the word 10 appears as w4w3 and 3 is evil. Define an = 1 if rep2(n) ∈ L.

Let us find a recurrence for the number bn = |L ∩ {0, 1}n| of length-n words
in L. Here the Goulden-Jackson cluster method does not seem to be applicable.

Lemma 3. We have b0 = 1, b1 = 2, b2 = 3, and for all n ≥ 3,

bn =


2bn−1, if tn−2 = 1;

bn−1 + bn−3, if tn−2 = tn−3 = 0;

bn−1 + bn−2, if tn−2 = 0 and tn−3 = 1.

(10)

Proof. Let Ln = L ∩ {0, 1}n denote the set of all words wn−1 · · ·w0 having no
factor 10 where the 0 appears in an evil position, so that bn = |Ln|. Suppose
n ≥ 3.
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Case 1: Assume that tn−2 = 1. Then Ln = 0Ln−1 ∪ 1Ln−1, because ap-
pending either 0 or 1 to a word in Ln−1 cannot introduce a forbidden word. This
gives the first equality in (10).

Case 2: Assume that tn−2 = tn−3 = 0. Then Ln = 0Ln−1 ∪ 111Ln−3.
The first term in (10) arises because appending a 0 to a word in Ln−1 cannot
introduce a forbidden word, and the second term arises because the first three
symbols of a word in Ln cannot be 100, 101, or 110. This gives the second
equality in (10).

Case 3: Assume that tn−2 = 0 and tn−3 = 1. Then Ln = 0Ln−1 ∪ 11Ln−2.
The situation is like the previous case, except now the first two symbols of a
word in Ln cannot be 10. This ends the proof. ⊓⊔

The first few values of the sequence (bn)n≥0 from Lemma 3 are given in Ta-
ble 2.

n 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

bn 1 2 3 6 12 18 36 54 72 144 288 432 576 1152 1728 3456 6912 10368 20736 31104 41472

Table 2. The number bn of length-n words in L, i.e., words with the property that
there is no factor 10 where the 0 appears in an evil position.

We expect bn to behave roughly like αn, for some α with 1 < α < 2, because
forbidding 10 with 0 in an evil position is more or less like forbidding 10 “half
the time”. This intuition is confirmed in the following result.

Theorem 9. There are constants c1, c2 such that nc1αn ≤ bn ≤ nc2αn, where
α = 241/6 ≈ 1.69838.

We require the next lemma.

Lemma 4. For n ≥ 3, we have

bn =


2bn−1, if tn−2 = 1;
4
3bn−1, if tn−2 = tn−3 = 0;
3
2bn−1, if tn−2 = 0 and tn−3 = 1.

(11)

Proof. The proof is by induction on n. The base cases are left to the reader.
Case 1: If tn−2 = 1, then the first equality in (11) follows immediately

from (10).
Case 2: Assume that tn−2 = tn−3 = 0. Since t avoids cubes, we must have

tn−4 = 1. Then (10) gives bn = bn−1 + bn−3 and bn−1 = bn−2 + bn−3, and the
induction hypothesis gives and bn−2 = 2bn−3. Adding these last two equations
and cancelling bn−2 gives bn−1 = 3bn−3. The second equality in (11) now follows.

Case 3: Assume that tn−2 = 0 and tn−3 = 1. Then (10) gives bn = bn−1 +
bn−2 and the induction hypothesis gives bn−1 = 2bn−2. The result now follows.

⊓⊔
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Proof (of Theorem 9). For a block u ∈ {0, 1}∗ define eu(n) to be the number of
(possibly overlapping) occurrences of u in t[0..n− 1]. A simple induction, using
(11), now gives

bn = 2e1(n−1)+2e00(n−1)−e10(n−1)31+e10(n−1)−e00(n−1) (12)

for n ≥ 2. For instance, if tn−2 = tn−3 = 0, then t[0..n − 2] = t[0..n − 4]00, so
e1(n− 1) = e1(n− 2), e10(n− 1) = e10(n− 2), and e00(n− 1) = e00(n− 2) + 1.
This together with the induction hypothesis and the second equality in (11)
yields Equation (12). The other two cases can be handled in a similar fashion.

Since it is known that

e1(n) = n/2 +O(1),

e00(n) = n/6 +O(log n),

e10(n) = n/3 +O(log n),

the desired result now follows. ⊓⊔

Define L′ to be the subset of L that contains binary words not starting with
0. For all n ≥ 0, we let

an =

{
1, if rep2(n) ∈ L′;

0, otherwise.

The following observation particularly shows that one cannot use Theorem 7
nor [16, Theorem A] to study the behavior of the summatory function of the
sequence (an)n≥0.

Remark 2. Writing bn = 2xn3yn , we see from Equation (12) that (xn)n≥0 and
(yn)n≥0 are both 2-regular sequences, but (bn)n≥0 is not (as it grows too quickly).

On the other hand, the sequence (an)n≥0 is not 2-automatic. Consider those
n with base-2 representation of the form 101i for some i ≥ 0, i.e., n = 3 · 2i − 1.
Then an = 1 if and only if i is odious, i.e., ti = 1. By a well-known theorem
([3, Theorem 5.5.2], if (an)n≥0 is 2-automatic, then (a3·2i−1)i≥0 is ultimately
periodic. But a3·2i−1 = ti, and t = (ti)i≥0 cannot be ultimately periodic because
it is overlap-free.

Nevertheless, we can handle the behavior of the summatory function of
(an)n≥0, and thus the abscissa of convergence of the corresponding language
L′, as follows.

Corollary 4. Let α = 6
√
24. The abscissa of convergence of the restricted Dirich-

let series FL′(s) is logα
log 2 .

Proof. For all n ≥ 0, we let A(n) =
∑

0≤i≤n ai. By Theorem 9, since leading
zeroes are allowed in L, we have nc1αn ≤ A(2n−1) ≤ nc2αn. Now we may apply
Lemma 2 first, then Lemma 1 to obtain the statement. ⊓⊔
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6 Conclusion

Do the cases we have described call for a general theorem (and how general such
a theorem can be)? We have chosen to give various examples, yielding methods to
address other cases. The growth of the summatory function of a sequence gives
the abscissa of convergence of the Dirichlet generating series of this sequence
(Lemma 1). In the case of sequences related to missing digits, the point is to
count words with some prescribed structure. Of course, other approaches than
ours can be used (we think, e.g., of [14]), and we have already mentioned the
“Goulden-Jackson cluster method” and the paper [31].

Note that the coefficients of the Dirichlet series that we have studied here
are q-automatic or q-regular ([3]): one can ask about the abscissa of convergence
of general q-automatic or q-regular Dirichlet series. It is worth briefly explaining
why automatic Dirichlet series are interesting. A sequence (un)n is b-automatic
for some b ≥ 2 if the set of subsequences {(u(bkn + j)n | k ≥ 0, j ∈ [0, bk − 1]}
is finite. This implies equalities between these subsequences, which in turn yield
properties (e.g., functional properties) of the corresponding Dirichlet series hence
of the Dirichlet series we started from. This has been used in a different context
(see, e.g., [1,8]). Another class of Dirichlet series related to combinatorics on
words that has been studied consists of Dirichlet series with Sturmian coefficients
(see, e.g., [27,35]). A class of Dirichlet series more general than the Sturmian
series was studied in [25].
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Bordeaux 22(2), 339–352 (2010), http://jtnb.cedram.org/item?id=JTNB 2010
22 2 339 0

9. Drmota, M., Grabner, P.J.: Analysis of digital functions and applications. In: Com-
binatorics, automata and number theory, Encyclopedia Math. Appl., vol. 135, pp.
452–504. Cambridge Univ. Press, Cambridge (2010)
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