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A B S T R A C T   

Background: Determining physiological mechanisms leading to circulatory failure can be challenging, contrib
uting to the difficulties in delivering effective hemodynamic management in critical care. Continuous, non- 
additionally invasive monitoring of preload changes, and assessment of contractility from Frank-Starling 
curves could potentially make it much easier to diagnose and manage circulatory failure. 
Method: This study combines non-additionally invasive model-based methods to estimate left ventricle end- 
diastolic volume (LEDV) and stroke volume (SV) during hemodynamic interventions in a pig trial (N = 6). 
Agreement of model-based LEDV and measured admittance catheter LEDV is assessed. Model-based LEDV and SV 
are used to identify response to hemodynamic interventions and create Frank-Starling curves, from which Frank- 
Starling contractility (FSC) is identified as the gradient. 
Results: Model-based LEDV had good agreement with measured admittance catheter LEDV, with Bland-Altman 
median bias [limits of agreement (2.5th, 97.5th percentile)] of 2.2 ml [-13.8, 22.5]. Model LEDV and SV were 
used to identify non-responsive interventions with a good area under the receiver-operating characteristic (ROC) 
curve of 0.83. FSC was identified using model LEDV and SV with Bland-Altman median bias [limits of agreement 
(2.5th, 97.5th percentile)] of 0.07 [-0.68, 0.56], with FSC from admittance catheter LEDV and aortic flow probe 
SV used as a reference method. 
Conclusions: This study provides proof-of-concept preload changes and Frank-Starling curves could be non- 
additionally invasively estimated for critically ill patients, which could potentially enable much clearer insight 
into cardiovascular function than is currently possible at the patient bedside.   

1. Introduction 

Hemodynamic monitoring is important for diagnosing and managing 
circulatory failure, a leading cause of ICU mortality [1,2]. However, 
hemodynamic monitoring is hindered by inability to accurately, 
continuously, and/or non-invasively measure key variables relating to 
cardiac and vascular function [3]. Thus, it can be challenging for clini
cians to elucidate physiological mechanisms contributing to circulatory 
failure, which is of key importance for effective hemodynamic man
agement [4]. 

Preload, the strain of the left ventricle prior to contraction, is central 
to understanding cardiovascular physiology and a vital clinical 

consideration for fluid resuscitation [5]. Increases in preload lead to 
increased stroke volume (SV) due to the Frank-Starling mechanism 
where increased strain in cardiac muscle prior to contraction causes 
increased force of contraction [6]. In vivo, left ventricle end-diastolic 
volume (LEDV) is an accepted surrogate measure of preload [5,7]. 

Frank-Starling curves show the relationship between preload and SV. 
The slope of this curve, Frank-Starling contractility (FSC), is a new 
construct defined as the extent to which changes in ventricular filling 
induce a change in SV. FSC = 0.5 means for every 1 ml increase in LEDV, 
SV increases by 0.5 ml. Thus, FSC reflects the force-length relation of 
cardiac muscle which is a function of cardiac muscle contractility, and 
afterload. It is important to clarify, FSC is distinct from fluid- 
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responsiveness. FSC characterises the Frank-Starling relationship, 
whereas fluid-responsiveness, defined as how well a patient’s SV re
sponds to fluid resuscitation, encompasses both the fluid-LEDV rela
tionship and the Frank-Starling relationship, as illustrated in Fig. 1. 
Assessment of FSC and LEDV could potentially allow monitoring of the 
extent to which preload and SV are altered by treatment or changing 
patient condition, enabling monitoring of contractility changes as FSC 
and quantification of fluid responsiveness, a “holy-grail” goal of critical 
care practice [8,9]. 

This study combines non-additionally invasive methods to estimate 
LEDV [10] and SV [11] to create Frank-Starling curves during hemo
dynamic interventions in a porcine animal trial. Model-based LEDV is 
validated using directly measured LEDV from an admittance catheter. 
Similarly, FSC from model-estimated Frank-Starling curves is validated 
using directly measured Frank-Starling curves. In a clinical setting, these 
direct measurements are not feasible. Therefore, the non-additionally 
invasive model-estimated LEDV and Frank-Starling curves presented 
could potentially enable much clearer insight into cardiovascular func
tion than is currently possible at the patient bedside. 

2. Materials and methods 

2.1. Porcine trials and measurements 

Pig experiments were conducted at the Centre Hospitalier Uni
versitaire de Liège, Belgium and approved by the Ethics Committee of 
the University of Liège Medical Faculty, permit number 14–1726. 

N = 6 pure Piétrain pigs were used, weighing 18.5 kg–29.0 kg. 
Diazepam (1 mg kg− 1) and Zoletil (0.1 mL kg− 1) were used for initial 
sedation and anesthesia. A continuous infusion of sufentanil (0.1 mL 
kg− 1 h− 1 at 0.005 mg mL− 1), Thiobarbital (0.1 mL kg− 1 h− 1) and 
Nimbex (1 mL kg− 1 h− 1 at 2 mg mL− 1) were used to maintain sedation 
and anesthesia, delivered via superior vena cava catheter. Pigs were 
mechanically ventilated via tracheostomy with baseline positive end- 
expiratory pressure (PEEP) of 5 cmH2O and tidal volume of 10 mL 
kg− 1 delivered by a GE Engstrom CareStation mechanical ventilator (GE 
92 Healthcare, Waukesha, WI, USA). 

Blood pressure was measured in the proximal aorta (Pao), femoral 
artery (Pfem), and vena cava (Pcv) using high fidelity pressure catheters 
(Transonic, Ithaca, NY, USA). Left ventricle pressures and volumes (VLV) 
were measured using 7F micromanometer-tipped admittance catheters 
(Transonic Scisense Inc., Ontario, Canada). Aortic flow (Qao) was 

Fig. 1. SV response to a fluid infusion depends upon both the LEDV response to fluids and the subsequent SV response to LEDV, which is governed by the Frank- 
Starling relationship. 

Fig. 2. Time-schedule of experimental interventions, and data used for each pig. Interventions are respiratory recruitment manoeuvres (RM), fluid infusions (Fluids) 
and endotoxin infusion (Endo). 

Fig. 3. Overview of SV & LEDV estimation method, reading left to right. Model inputs are typically available ICU measures: arterial pressure waveform (Pmea), beat- 
wise average central venous pressure (Pcv), and HR. A short period of calibration SVmea and LEDVmea are also required. Models provide beat-to-beat calibrated es
timates of SV & LEDV. 
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measured from an ultrasonic aortic flow probe positioned around the 
proximal aorta near the aortic valve (Transonic, Ithaca, NY, USA). Once 
the probe was located, the thorax was held closed using clamps. 

All data was recorded at a sampling rate of 250 Hz as a single 
Notocord data file (Instem, Croissy-sur-Seine, France). Signals were 
filtered with a 5th order Butterworth low-pass filter, with a cut-off fre
quency of 20 Hz (Pfem, Pao, Pcv) and 10 Hz for noisier signals (VLV, Qao). 

Pigs underwent several types of intervention: respiratory recruit
ment manouevres (RM) in which PEEP is increased in steps of 5 cmH2O 
to PEEP of ≥15 cmH2O to reduce systemic venous return and thus SV 
[12]; fluid infusions of 500 mL of saline solution over 30 min to increase 
circulatory volume and ventricular preload; and an infusion of endo
toxin (E. Coli lipopolysaccharide at 0.5 mg kg− 1 over 30 min) to produce 
a septic shock like response [13]. 

Fig. 2 shows the order of interventions and data used for each pig. Pig 
6 RM 1 was not used due to faulty VLV readings during the RM. Pigs 1, 3, 
and 6 died during the endotoxin infusion. The model was calibrated 
during 10 beats of stable hemodynamics for each intervention, and, 
subsequently, the ability of model-based estimates to track changes in 
response to each intervention was assessed. 

2.2. Measurement of LEDV and SV for validation 

Measured SV (SVmea) is used for validation and calibration as 
measured from integrating an ultrasonic aortic flow probe signal (Qao) 
over one beat for Pigs 2–6. Beats are separated using the foot (t0) of Qao, 

identified using a shear-transform algorithm [14]. Flow probes are 
quoted as having precision of ±2% [15]. For Pig 1, admittance catheter 
VLV is used to obtain SV as the range of VLV over one beat, due to 
non-physiological flow probe Qao for this pig. Measured LEDV (LEDVmea) 
was calculated from an admittance catheter as the maximum VLV of each 
beat. Admittance catheter LEDV has Bland-Altman mean bias [limits of 
agreement (1.96 standard deviation)] of − 5.6 ml [-18.5, 7.3] using 
real-time 3D echocardiography as a reference method [16]. 

2.3. Non-additionally invasive LEDV estimation 

LEDV is estimated from an input arterial pressure waveform signal 
(Pmea) and heart rate (HR) using a method from Ref. [10]. Pfem is used for 
input Pmea, except Pig 4 where Pao is used due to faulty Pfem measure
ments. LEDV is estimated as the sum of SV and Ves: 

LEDVest = Ves,est + SVest (1) 

Ves, the left ventricle end-systolic volume, is estimated using the end- 
systolic pressure-volume relation [17]: 

Pes = Ees × (Ves − V0) (2)  

where Pes is ventricle end-systolic pressure, V0 is ventricle volume at 
zero pressure, and Ees is end-systolic elastance, a parameter depending 
upon contractility and loading conditions [18]. To make these terms 
clinically identifiable, the following assumptions are made:  

● Pes can be estimated as Pes,mea, the Pmea pressure at the end of systole. 
End-systolic time, tes, is identified using a weighted second derivative 
algorithm presented elsewhere [19]. This approach assumes the 
arterial catheter site for Pmea is sufficiently near the heart that 
resistance is small, and thus there is negligible pressure drop.  

● V0 can be replaced with Vd, ventricle deadspace, a reasonable 
assumption as V0 and Vd are often used interchangeably and have 
similar physiological values [17]. Vd is estimated to be 0.48 Ves [10].  

● Ees is modelled as Ec × HR3. HR is used as an indicator of Ees changes, 
and Ec is a constant, identified through calibration, representing 
subject-specific coupling between HR and Ees [10]. This relationship 

Table 1 
Identification of non-responsive interventions using d95. * indicates non- 
responsive interventions (d95,mea < 0.200, d95,est < 0.276). T/F shows whether 
d95,est successfully predicts a non-responsive intervention (TN: True Negative, 
TP: True Positive, FN: False Negative, FP: False Positive).  

Intervention d95,mea d95,est T/F 

Pig 1 RM 1 0.59 0.54 TN  
Fluids 1 0.25 0.11* FP  
RM 2 0.63 0.74 TN  
Endo 0.53 0.80 TN 

Pig 2 RM 1 0.43 0.36 TN  
Fluids 1 0.08* 0.07* TP  
RM 2 0.37 0.26* FP  
Endo 0.40 0.26* FP  
RM 3 0.57 0.37 TN  
Fluids 2 0.14* 0.17* TP  
RM 4 0.45 0.33 TN  
Fluids 3 0.13* 0.10* TP  
RM 5 0.54 0.39 TN 

Pig 3 RM 1 0.41 0.67 TN  
Fluids 1 0.19* 0.23* TP  
RM 2 0.33 0.48 TN  
Endo 0.67 0.92 TN 

Pig 4 RM 1 0.27 0.32 TN  
Fluids 1 0.18* 0.27* TP  
RM 2 0.30 0.31 TN  
Endo 0.27 0.25* FP  
RM 3 0.34 0.54 TN  
Fluids 2 0.13* 0.40 FN  
RM 4 0.68 0.55 TN  
Fluids 3 0.35 0.39 TN  
RM 5 0.58 0.55 TN 

Pig 5 RM 1 0.21 0.27* FP  
Fluids 1 0.21 0.17* FP  
RM 2 0.15* 0.18* TP  
Endo 0.27 0.19* FP  
RM 3 0.26 0.24* FP  
Fluids 2 0.16* 0.27* TP  
RM 4 0.31 0.28 TN  
Fluids 3 0.19* 0.24* TP  
RM 5 0.32 0.63 TN 

Pig 6 Fluids 1 0.20 0.12* FP  
RM 2 0.51 0.32 TN  
Endo 0.46 0.39 TN  

Fig. 4. ROC curve for non-responsive intervention identification using d95,est, 
with d95,mea as a reference method. The chosen cut-off dc,est of 0.276 maximises 
TPR − FPR. 
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is used because HR changes are typically mathematically sympa
thetic with changes in Ees, as regulatory mechanisms, such as the 
neural regulatory baroreflex, act on both, rather than each inde
pendently [20]. HR is calculated using the foot-to-foot time of Pmea, 
and filtered with a median filter (kernel size = 11) to mitigate the 
impact of abnormal beats which do not correspond to Ees changes. 

Using these surrogate terms and rearranging for Ves,est, Equation (2) 
becomes [10]: 

Ves,est =
Pes,mea

Ec × HR3 + Vd (3)  

2.4. Non-additionally invasive SV estimation 

SV is estimated from the 3-element Windkessel model implementa
tion in Ref. [11]. This pulse contour analysis model relates pressure and 
flow in the arteries using three lumped parameters (Z, R, C) representing 
resistance and compliance of the systemic circulation [21]. Model inputs 
are an arterial pressure waveform (Pmea), and pressure of the down
stream venous system which is assumed constant over a given beat, 
equal to the average Pcv during that beat, Pcv. 

Input Pmea is divided into a reservoir component (Pres) associated 
with filling the large arteries and an excess component (Pex), which is 
directly proportional to flow into the circulation (Qin): 

Pmea(t) = Pres(t) + Pex(t) (4) 

Pres is calculated from Pmea as an optimisation problem for a given 
beat by enforcing the condition there is no flow into the aorta during 
diastole, as presented in Ref. [11]. Knowing Pres, Equation (4) can be 
used to calculate Pex. Hence, SV for each beat is calculated from inte
grating Qin, knowing Qin = Pex

Z : 

SVest, n =
1
Z

∫ t0,n+1

t0,n
Pex(τ) dτ (5)  

where the nthbeat begins and ends at Pmea waveform foot t0, detected 
using a shear-transform algorithm [14], and Z is obtained from 
calibration. 

2.5. Calibration 

SVest and LEDVest were calibrated during 10 beats of stable recording 
at the beginning of each intervention in Fig. 2 for each pig using SVmea 

Fig. 5. LEDV changes in response to each intervention type (recruitment manoeuvre, fluid infusion, endotoxin infusion) for each pig. LEDV is normalised using the 
first step of each intervention, thus has no units. 
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and LEDVmea, with the exception of Pig 4 fluid interventions, and the first 
fluid intervention for Pigs 2 and 3. These interventions were calibrated 
at the end of the intervention as fluid administrations began during 
unstable hemodynamics with rapidly changing blood pressure following 
the RMs. Parameters identified from calibration (Vd,cal, Ec,cal, Zcal) were 
used for the remaining beats of each intervention. Clinically, calibration 
of SVmea and LEDVmea could be obtained non-invasively using 
echocardiography. 

Vd,cal,n and Ec,cal,n are identifed for the nth calibration beat by rear
ranging Equations (1) and (3), respectively: 

Vd,cal,n = 0.48 × Ves,n = 0.48(LEDVmea,n − SVmea,n) (6)  

Ec,cal,n =
Pes,mea,n

HR3
n ×

(

LEDVmea,n − SVmea,n − Vd,cal

) (7) 

Zcal,n is found for each calibration beat using a rearrangement of 
Equation (5): 

Zcal, n =
1

SVmea, n

∫ t0,n+1

t0,n
Pex(τ) dτ (8) 

Beat-wise calibration values (Vd,cal,n, Ec,cal,n, Zcal, n) are averaged 
across the 10 calibration beats to reduce the impact of measurement 
noise, obtaining a single value for each parameter (Vd,cal, Ec,cal, Zcal). 

The sequence of steps for model-based SVest and LEDVest estimation 
is:  

1. Inputs are measured/calculated: model input HR, Pmea, Pcv for all 
beats, and calibration SVmea & LEDVmea for 10 beats  

2. Pex is calculated for all beats from inputs Pmea, Pcv using SV model 
(Equation (4) [11])  

3. Zcal is calculated to calibrate Pex and thus SV model using SVmea for 10 
beats (Equation (8))  

4. SVest is calculated from Zcal, Pex for all beats (Equation (5))  
5. Vd,cal, Ec,cal are calculated to calibrate LEDV model using inputs Pmea, 

HR and 10 beats of SVmea & LEDVmea (Equations (6) and (7))  

6. LEDVest is calculated for all beats using calibration parameters Vd,cal, 
Ec,cal and inputs Pmea, HR (Equations(1) and (3)) 

The outcome is beat-to-beat LEDVest and SVest. This process is shown 
in Fig. 3. 

2.6. Analysis 

2.6.1. Response to interventions 
Non-responsive interventions were identified using the distance, d, 

of each [LEDVmea, SVmea] pair from the intervention mean [LEDVmea, 
SVmea] value. A 7-beat median filter of LEDVmea and SVmea was calculated 
to mitigate the impact of abnormal heart beats, and measurement noise. 
For each intervention, LEDV & SV measurements were normalised by 
dividing them by their respective intervention mean. The Euclidean 
distance, d, of each normalised measurement from the mean was iden
tified. The use of normalised measurements enables direct comparison 
between subjects. 

An intervention was considered non-responsive if the 95th percentile 
of d, d95, was less than the cut-off value dc,mea = 0.2, which represents 
measurements with LEDV/SV changes less than 20% from the mean. In 
these cases, LEDVmea & SVmea changes are small relative to LEDVmea 
measurement precision, where admittance catheter LEDV has Bland- 
Altman limits of agreement as large as 23% using real-time 3D echo
cardiography as a reference method [16]. Hence, within this limit, the 
LEDV-SV relationship cannot be reliably identified. This method for 
determining a response acknowledges either a change in LEDV or SV 
represents a change in hemodynamic state, and an intervention could 
successfully alter LEDV without altering SV, or vice versa. This analysis 
aims to identify non-responsive interventions, given the potential clin
ical harm of fluid overload from delivering fluids to non-responsive 
patients [9]. Hence, a non-response is considered “positive”, and a 
response is considered “negative”. 

The ability of SVest & LEDVest to successfully identify non-responsive 
interventions from d95,est is assessed using receiver-operator character
istic (ROC) analysis [22]. Specifically, d95,est is calculated for each pig 
and intervention in the same manner as d95, but using model-based SVest 
& LEDVest. The non-responsive intervention cut-off threshold (dc,est) was 
varied, producing a ROC curve of false positive rate (FPR) vs. true pos
itive rate (TPR). The optimal cut-off value (dc,est) was chosen to maxi
mise both sensitivity (TPR) and specificity (1 − FPR). Area under the 
curve (AUC) and balanced accuracy are used to provide a measure of 
diagnostic accuracy of the model for identifying non-responsive 
interventions. 

2.7. LEDV estimation 

Average LEDVmea and LEDVest for each step of each intervention type, 
LEDVmea and LEDVest, is calculated. For RMs, average LEDV at each PEEP 
level is identified. For fluid infusions, the final 50 beats are averaged 
from each 100 ml portion of the infusion. For endotoxin infusions and 
shock, 50 beats are averaged at 5 time points spread evenly across the 

Table 2 
FSC and R2 from the Frank-Starling curve line of best fit for each pig and 
intervention. NR indicates non-responsive interventions (d95,mea < 0.200) for 
which no line of best fit was calculated. * indicates R2 not meeting acceptable 
criterion (R2 < 0.65). FSC error is calculated as FSCest − FSCmea. Note, FSC and R2 

have no units.  

Intervention FSC FSC error R2 

mea est  mea est 

Pig 1 RM 1 0.46 0.50 0.04 0.91 0.94  
Fluids 1 0.54 0.23 − 0.30 0.94 0.91  
RM 2 0.48 0.59 0.11 0.96 0.99  
Endo 0.35 0.53 0.18 0.93 1.00 

Pig 2 RM 1 0.81 0.52 − 0.29 0.71 0.94  
Fluids 1 NR – – – –  
RM 2 0.60 0.52 − 0.08 0.87 0.91  
Endo 0.62 0.29 − 0.33 0.65 0.97  
RM 3 0.29 0.53 0.24 0.73 0.86  
Fluids 2 NR – – – –  
RM 4 0.41 0.46 0.05 0.66 0.83  
Fluids 3 NR – – – –  
RM 5 0.52 0.53 0.01 0.94 0.83 

Pig 3 RM 1 0.27 0.76 0.49 0.60* 0.99  
Fluids 1 NR – – – –  
RM 2 0.33 0.76 0.43 0.86 0.98  
Endo 0.40 0.60 0.20 0.96 0.99 

Pig 4 RM 1 0.93 0.59 − 0.34 0.85 0.97  
Fluids 1 NR – – – –  
RM 2 0.56 0.57 0.01 0.87 0.96  
Endo 0.51 0.40 − 0.10 0.80 0.90  
RM 3 0.79 0.60 − 0.19 0.81 0.99  
Fluids 2 NR – – – –  
RM 4 1.27 0.59 − 0.68 0.88 0.92  
Fluids 3 0.86 0.50 − 0.36 0.73 0.86  
RM 5 1.09 0.65 − 0.44 0.94 0.66 

Pig 5 RM 1 0.17 0.62 0.45 0.16* 0.95  
Fluids 1 0.20 0.38 0.18 0.66 0.97  
RM 2 NR – – – –  
Endo 0.43 0.50 0.07 0.89 0.95  
RM 3 0.19 0.56 0.37 0.49* 0.88  
Fluids 2 NR – – – –  
RM 4 0.11 0.67 0.56 0.16* 0.96  
Fluids 3 NR – – – –  
RM 5 0.28 0.59 0.32 0.48* 0.96 

Pig 6 Fluids 1 0.16 0.29 0.13 0.71 0.91  
RM 2 0.21 0.50 0.29 0.83 0.88  
Endo 0.13 0.36 0.22 0.77 0.77  
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duration of the 30 min infusion (Pigs 2,4,5), or from the beginning of the 
infusion until death (Pigs 1,3,6). Averaging of LEDV in this manner aims 
to reduce noise corresponding to LEDV changes not caused by the 
intervention. 

The agreement between LEDVmea and LEDVest values is assessed by 
Bland-Altman analysis [23]. Median bias and 95% range [2.5th, 97.5th 
percentiles] are used for limits of agreement, ensuring no assumption is 
made about how error is distributed. Acceptable limits are ±35 ml based 
on reported 95% limits of agreement of [-59, 11 ml] from contrast 
echocardiography compared against MRI [24]. The defined acceptable 
limits allow for a similar range of measurements, but expect 0 bias for 
this calibrated method. 

Model ability to capture LEDV trends is assessed by polar plot anal
ysis [25] using LEDVmea and LEDVest . For each LEDV measurement an 
X–Y pair of ΔLEDV percentage changes is calculated (X: ΔLEDVmea, Y: 
ΔLEDVest). Polar angle (θ) is calculated as the angle of divergence of the 
ΔLEDV X–Y vector from the identity line Y = X. Radius is the mean 
percentage change of the two methods. Trending ability is assessed using 
angular limits of agreement, defined as the larger value of the 2.5th & 
97.5th percentile of θ, calculated with angles converted to a [-90◦, +90◦] 
range. Only sufficiently large ΔLEDV are used in calculating limits of 
agreement, with small changes within a radius of <10% ignored due to 
the impact of measurement noise. Acceptable angular limits of agree
ment are ±30◦, based on those proposed for cardiac output monitoring 
[25]. 

SV estimation agreement of the pulse contour model is presented in 
Refs. [11,26], and is not assessed here as it is not the focus of this study. 

2.8. Frank-Starling curves 

For each pig and intervention a Frank-Starling plot using measured 
and estimated LEDV & SV is created. A 7-beat median filter of measured 
and estimated LEDV & SV is calculated to mitigate the impact of 
abnormal heart beats, and measurement noise. For each intervention 
with a sufficient response (i.e. not a non-responsive intervention), a pig- 
specific linear-least-squares line of best fit for the LEDV-SV relationship 

is identified. R2 is a measure of goodness of fit to a linear model. An 
acceptable R2 is defined as R2 ≥ 0.65, so 65% of the variation in SV is 
explained by the linear model. This criterion acknowledges some vari
ation in SV will result from temporal or disease driven changes such as 
from changing afterload, cardiac contractility, systemic resistance and/ 
or arrhythmia [13,20], while largely adhering to the linear model. 
Overall, this choice is a lower limit measure of good correlation between 
these variables [27]. Additional higher limits of R2 ≥ 0.75 and R2 ≥ 0.85 
are also considered, where R2 ≥ 0.85 represents strong correlation in 
this context. Bland-Altman analysis is used to assess the agreement of 
model-estimated FSC with measured FSC using [23]. 

3. Results 

3.1. Response to interventions 

Table 1 shows d95, used to identify non-responsive interventions. Of 
38 interventions across all pigs, 8 of 12 total fluid infusions and 1 RM 
were non-responsive interventions. Fig. 4 shows the ROC curve for 
identifying non-responsive interventions using d95,est. A cut-off for dc,est 
between 0.274 and 0.279 maximised TPR − FPR. Balanced accuracy for 
this cut-off value was 0.82. 

A summary table of measured signals during each intervention for 
each pig is given in appendix Table A.1. 

3.2. LEDV estimation 

Fig. 5 shows each pig’s LEDVmea and LEDVest responses to each 
intervention type. Additionally, LEDV errors are given in appendix 
Table A.2. Fig. 6 shows Bland-Altman analysis of LEDVest agreement 
with LEDVmea, and polar plot analysis of LEDVest trending ability. Bland- 
Altman median bias and limits of agreement [2.5th, 97.5th percentile] 
of 2 ml [-14, 23] are well within the criterion of ±35 ml. Polar plot 
analysis angular limit of agreement is ±33◦, slightly poorer than the 
target limit of ±30◦. 

Fig. 6. A) Bland-Altman plot showing agreement of LEDVest and LEDVmea. B) Polar plot shows trending ability of LEDVest against LEDVmea.  
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3.3. Frank-Starling curves 

Fig. 7 shows the Frank-Starling curves and line of best fit used to find 
FSC. R2 values and FSC from each line of best fit, both measured and 
estimated, are given in Table 2. Using LEDVmea and SVmea, a linear model 

was acceptable (R2
mea ≥ 0.65) for 24 of 29 responsive interventions. Also, 

17 of 29 interventions had R2
mea ≥ 0.75, and 13 of 29 interventions had a 

strong correlation (R2
mea ≥ 0.85). Fig. 8 shows the Bland-Altman agree

ment of FSCest, with FSCmea. Median bias and limits of agreement are 

Fig. 7. Frank-Starling curves and line of best fit from measured and estimated values for each intervention for each pig. For clarity, 300 beats from each intervention 
are plotted as points, but all beats are used in line of best fit calculation. 
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0.07 [-0.68, 0.56] for FSC from each pig and intervention. 

4. Discussion 

4.1. Response to interventions 

Using LEDVest and SVest to calculate d95,est and establish non- 
responsive interventions yielded a good ROC curve AUC of 0.83 
(Fig. 4) and reasonable balanced accuracy of 0.82. Thus, model-based, 
non-additionally invasive LEDVest and SVest are potentially good met
rics to clinically assess whether a patient responds to treatment. Note, 
this definition of non-responsive is where LEDV and SV changes are 
small relative to measurement precision, and thus patient state is in a 
small cluster on the Frank-Starling curve. 

The optimal dc,est established from the ROC curve of 0.276 is slightly 
higher than the defined dc,mea of 0.200, reflecting the increased uncer
tainty from model-estimated LEDVest & SVest. This optimal value may 
also reflect smaller numbers in the ROC curve of Fig. 4. This dc,est yielded 
9 FP and 1 FN. Pig 5 in particular had 4 FP interventions, marginal cases 
for which d95,mea and d95,est were both near to their respective cut-off 
values. The optimisation criterion using TPR − FPR equally weights 
sensitivity and specificity. In the specific context of assessing fluid- 
responsiveness to determine whether fluids should be administered, it 
is important to avoid incorrectly identifying patients as responsive, 
which could lead to unnecessary fluid delivery and potentially harmful 
fluid overload [9]. Thus, a differently weighted optimisation criterion 

could be preferable to avoid the incidence of false negatives. 

4.2. LEDV estimation 

RMs led to a reduction in preload, which tended to have a similar 
effect for a given pig, but differ between pigs (Fig. 5). Fluid infusions 
increased preload at first and later plateaued, and the extent to which 
preload increased varied between pigs (Fig. 5). A total of 8 of 12 fluid 
infusions were non-responsive interventions (Table 1), for which SV/ 
LEDV changes during the intervention were small relative to SV/LEDV 
measurement precision, based on the d95,mea < 0.2 criterion. Endotoxin 
infusion and ensuing shock reduced LEDV for all pigs, with different 
trajectories for each pig (Fig. 5). All responses and variability between 
pigs matched expectations. 

LEDVest had good agreement with LEDVmea with median bias and 
limits of agreement of 2.2 ml [-13.8, 22.5] (Fig. 6A), well within the 
acceptance criterion of ±35 ml. Trending ability was reasonable with an 
angular limit of agreement of 33◦ (Fig. 6B), just outside the criterion of 
30◦. The low bias and good agreement of this non-additionally invasive, 
continuous LEDV monitoring method make it a promising potential 
clinical tool for hemodynamic monitoring. 

4.3. Frank-Starling curves 

The measured LEDV-SV relationship was linear for most in
terventions, with R2 ≥ 0.65 for 24 of 29 interventions (Table 2), and a 

Fig. 8. Bland-Altman plot showing agreement of measured and estimated FSC. Errors for each responsive intervention are shown.  
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strong linear correlation (R2 ≥ 0.85) was measured for 13 of 29 in
terventions. This linear relationship meets expectations based on [28, 
29]. Thus, it is reasonable to characterise the Frank-Starling relationship 
using a linear model, using the gradient from the line of best fit, FSC. 

FSC estimated from each intervention had low bias but wide limits of 
agreement of 0.07 [-0.68, 0.56] (Fig. 8). The limited number of in
terventions/pigs makes it challenging to reliably assess the accuracy and 
precision of FSC estimation. 

FSC potentially provides a useful clinical metric to characterise 
cardiac muscle performance as it reflects the force-length relation, and 
thus contractility, of cardiac muscle [30]. While contractility lacks a 
precise definition [31], FSC provides a readily interpretable metric 
based on known physiological responses and is dynamically identified 
from cardiac performance during a perturbation. Also, FSC is potentially 
useful for predicting and controlling SV responses for a therapy that 
induces a known change in preload, a holy-grail of hemodynamic 
management [3]. Note, Ees from the LEDV model (Equation (2)) is also a 
measure of contractility, in this case identified from the phenomeno
logical relationship between Ees and HR [10]. This is a sufficient 
assumption for delivering good LEDV estimates but in the context of 
monitoring contractility this identification of Ees offers no additional 
information beyond measuring HR changes. On the other hand, FSC is 
information rich, based on the response of multiple physiological vari
ables to a perturbation. 

4.4. Limitations 

4.4.1. Experimental interventions 
A controlled pig trial differs from critically ill patients. First, while 

the anatomy of the porcine and human cardiovascular systems is similar, 
there are differences [32]. Second, the pig trial enables higher fidelity 
pressure catheter signals, where clinically, pressure catheters have more 
potential for artefacts [33,34]. Third, interventions in this trial, while 
designed to mirror ICU treatments, will not be directly equivalent, and 
may not reflect the entire range of physiological states seen in the ICU. 
The effect of RMs is diminished as pigs have an open chest held closed 
with clamps. However, the controlled pig trial enables validation mea
surements of SV with an aortic flow probe and LEDV with an admittance 
catheter, and interventions not feasible in a clinical scenario, all of 
which are useful for validating this method. 

This study includes a limited number of pigs and intervention types. 
Thus, relationships shown in this study may not necessarily hold true 
under different physiological conditions. In particular, it would be 
useful to trial an intervention aiming to induce changes in contractility, 
such using inotropes, to assess how FSC and other physiological vari
ables respond. However, the interventions trialled did achieve a large 
range of physiological states, with large ranges of pressures and SVs 
during the interventions (Table A.1). Thus, these data provide a robust 
validation set, where the results presented justify further optimisation 
and validation with human data. 

4.5. Model assumptions 

The models used are simple, lumped parameter models, which do not 
account for spatially varying information. As a result they will not 
capture all complex phenomena contributing to pressure-volume re
lationships in the circulation. An SV model able to account for arterial 
wave reflection may be more appropriate clinically, but would require 
an additional, typically invasive, pulse wave velocity measurement as an 
input [35]. The models chosen require fewer inputs, while still deliv
ering acceptable accuracy/precision [11]. 

Both SV and LEDV models rely on an input pressure, Pmea, as their 
primary input. Artefacts in this signal, or local phenomena causing 
arterial pressure changes at the pressure catheter site, will lead to error. 
However, arterial pressure signals are routinely used in the ICU, with a 
waveform potentially rich in information, making them a good input 

clinically. 
The model requires calibration which may introduce error. First, 

sensor drift and/or shift in physiological factors affecting model as
sumptions and calibration parameter values, such as changes in vaso
constriction, blood volume and disease onset, may introduce error such 
that recalibration is required. Second, the need for calibration during a 
period of stable hemodynamics is important as rapid changes in Pmea, or 
arrhythmia, during calibration will affect waveform shape, and thus 
parameter estimates, creating poor calibration values. In this study, 
neither of these present a major concern, as over a 30 min period these 
factors are expected to change only a small amount. Finding a 10-beat 
period of stable Pmea was achieved for all interventions. 

The methodology used in this study to generate Frank-Starling 
curves, and thus calculate d95,est and FSCest, could be applied to other 
clinically applicable measures of LEDV and SV. Non-additionally inva
sive SV measures are reviewed in Ref. [36]. The authors are unaware of 
any other non-additionally invasive, continuous LEDV measures. Echo
cardiography provides non-invasive intermittent measurement of LEDV 
[24], and invasive thermodilution/PAC methods provide continuous 
LEDV monitoring [37]. 

4.6. Frank-Starling curves 

The ability to establish the Frank-Starling relationship, and thus FSC, 
is ultimately limited by the accuracy and precision of LEDV and SV 
measurements. With more precise measures, smaller responses could 
reliably be detected, and the slope of the relationship could be better 
identified. The results shown here are limited to responses with d95 ≥

0.2, which is still clinically potentially useful. 
The Frank-Starling relationship, originally conceived by Starling for 

an isolated heart-lung preparation [6], is the preload-SV relationship 
when other factors, namely afterload and inotropy, are constant. For the 
in-tact circulation, afterload and inotropy cannot be made constant 
independently of preload because these factors are inextricably linked. 
Studies investigating the Frank-Starling relationship in vivo observe a 
linear relationship for the LEDV-Stroke work (SW) relationship [28,38] 
and LEDV-SV relationship [39], findings which likely reflect autor
egulatory mechanisms where arterial afterload is adapted in response to 
LEDV changes [40]. Adjusting for afterload changes in the calculation of 
the Frank-Starling curves could produce the ‘true’ preload-SV relation
ship, but would add to the complexity of the method. This study uses the 
observed LEDV-SV relation as a clinically identifiable and readily 
interpretable relationship, with a focus on SV rather than SW given the 
end-goal of hemodynamic management to ensure perfusion through the 
body. 

4.7. Translational considerations 

Clinical validation is needed given the preliminary nature of these 
results whose predominant outcome is demonstrating the potential of 
these non-invasive, model-based methods. Validation of LEDV and SV 
could be measured using echocardiography, or a pulmonary artery 
catheter (PAC) where clinically appropriate. A key challenge is if clinical 
interventions/disease processes induce changes sufficiently large in 
relation to echocardiography/PAC precision to identify Frank-Starling 
curves. This issue could potentially be mitigated with repeated in
terventions to reduce noise by averaging, such as via a passive leg raise 
repeated several times. Establishing an appropriate frequency of reca
libration is an important translational consideration to address during 
clinical validation. Clinical monitoring is typically for a much longer 
duration (hours) than the interventions in these studies (≤30 min), thus 
sensor and physiological factors may change over this time-frame 
requiring recalibration. 
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5. Conclusions 

This study provides proof-of-concept preload changes and Frank- 
Starling curves could be non-additionally invasively estimated for crit
ically ill patients. For a pig trial during hemodynamic interventions, the 
ability of model-based, non-additionally invasive LEDV and SV to 
identify non-responsive interventions was good, as shown by ROC 
analysis. Model-based LEDV showed good Bland-Altman agreement and 
polar plot trending performance, using an admittance catheter as a 
reference method. Model-based LEDV and SV estimation were used to 
produce Frank-Starling curves, and thus estimate FSC. Hence, these 
preliminary results show these metrics could potentially provide clini
cians with more insight into the efficacy of treatment and physiological 
mechanisms contributing to circulatory failure at the patient bedside. 
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A Additional results.  

Table A.1 
Summary of measured signals for each intervention for each pig. All values are presented as median and 95% range [2.5th percentile, 97.5th percentile]. N is the 
number of beats. P refers to beat-wise mean pressure. PP refers to pulse pressure.   

Intervention N SVmea LEDVmea Pmea  Pmea PP Pcv  HR 

ml mmHg bpm 

Pig 1 RM 1 493 26 [11,33] 87 [56, 96] 51 [30, 56] 37 [14, 42] 12.1 [11.4, 15.1] 62 [61, 64]  
Fluids 1 1748 34 [25, 41] 109 [91, 116] 60 [52, 61] 41 [36, 42] 12.7 [11.4, 13.5] 58 [57, 60]  
RM 2 459 30 [12,39] 100 [64, 118] 52 [31, 58] 35 [8,38] 13.4 [12.7, 16.3] 58 [57, 59]  
Endo 317 25 [11,30] 97 [57, 101] 53 [26, 55] 33 [3,35] 12.8 [12.3, 14.7] 57 [57, 58] 

Pig 2 RM 1 506 31 [14,38] 106 [89, 116] 54 [42, 56] 37 [24,40] 5.3 [4.4, 6.9] 66 [62, 71]  
Fluids 1 1600 32 [29,35] 115 [105, 122] 55 [53, 56] 40 [38, 42] 9.1 [5.5, 10.1] 63 [49, 88]  
RM 2 493 28 [13,35] 115 [95, 125] 55 [43, 56] 38 [24, 41] 8.8 [8.3, 10.5] 62 [46, 93]  
Endo 1967 19 [13,29] 103 [92, 117] 49 [44, 54] 30 [24,38] 9.7 [9.0, 10.4] 66 [51, 79]  
RM 3 566 12 [4,16] 89 [71, 110] 42 [29, 45] 23 [13,27] 10.1 [9.5, 11.4] 72 [67, 75]  
Fluids 2 2172 16 [13,18] 86 [82, 90] 51 [48, 53] 37 [32,39] 10.3 [9.1, 11.0] 67 [61, 75]  
RM 4 534 14 [7,19] 84 [68, 94] 46 [34, 50] 34 [22,39] 10.0 [9.3, 10.8] 68 [60, 73]  
Fluids 3 2273 18 [15,20] 90 [84, 96] 46 [44, 48] 37 [33,40] 9.9 [8.4, 10.8] 65 [59, 73]  
RM 5 506 14 [5,18] 81 [66, 93] 42 [30, 45] 30 [17,34] 9.9 [9.2, 10.9] 64 [58, 69] 

Pig 3 RM 1 615 35 [24, 43] 109 [71, 124] 44 [29, 52] 27 [10,36] 5.6 [5.1, 6.5] 77 [68, 90]  
Fluids 1 2176 44 [35, 49] 133 [108, 153] 53 [46, 54] 38 [28,40] 7.2 [5.6, 8.3] 73 [55, 101]  
RM 2 545 38 [28, 47] 152 [116, 175] 46 [35, 53] 29 [14,37] 6.4 [5.8, 7.5] 69 [53, 94]  
Endo 1566 32 [8, 41] 136 [85, 160] 48 [26, 55] 25 [1,36] 7.4 [5.8, 9.4] 70 [53, 96] 

Pig 4 RM 1 789 31 [21, 41] 84 [74, 92] 77 [68, 84] 31 [27,35] 4.4 [3.7, 6.8] 101 [81, 129]  
Fluids 1 3114 35 [29,39] 102 [83, 108] 84 [77, 86] 36 [31,38] 5.5 [4.0, 6.5] 87 [79, 109]  
RM 2 734 30 [20,38] 93 [81, 108] 84 [72, 89] 32 [27,37] 5.7 [5.1, 8.8] 91 [88, 96]  
Endo 2754 29 [24,39] 81 [75, 97] 78 [72, 89] 29 [25,36] 6.8 [4.8, 7.6] 88 [82, 93]  
RM 3 648 25 [11,31] 77 [67, 83] 53 [41, 63] 25 [19,27] 6.4 [5.8, 8.2] 82 [72, 90]  
Fluids 2 2988 30 [24,34] 83 [77, 88] 64 [54, 67] 32 [25,34] 6.0 [5.0, 6.8] 83 [68, 94]  
RM 4 680 17 [4,33] 69 [61, 79] 37 [29, 57] 22 [16,33] 7.0 [5.8, 8.6] 85 [80, 91]  
Fluids 3 2866 23 [10,29] 78 [67, 82] 46 [34, 49] 31 [20,32] 9.6 [7.0, 11.1] 82 [78, 87]  
RM 5 574 15 [5,25] 73 [62, 80] 34 [24, 42] 22 [12,28] 10.6 [10.2, 11.9] 75 [52, 84] 

Pig 5 RM 1 582 22 [18,28] 83 [70, 94] 42 [34, 46] 31 [23,39] 5.9 [4.6, 6.6] 74 [65, 83]  
Fluids 1 1896 29 [23,33] 102 [88, 131] 45 [41, 47] 35 [31,37] 12.1 [8.0, 15.3] 68 [55, 85]  
RM 2 944 30 [25,33] 107 [98, 134] 46 [40, 48] 35 [29,37] 14.5 [12.2, 15.6] 66 [55, 84]  
Endo 1979 20 [17,28] 95 [84, 116] 39 [37, 43] 26 [22,33] 11.3 [9.4, 12.3] 66 [58, 79]  
RM 3 505 17 [13,19] 86 [70, 95] 35 [31,38] 19 [14,23] 6.5 [6.0, 7.1] 64 [55, 74]  
Fluids 2 2176 19 [16,21] 94 [84, 101] 35 [33,38] 22 [18,26] 8.6 [6.3, 11.7] 60 [51, 72]  
RM 4 463 16 [12,20] 88 [68, 98] 35 [31,38] 21 [17,26] 13.2 [11.6, 14.1] 58 [51, 68]  
Fluids 3 1776 19 [15,21] 97 [88, 107] 39 [33,40] 25 [19,26] 15.7 [13.4, 17.3] 59 [50, 71]  
RM 5 482 14 [11,19] 86 [70, 96] 32 [27,38] 15 [10,21] 15.3 [14.3, 16.8] 61 [51, 71] 

Pig 6 Fluids 1 1851 14 [11,16] 86 [72, 97] 44 [41, 46] 38 [33, 41] 3.4 [2.6, 5.2] 73 [71, 75]  
RM 2 560 11 [6,16] 73 [54, 91] 38 [31, 42] 23 [13,31] 6.8 [4.7, 8.8] 70 [68, 71]  
Endo 1600 10 [5,13] 59 [47, 87] 39 [32, 43] 29 [13,32] 8.1 [6.9, 10.0] 72 [69, 75]   
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Table A.2 
LEDV estimation error for each pig and intervention. Error is calculated in ml using LEDVest − LEDVmea, then converted to a percentage. All values are presented as 
median [2.5th, 97.5th percentile] of all beats from that intervention.   

Intervention LEDVmea LEDVest LEDV Error 

ml ml ml % 

Pig 1 RM 1 87 [56, 96] 82 [56, 89] − 1 [-14, 8] − 1 [-18, 11]  
Fluids 1 109 [91, 116] 101 [90, 104] − 7 [-13, − 0] − 7 [-12, − 0]  
RM 2 100 [64, 118] 104 [66, 112] 2 [-17, 16] 2 [-18, 20]  
Endo 97 [58, 101] 99 [54, 101] 1 [-4, 9] 1 [-7, 10] 

Pig 2 RM 1 106 [89, 117] 107 [83, 115] − 0 [-18, 9] − 0 [-17, 8]  
Fluids 1 115 [105, 122] 117 [111, 120] 3 [-5, 9] 2 [-4, 9]  
RM 2 115 [95, 125] 118 [96, 121] 3 [-9, 10] 2 [-7, 9]  
Endo 103 [92, 117] 98 [78, 112] − 9 [-17, 5] − 9 [-17, 5]  
RM 3 89 [71, 110] 94 [84, 99] 5 [-16, 16] 6 [-15, 23]  
Fluids 2 86 [82, 90] 88 [83, 91] 2 [-2, 6] 3 [-3, 8]  
RM 4 84 [68, 94] 82 [72, 88] − 2 [-13, 9] − 2 [-15, 12]  
Fluids 3 90 [84, 96] 92 [86, 95] 1 [-4, 6] 2 [-4, 7]  
RM 5 80 [66, 93] 84 [72, 90] 2 [-8, 11] 3 [-9, 16] 

Pig 3 RM 1 109 [71, 124] 103 [73, 117] − 5 [-30, 27] − 4 [-27, 32]  
Fluids 1 134 [108, 153] 116 [96, 124] − 24 [-38, 10] − 18 [-25, 9]  
RM 2 152 [116, 175] 150 [126, 166] 0 [-19, 24] 0 [-12, 18]  
Endo 136 [85, 160] 158 [90, 190] 25 [1,39] 18 [1,28] 

Pig 4 RM 1 84 [74, 92] 81 [64, 92] − 3 [-11, 2] − 3 [-14, 2]  
Fluids 1 102 [83, 108] 105 [83, 109] 3 [-3, 9] 3 [-3, 9]  
RM 2 93 [81, 108] 97 [80, 107] 2 [-3, 7] 2 [-3, 8]  
Endo 81 [75, 97] 83 [79, 102] 3 [-4, 8] 3 [-4, 10]  
RM 3 77 [67, 83] 73 [55, 84] − 4 [-14, 4] − 5 [-20, 5]  
Fluids 2 83 [77, 88] 88 [71, 92] 4 [-7, 8] 5 [-9, 10]  
RM 4 69 [61, 79] 60 [50, 78] − 8 [-13, 1] − 12 [-20, 2]  
Fluids 3 78 [67, 82] 78 [59, 81] − 1 [-9, 3] − 1 [-13, 5]  
RM 5 73 [62, 80] 76 [60, 82] 2 [-4, 8] 2 [-6, 12] 

Pig 5 RM 1 83 [70, 94] 82 [73, 88] − 1 [-12, 8] − 2 [-13, 11]  
Fluids 1 102 [88, 131] 103 [91, 108] − 1 [-24, 8] − 1 [-18, 9]  
RM 2 107 [98, 134] 123 [111, 126] 11 [-9, 25] 11 [-7, 25]  
Endo 95 [84, 116] 103 [97, 111] 9 [-6, 14] 10 [-5, 17]  
RM 3 86 [70, 95] 82 [75, 86] − 3 [-13, 5] − 3 [-14, 7]  
Fluids 2 94 [84, 101] 102 [86, 111] 7 [-6, 19] 8 [-6, 21]  
RM 4 88 [68, 98] 81 [76, 88] − 3 [-18, 9] − 4 [-19, 13]  
Fluids 3 97 [88, 107] 102 [92, 106] 5 [-7, 12] 5 [-6, 14]  
RM 5 86 [70, 96] 76 [66, 88] − 10 [-18, 3] − 11 [-22, 3] 

Pig 6 Fluids 1 86 [72, 97] 79 [73, 84] − 8 [-14, 2] − 9 [-15, 3]  
RM 2 73 [54, 91] 78 [70, 85] 8 [-8, 19] 11 [-10, 33]  
Endo 59 [47, 87] 77 [64, 86] 17 [-2, 26] 30 [-3, 53]  
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