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a b s t r a c t 

Background and Objectives: Accurate, reproducible, and reliable real-time clinical measurement of stroke 

volume (SV) is challenging. To accurately estimate arterial mechanics and SV by pulse contour analysis, 

accounting for wave reflection, such as by a tube-load model, is potentially important. This study tests for 

the first time whether a dynamically identified tube-load model, given a single peripheral arterial input 

signal and pulse transit time (PTT), provides accurate SV estimates during hemodynamic instability. 

Methods: The model is tested for 5 pigs during hemodynamic interventions, using either an aortic flow 

probe or admittance catheter for a validation SV measure. Performance is assessed using Bland-Altman 

and polar plot analysis for a series of long-term state-change and short-term dynamic events. 

Results: The overall median bias and limits of agreement (2.5th, 97.5th percentile) from Bland-Altman 

analysis were -10% [-49, 36], and -1% [-28,20] for state-change and dynamic events, respectively. The an- 

gular limit of agreement (maximum of 2.5th, 97.5th percentile) from polar-plot analysis for state-change 

and dynamic interventions was 35.6 ◦, and 35.2 ◦, respectively. 

Conclusion: SV estimation agreement and trending performance was reasonable given the severity of the 

interventions. This simple yet robust method has potential to track SV within acceptable limits during 

hemodynamic instability in critically ill patients, provided a sufficiently accurate PTT measure. 

© 2021 Elsevier B.V. All rights reserved. 
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. Introduction 

Stroke volume (SV) and cardiac output (CO) are important clin- 

cal metrics for hemodynamic management of critically ill patients, 

articularly for diagnosing and managing circulatory failure [1–3] a 

ajor contributor to mortality in intensive care unit (ICU) [4] . SV 

nd CO provide information on blood flow out of the heart beat- 

y-beat and on average, respectively. The European Society of In- 

ensive Care Medicine has recommended using these metrics, mea- 

ured in real-time, to evaluate patient status and response to ther- 

py [5] . 

However, accurate real-time clinical measurement of SV and 

O is challenging. Indicator dilution, the clinical gold standard CO 

onitoring method, is invasive, intensive [3,6] , and adds fluid load. 

ulse contour analysis methods use only an arterial waveform to 

stimate CO, while being non-additionally invasive. However, cur- 
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ent, clinically available, non-additionally invasive devices have in- 

ufficient accuracy for use in critically ill patients [6] . Further work 

s needed to develop non-additionally invasive monitoring for SV 

r CO, which is reproducible and reliable across a range of physio- 

ogical states [7,8] . 

Existing pulse contour analysis devices use features of the arte- 

ial waveform [6] (e.g. standard deviation, area under the systolic 

ortion of the curve) or more complex mathematical models based 

n waveform shape (e.g. the 3-Element Windkessel model [9,10] ). 

owever, these methods generally cannot account for wave reflec- 

ion in the arterial system, where a pressure wave travelling away 

rom the heart is reflected backwards due to impedance differences 

n the arteries, such as at bifurcations [11] . These reflected waves 

lter the shape of arterial flow and pressure waveforms [11] . Thus, 

ccounting for wave reflection is potentially important for deter- 

ining arterial pressure-flow relationships to accurately estimate 

rterial mechanics and, subsequently, SV / CO by pulse contour 

nalysis. 

https://doi.org/10.1016/j.cmpb.2021.106062
http://www.ScienceDirect.com
http://www.elsevier.com/locate/cmpb
http://crossmark.crossref.org/dialog/?doi=10.1016/j.cmpb.2021.106062&domain=pdf
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Tube-load models capture wave propagation and reflection phe- 

omena, with the benefit of few parameters [12] , so they are 

linically identifiable. A review of tube-load models for monitor- 

ng arterial hemodynamics is given in [12] . Generally, model us- 

ge focuses on monitoring central pressures from peripheral ones, 

nd investigating various phenomena including wave reflection 

nd compliance. Hahn et al. [13] use 2 distinct peripheral arterial 

ressure waveforms to estimate central pressure and flow using 

 tube-load model, although SV / CO estimation accuracy is not 

irectly investigated. Some preliminary studies investigate tube- 

oad / transfer function based models to identify CO with clinically 

cceptable outcome, using carotid and femoral arterial pressures 

14,15] . 

This study tests whether a dynamically identified tube-load 

odel given a clinically common, single peripheral arterial input 

ignal, and pulse transit time (PTT) provides a sufficiently accurate 

stimate of SV during hemodynamic instability. A novel method 

or using the tube-load model for pulse contour analysis to obtain 

on-additionally-invasive, continuous, model-based SV estimation 

s presented. SV monitoring meeting this description would enable 

irect monitoring of heart function and response to care with in- 

ight and resolution not currently possible [16] . 

. Materials and methods 

.1. Porcine trials and measurements 

5 pure Piétrain pigs, weighing 18.5kg to 29.0kg, were used. 

nitial sedation and anaesthesia was achieved using Zoletil 

0.1mLkg −1 ) and diazepam (1mg kg −1 ). A continuous infusion of 

ufentanil (0.1mL kg −1 at 0.005mg mL −1 ), Thiobarbital (0.1mL 

g −1 h 

−1 ) and Nimbex (1mL kg −1 h 

−1 at 2mg mL −1 ), delivered via

uperior vena cava catheter were used to maintain sedation and 

nesthesia. Pigs were mechanically ventilated via tracheostomy, 

sing a GE Engstrom CareStation mechanical ventilator (GE 92 

ealthcare, Waukesha, US) with baseline positive end-expiratory 

ressure (PEEP) of 5 cmH 2 O and tidal volume of 10mL kg −1 . 

Left ventricular pressures and volumes ( V LV ) were measured 

sing 7F micromanometer-tipped admittance catheters (Transonic 

cisense Inc., Ontario, Canada). Blood pressure was measured using 

igh fidelity pressure catheters (Transonic, Ithaca, NY, USA) in the 

roximal aorta ( P ao ) and femoral artery ( P f em 

). Aortic flow ( Q ao ) was

easured from an aortic flow probe positioned on the proximal 

orta near the aortic valve (Transonic, Ithaca, NY, USA). Once the 

robe was located, the thorax was held closed using clamps. All 

ata was recorded as a single Notocord data file (Instem, Croissy- 

ur-Seine, France), at a sampling rate of 250Hz. 

Pigs underwent several interventions: a respiratory recruitment 

anouevre (RM) in which PEEP is increased in steps of 5 cmH 2 O 

o PEEP of ≥ 15 cmH 2 O to reduce systemic venous return and thus 

V [2] ; a fluid infusion of 500mL of saline solution over30min to 

ncrease circulatory volume and ventricular preload; and an infu- 

ion of E. Coli lipopolysaccharide (0.5mg kg −1 over 30minute) to 

roduce a septic shock like response [17] . 

Pig experiments were conducted at the Centre Hospitalier Uni- 

ersitaire de Liége, Belgium and were approved by the Ethics Com- 

ittee of the University of Li ége Medical Faculty, permit number 

4–1726. 

.2. Data collection 

State-change events , 5 short periods with a duration of 10 

eats to test the ability of the model to track longer-term changes 

etween a range of hemodynamic states, were identified and anal- 

sed: 
2 
1. Control: At the beginning of the experiment, after instrumenta- 

tion is in place, and the pig is in a stable state. 

2. high PEEP: During high PEEP ( ≥ 15 cmH 2 O) of a recruitment 

manoeuvre. 

3. high Fluids: Shortly following the end of the fluid infusion in- 

tervention. 

4. Start Endotoxin: During start of the endotoxin infusion. 

5. End Endotoxin: Just prior to the end of the endotoxin infusion, 

or just prior to circulatory failure in pigs 1, 3, & 5 for which 

cardiac failure occurred before completion of the full 30 minute 

infusion. 

For these events, the model is calibrated during the control 

vent and SV estimation accuracy is assessed for subsequent in- 

erventions periods, matching potential clinical use. 

Dynamic Events , two longer events to assess the ability of the 

odel to track rapid SV changes during hemodynamic instability, 

ere identified and analysed for each pig: 

1. RM: 8 minutes encompassing a recruitment manoeuvre, prior 

to fluid / endotoxin infusions. 

2. Endotoxin: The final 8 minutes of the 30 minute endotoxin in- 

fusion for pigs 2 & 4, or the final 8 minutes up until circulatory 

failure for Pigs 1, 3, & 5. 

For these events, the model is calibrated during the first 10 

eats of the event, and SV estimation accuracy is assessed for all 

ubsequent beats. The fluid infusion intervention is not used be- 

ause SV remained stable in most pigs. The experimental time- 

chedule and events are illustrated in Fig 1 . 

.3. Signal processing and beat identification 

All signals were filtered with a 5th order Butterworth low-pass 

lter, with a cut-off frequency of 20 Hz ( P f em 

, P ao ) and 10 Hz for

oisier signals ( V LV , Q ao ). Filtered waveforms were used for all sub- 

equent analysis. 

The foot ( t 0 ) of each waveform ( P f em 

, P ao , Q ao ), marking the be-

inning of systole / contraction was found using a shear-transform 

lgorithm [18] . The end-systole point ( t d ) for P f em 

& P ao , marking

he end of contraction, was identified using a second-derivative 

ased method [19] . P T T was identified as the time delay between

he foot of P ao ( t 0 ,ao ) and P f em 

( t 0 , f em 

), providing an accurate mea-

ure of P T T for model validation. Less invasive estimates of P T T 

ould be obtained via various clinically available devices [20] as 

nvasive aortic catheterization is clinically infeasible. 

.4. Validation SV measure 

Measured SV ( SV mea ) is used for validation and calibration as 

easured from integrating an aortic flow probe signal ( Q ao ) in Pigs 

 - 5. For Pig 1 an admittance catheter was used due to sensor 

rror from the aortic flow probe. In this case, SV mea was calculated 

s the difference between the maximum and minimum ventricle 

olume ( V LV ) for each beat. 

.5. Pulse contour analysis method 

The tube-load model describes the arterial system as an arbi- 

rary number of parallel uniform lossless tubes, representing the 

arge conduit arteries, in series with loads, representing peripheral 

lood vessels [12] , as shown in Fig 2 . Pressure waves generated by 

he heart travel through the large arteries to the periphery over a 

he pulse transit time ( P T T ). Some component of these forward- 

ravelling waves is reflected, creating backward waves, which lead 

o differences between Q ao and P ao waveform shapes as pressure 

aves add whereas flow waves subtract [11] . The tube-load model 
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Fig. 1. Time-schedule of experimental procedure and data collected. 5 state-change events and 2 dynamic events test model SV estimation accuracy across hemodynamic 

states, and during rapid changes, respectively. 

Fig. 2. Tube-load model schematic. The arterial system is modelled as an arbitrary 

number of parallel tubes, representing conduit arteries, in series with a load, rep- 

resenting peripheral vessels. Each pathway is characterized by 4 values ( PT T, Z c , α, 

and β). 
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aptures this effect by modelling wave propagation forwards and 

ackwards along the uniform tubes. 

Each tube and load represents a pathway to a different periph- 

ral vascular bed. In this model, pressure at the proximal end of 

ach tube is equal to P ao (i.e. P ao = P x,prox = P y,prox ). Q ao is equal to

he sum of the proximal flows for all tubes (i.e Q ao = 

∑ 

Q prox,i = 

 ao,a + Q ao,b + . . . ) [12] . 

The aorta-femoral artery pathway is modelled as one tube 

 load, and measured P f em 

& P T T are used to estimate central

ows ( Q ao,est ), assuming changes in Q prox, f em 

are representative of 

hanges in Q ao . Characteristic impedance of the tube ( Z c ), repre- 

enting resistance of the conduit arteries, is assumed constant. 

mpedance of distal arterial beds ( Z load ) is modelled in the fre- 

uency domain as a single pole and zero, characterized by param- 

ters A, B, with a gain factor Z c : 

 load (ω) = Z c 
jω + B 

jω + A 

(1) 

here ( 0 < A < B ) and Z c is the impedance of the corresponding

ube, ensuring pressure wave reflections are positive, stable, and 

ecome negligible at high frequencies [21] . As ω becomes very 

arge, the peripheral load tends to Z c and the tube and load are 

mpedance matched, so there are no reflections. 

The model can be used to create transfer functions between 

entral and peripheral pressures and flows in the frequency do- 

ain. Thus, P ao,est , and Q ao,est are calculated using measured P f em 

 P T T : 

P ao,est (ω) 

P f em 

(ω) 
= 

( B + A 
2 

+ jω) e jωPT T + ( B −A 
2 

) e − jωPT T 

jω + B 

(2) 
3 
ZQ ao,est (ω) 

P f em 

(ω) 
= 

( B + A 
2 

+ jω) e jωPT T − ( B −A 
2 

) e − jωPT T 

jω + B 

(3) 

here ZQ ao,est = Q prox, f em 

× Z c × C. The component of aortic flow 

orresponding to the femoral artery pathway is Q prox, f em 

[12] . This 

odel assumes Q prox, f em 

is representative of the total aortic flow 

 ao , and can be scaled by a factor C to obtain Q ao,est . Z thus incor-

orates both the characteristic impedance of the tube Z c and this 

cale factor C. 

Using a Laplace transform and discretization (derivation pro- 

ided in Appendix A ), these equations can be represented in the 

ime domain: 

 ao,est [ n ] = αP ao,est [ n − 1] + βP f em 

[ n + P T T · F s ] 

−αP f em 

[ n + P T T · F s − 1] + (1 − β) P f em 

[ n − P T T · F s ] 

(4) 

Q ao,est [ n ] = αQ ao,est [ n − 1] + βP f em 

[ n + P T T · F s ] 

−αP f em 

[ n + P T T · F s − 1] − (1 − β) P f em 

[ n − P T T · F s ] 

(5) 

here F s is the sampling frequency of the signal, and α, β are unit- 

ess, new parameters representing distal arterial properties (de- 

ived in Appendix A ), with a range of ( 0 < α < β ≤ 1 ). 

Hence, knowing P f em 

we can estimate arterial flow Q ao,est , given 

odel parameters ( α, β, Z). 

.6. Identification of model parameters 

Distal arterial properties ( α, β) are identified by optimizing two 

rror criteria, similar to [21,22] . Prior knowledge of Q ao and P ao 

hapes are used in defining the error criteria to identify optimal 

arameters: 

• P ao,est has an exponential decay during diastole to be physiolog- 

ically realistic [11] . Thus, during diastole, ln (P ao,est (t)) is approx- 

imately linear. A linear regression line of best fit ( L (t) ) of each

beats’ diastolic period was calculated from ln (P ao,est (t)) during 

diastole. This linear fit was used to define the P ao component of 

the error using the difference between the P ao,est,diastole and the 

best-fit exponential decay: E P ao 
= Mean | P ao,est,diastole (t) − e L (t) | . 

• Flow in the aorta is zero during diastole, as the aortic valve 

is closed (i.e. ZQ ao,est (t) ≈ 0 ). The ZQ ao,est waveform, calculated 

from Eq. 5 , subsequently has its mean diastolic value sub- 

tracted, so average diastolic flow is zero. The Q ao component 

of the error is then calculated using the difference between 

ZQ ao,est,diastole and 0: E Q ao 
= Mean | ZQ ao,est,diastole −0 | 

• For non-control events it is assumed parameters should be 

similar to control identified values. Thus, the error distribu- 

tion E(α, β) is weighted by the error distribution from control 
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Fig. 3. Summary of steps for tube-load model computational method. A) Signal 

processing and beat identification: P f em & P ao are filtered. The foot ( t 0 ) of each sig- 

nal is identified and used for PT T calculation. End-systole time ( t d ) is calculated 

for P f em . B) Tube-load model: P f em & PT T are inputs to the model. SV mea is required 

for a short calibration period. The model provides beat to beat SV estimates ( SV est ) 

subsequent to calibration. SV mea is used to validate SV est . 
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Fig. 4. Bland-Altman analysis for A) state-change events, B) dynamic events. Polar plot an

are shown, as well as limits of agreement. For clarity every 4th beat is plotted in B, D, bu

4 
which favors control parameter values. This choice aims to re- 

duce ’random’ parameter fluctuations from control, but still al- 

low parameters to evolve. 

hese errors are combined for non-control events: 

(α, β) = 

√ 

(E P ao 
(α, β) × E Q ao 

(α, β)) × E control (α, β) (6) 

or control events the error is simply E P ao 
× E Q ao 

. 

α, β corresponding the lowest error were identified using a grid 

earch for parameters α
β

, β over their full range of 0–1. For state- 

hange events, parameters are identified once for each event, min- 

mising error across all 10 beats. For dynamic events, parameters 

re calculated each beat. In this case, error was minimised for 

aveforms over a 9 beat window centered on the given beat, to 

mooth measurement noise effects. 

Having identified α & β, P ao,est & ZQ ao,est are calculated using 

qs. 4 and 5 , respectively. Waveforms were calculated for each beat 

ndividually for dynamic events, and for all beats simultaneously 

or state-change events. 

Calibration Factor ( Z) is a fixed parameter, identified during cal- 

bration. It bundles Z c × C. Z c is fixed, and thus assumes the large 

onduit arteries modelled by this parameter have negligible change 

n vascular tone [11] . C is the proportion of aortic flow travelling 

o the femoral artery, assumed to be constant on the basis the 
alysis for C) state-change events, D) dynamic events. Target and actual median bias 

t all beats are used in bias / limits of agreement calculation. 
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Fig. 5. Example P ao,est & Q ao,est waveforms from model transfer functions ( Eqs. 4, 5 , respectively) for Pigs 2–5 (all with Q ao,mea ) from 3 state-change events. Markers indicate 

the foot ( t 0 ) of each waveform. 
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emoral artery is a relatively major artery, the largest used for rou- 

ine catheter placement [23] . 

.7. Model calibration 

Model SV estimates were calibrated from SV mea . In a clinical set- 

ing, the model could be calibrated using a non-invasive SV metric, 

uch as echocardiography [24] . The calibration period was the con- 

rol event of the state-change events, and first 10 beats of each dy- 

amic event, as detailed in Fig 1 . The value of Z identified during 

ontrol was used for all subsequent events for state-change events. 

or dynamic events, Z was used for all subsequent beats of the 

pecific event. 

From the control period, z n , was calculated beat-wise for the 

 

th beat using SV mea , by enforcing: 

V mea, n = SV est, n = 

1 

Z 

∫ t 0 ,n +1 

t 0 ,n 

ZQ ao,est (τ ) dτ (7) 

And thus z n for that beat can be identified from: 

 n = 

1 

SV mea, n 

∫ t 0 ,n +1 

t 0 ,n 

ZQ ao,est (τ ) dτ (8) 

here z n values for all 10 control beats are averaged to reduce the 

mpact of measurement noise, obtaining a single calibration value 

. 

Having identified all model parameters and calibrated the 

odel, SV est is calculated as the area under Q ao,est . 
5 
The steps for this computational method are summarised in Fig 

 . 

.8. Analysis 

For state-change events, SV error and �SV were calculated for 

ach event subsequent to control (shown in Fig 1 ), to assess the 

greement and trending ability of the model. 

SV error for a given event is calculated as a percentage 

f control SV: Error e v ent = ( SV est,e v ent − SV mea,e v ent ) / SV mea,control ×
00% . This calculation of error is useful because its magnitude is 

elative to SV during baseline state. It avoids the numerical issues 

here, during extreme circulatory failure, SV is very small, mean- 

ng errors of only a few ml yield very high percentage error. 

�SV was calculated each event to find �SV mea and �SV est us- 

ng: �SV = ( SV e v ent − SV control ) / SV control × 100% . 

For dynamic events, a 10-beat moving average of SV ( SV f ilt ) is 

alculated and used to calculate SV error and �SV . This approach 

voids large irregular SV fluctuations during periods of arrhythmia, 

nd regular stroke volume variation (SVV) over the respiratory cy- 

le [25] from obscuring SV changes in response to each interven- 

ion. Fig. 1 shows the two interventions and 10 control beats used 

ach time. 

Bland-Altman analysis is used to assess the agreement between 

V mea and SV est [26] . The median bias and 95% range [ 2 . 5 th , 97 . 5 th

ercentiles] is used for limits of agreement, ensuring no assump- 

ion is made about how error is distributed. Critchley & Critchley 

ropose acceptable limits of agreement of ±30% [27] and Peyton & 
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Fig. 6. Pressures, PTT, and SV across state-change events for each pig. Mean pressures for each event are plotted as a line, with the mean range (foot-peak) shaded. 
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hong propose acceptable limits of ±45% [28] . This study uses the 

ore conservative 30% limits. 

Polar plot analysis is used to assess the trending ability of the 

roposed method [29] . For each SV measurement an X-Y pair of 

SV is calculated (X: �SV mea , Y: �SV est ). Polar angle ( θ ) is cal-

ulated as the angle of divergence of the �SV X-Y vector from the 

dentity line Y = X. Radius is the mean �SV of the two methods. 

Trending ability was assessed using angular limits of agree- 

ent, defined as the larger value of the 2 . 5 th & 97 . 5 th percentile

f θ, calculated with angles converted to -90 ◦ - 90 ◦. Only suffi- 

iently large �SV are used in calculating limits of agreement, with 

hanges within a radius < 10% being ignored, as suggested in [29] . 

he acceptable angular limits of agreement used are ±30 ◦ as pro- 

osed by Critchley [29] . 

. Results 

The results of Bland-Altman and polar plot analysis are shown 

n Fig 4 . Bland-Altman plots show agreement of SV mea and SV est 

utside acceptable limits for state-change events (A), with high er- 

ors for 4 interventions, and inside acceptable limits for dynamic 

vents (B). Polar plots show trending ability almost within accept- 

ble limits for both state-change (C) and dynamic events (D), with 
6 
SV s close to an angle of zero, and limits of radial agreement near 

o 30 ◦. Most errors are on the lower left side of the polar plot,

eflecting interventions leading to negative �SV s, with the model 

verestimating SV reductions. 

Fig 5 shows the physiologically realistic central arterial pres- 

ure and flow waveforms delivered by the model. Fig 6 shows 

hanges in average arterial pressures, P T T , SV mea and SV est across 

tate-change events, for each pig. Fig 7 shows the equivalent for 

ynamic events. These figures show, in most pigs, SV est followed a 

imilar trend to SV mea . Summary tables of measured arterial pres- 

ures, PTT, and SV are provided in Appendix B . 

. Discussion 

.1. Response to interventions 

The experimental protocol provided a range of hemodynamic 

tates to test the model. State-change events provided a range of 

Vs, spread across 1 - 2 hours (SVs shown in Fig 6 ), providing a

ay to test model accuracy for changes in state over time. The dy- 

amic events provided rapid SV changes over 8 min, testing the 

bility to capture rapid changes and beat-beat function (SVs shown 

n Fig 7 ). In particular, the endotoxin infusion led to circulatory 
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Fig. 7. Pressures, PTT, and SV for dynamic events for each pig. Beat-wise mean pressures are plotted as a line, with the range (foot-peak) shaded. 
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ailure in Pigs 1, 3, and 5, where SV reduced to less than half

ts baseline value (SVs shown in Figs 6 ), examples of very severe 

emodynamic instability. 

.2. Stroke volume estimation performance 

Bland-Altman median bias and limits of agreement (2.5th, 

7.5th percentile) were -10% [-49, 36] for state-change events, and 

1% [-28, 20] for dynamic events (Fig 4 ). Thus, errors are within 
7 
he acceptable range of ±30% [27] for dynamic events. For state- 

hange events, 4 of 20 errors are outside these limits (Fig 4 ), all of

hich are cases where P ao mean and pulse pressure changes differ 

otably to those of P f em 

. Given the severe interventions tested, the 

ethod shows promise to potentially be able to measure SV with 

cceptable agreement in a clinical setting. 

The limit of angular agreement from polar plot analysis was 

5 . 6 ◦ for state-change events and 35 . 2 ◦ for dynamic events (Fig 4 ),

oth falling outside the acceptable range of 30 ◦ [29] . However, all 
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arge �SV s are well within the suggested 30 ◦ limits (Fig 4 ), and it

s largely errors just outside the 10% exclusion zone contributing to 

he large angular limit. 

.3. Limitations 

.3.1. Experimental interventions 

A controlled pig trial will vary from critically ill patients. First, 

hile the anatomy of the porcine and human cardiovascular sys- 

ems is similar, there are differences [30] . Second, the pig trial en- 

bles higher fidelity pressure catheter signals and PTT measure- 

ent than available clinically. Third, the experimental interven- 

ions tested in the pig trial, while severe, may not represent the 

ull range of hemodynamic states seen in critically ill patients. 

owever, a porcine trial has the benefit of allowing comprehen- 

ive model, not feasible clinically. In future, the model should be 

linically validated. 

.3.2. Model assumptions 

The tube-load model greatly simplifies the arterial properties, 

umping their dynamic and spatially characteristics into just 4 vari- 

bles. This simplification is achieved by assuming the behaviour of 

he large arteries can be represented by a uniform lossless tube 

nd the peripheral arteries are describable in the frequency do- 

ain as a single pole and zero. As a result, the model may not 

apture all the phenomena required to accurately relate arterial 

ressure and flow waveforms. However, increasing model complex- 

ty to account for losses in the large arteries, and other aspects 

f arterial behaviour, to potentially improve SV estimation accu- 

acy, would increase the parameter identification complexity. This 

odel implementation is clinically identifiable, while also able to 

roduce realistic pressure and flow waveforms (Fig 5 ), and provide 

easonable SV estimates (Fig 4 ). 

Parameters α, β, describing distal peripheral arterial properties, 

re not readily interpretable. An alternative model for the distal 

oad describing it as resistance and capacitance (e.g [12] ) could po- 

entially shed light on changing distal arterial muscle tone. How- 

ver, it would be challenging to validate whether model parameter 

hanges correspond to actual physiological changes, and this aspect 

as not the focus of this study. 

Assuming Z is constant assumes both Z c , the characteristic 

mpedance of the large arteries, and C are constant, and thus the 

omponent of Q ao travelling to the femoral artery is representative 

f overall Q ao . The first assumption is reasonable on the basis re- 

istance of the large arteries is low compared to the distal arteries, 

nd they are less affected by changes in vascular tone [11] . The 

econd assumption is based on the fact P f em 

is a relatively large 

rtery. However, there may be changes in regional distribution of 

lood flow [31] , which is a possible contributing factor to error. A 

otential example of this effect is Pig 3, for which P f em 

PP reduced 

ramatically, whereas P ao PP reduced to a much lesser extent, re- 

ulting in the model overestimating SV reductions (Fig 6 ). This is- 

ue could be mitigated by incorporating more central, or peripheral 

aveform measures, at the expense of complexity, practical identi- 

ability, and clinical ease of implementation. 

Finally, to identify α, β, assumptions are made about P ao and 

 ao shapes. The assumption of 0 diastolic flow is reasonable, as 

he aortic valve is closed during diastole. However, this assumption 

ay lead to poor modelling for cases of severe aortic regurgitation, 

hich is clinically uncommon. The assumption of an exponential 

ressure decay during diastole is reasonable based on observed P ao 

aveforms [11] . While aortic decay is not always perfectly expo- 

ential, the constraint generates reasonable aortic flow waveforms 

e.g. Fig 5 ), and avoids unrealistic pressure peaks during diastole. 
8 
. Conclusions 

A clinically identifiable implementation of the tube-load model, 

hich uses PTT and a clinically common peripheral arterial pres- 

ure signal as inputs, has been comprehensively assessed for SV 

stimation accuracy, for the first time, using data from pig trials. 

V estimation agreement and trending performance was reason- 

ble given the severity of the interventions. This simple yet robust 

ethod has potential to track SV within acceptable limits during 

emodynamic instability in critically ill patients, provided that a 

ufficiently accurate estimate of P T T can be obtained. 
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ppendix A. Derivation of discrete time domain transfer 

unctions 

Frequency domain transfer functions ( Eqs. 2, 3 ) were trans- 

ormed to the time domain ( Eqs. 4, 5 ) using the following process:

The P ao − P f em 

transfer function ( Eq. 2 ) can be rearranged as: 

 ao,est ( jω)( jω + B ) = P f em 

( jω) {(
B + A 

2 

+ jω 

)
e jωPT T + 

(
B − A 

2 

)
e − jωPT T 

}

(A.1)

ransforming this to the time domain by inverse Laplace trans- 

orm: 

˙ 
 ao,est (t) + BP ao,est (t) = 

˙ P f em 

(t + P T T ) + 

B + A 

2 

P f em 

(t + P T T ) 

+ 

B − A 

2 

P f em 

(t − P T T ) (A.2) 

he time domain equation is then discretized. Discrete deriva- 

ives are calculated using Euler’s method ( ̇ P (t) ≈ F s (P [ n ] − P [ n −
]) ), where F s is the signal sampling frequency: 

F s (P ao,est [ n ] − P ao,est [ n − 1]) + BP ao,est [ n ] = 

F s (P f em 

[ n + P T T · F s ] − P f em 

[ n + P T T · F s − 1]) 

+ 

B + A 

2 

P f em 

[ n + P T T · F s ] + 

B − A 

2 

P f em 

[ n − P T T · F s ] (A.3) 

Rearranging for P ao,est [ n ] and substituting in new parameters 

efined α = 

F s 
F s + B and β = 

(B + A ) / 2+ F s 
B + F s yields the discrete time trans- 

er function as given in Eq. 4 : 

 ao,est [ n ] = αP ao,est [ n − 1] + βP f em 

[ n + P T T · F s ] 

−αP f em 

[ n + P T T · F s − 1] + (1 − β) P f em 

[ n − P T T · F s ] 

(A.4) 

The ZQ ao,est − P f em 

frequency domain transfer function ( Eq. 3 ) 

s very similar to the P ao,est − P f em 

transfer function. Thus the 

Q ao,est − P f em 

time domain transfer function ( Eq. 5 ) can be de- 

ived in the same manner. 

ppendix B. Summary Tables 

The following tables summarize measured signals ( P ao , P f em 

, 

 T T , SV mea ) during state-change and dynamic events respectively. 
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Table B.1 

Summary of measured signals for each state-change event for each pig. All values are presented as median and 95% range [2.5th 

percentile, 97.5th percentile]. PP refers to pulse pressure. N is the number of beats. 

Intervention N 

P f em P f em PP P ao P ao PP PT T SV mea 

mmHg s mL 

Pig 

1 

Control 10 56 [55, 56] 41 [39, 41] 60 [60, 61] 27 [26, 27] 0.116 [0.112, 0.116] 27 [25, 29] 

h PEEP 10 46 [45, 47] 35 [33, 36] 50 [49, 51] 24 [23, 25] 0.124 [0.124, 0.124] 21 [18, 22] 

h Fluids 10 54 [54, 55] 31 [30, 32] 58 [58, 58] 26 [26, 26] 0.12 [0.116, 0.12] 26 [22, 29] 

start Endo 10 52 [52, 53] 32 [31, 32] 57 [57, 58] 26 [25, 26] 0.12 [0.117, 0.124] 26 [24, 29] 

end Endo 10 41 [38, 43] 23 [19, 26] 44 [42, 47] 19 [16, 20] 0.128 [0.128, 0.132] 21 [16, 24] 

Pig 

2 

Control 10 87 [87, 88] 39 [37, 39] 85 [84, 86] 35 [34, 36] 0.084 [0.084, 0.092] 34 [32, 37] 

h PEEP 10 82 [81, 85] 44 [40, 48] 78 [77, 82] 30 [28, 34] 0.1 [0.096, 0.1] 25 [19, 30] 

h Fluids 10 87 [86, 88] 16 [14, 18] 82 [82, 83] 32 [31, 32] 0.076 [0.076, 0.08] 29 [25, 31] 

start Endo 10 89 [89, 90] 18 [16, 19] 84 [84, 85] 34 [32, 34] 0.076 [0.076, 0.08] 30 [28, 33] 

end Endo 10 83 [83, 84] 12 [11, 13] 71 [70, 72] 26 [24, 29] 0.08 [0.076, 0.08] 26 [23, 27] 

Pig 

3 

Control 10 46 [46, 47] 31 [30, 32] 49 [49, 50] 25 [25, 26] 0.104 [0.104, 0.108] 39 [37, 43] 

h PEEP 10 40 [39, 40] 23 [21, 23] 42 [41, 42] 22 [20, 22] 0.108 [0.108, 0.112] 29 [27, 31] 

h Fluids 10 51 [51, 52] 37 [35, 38] 52 [51, 52] 27 [26, 28] 0.112 [0.108, 0.112] 42 [41, 43] 

start Endo 10 40 [40, 41] 21 [20, 22] 41 [40, 42] 21 [20, 22] 0.12 [0.12, 0.124] 35 [34, 38] 

end Endo 10 25 [24, 25] 1.0 [0.7, 1.1] 21 [20, 21] 8.0 [7.5, 9.3] 0.156 [0.136, 0.171] 8.0 [6.0, 9.4] 

Pig 

4 

Control 10 43 [42, 44] 35 [34, 37] 46 [46, 48] 23 [23, 24] 0.092 [0.092, 0.096] 25 [22, 28] 

h PEEP 10 37 [37, 38] 26 [25, 28] 40 [40, 41] 20 [19, 21] 0.092 [0.092, 0.096] 19 [18, 21] 

h Fluids 10 47 [46, 47] 36 [35, 36] 47 [47, 48] 23 [22, 23] 0.096 [0.092, 0.096] 31 [30, 32] 

start Endo 10 42 [42, 43] 33 [31, 33] 44 [44, 45] 22 [21, 22] 0.096 [0.096, 0.1] 26 [25, 29] 

end Endo 10 36 [35, 36] 21 [20, 21] 36 [36, 36] 16 [16, 16] 0.104 [0.1, 0.104] 16 [16, 17] 

Pig 

5 

Control 10 45 [44, 47] 35 [33, 37] 51 [50, 51] 20 [19, 21] 0.104 [0.104, 0.108] 11 [10, 11] 

h PEEP 10 38 [38, 40] 26 [24, 28] 41 [40, 42] 17 [16, 18] 0.112 [0.108, 0.112] 8.8 [8.2, 9.9] 

h Fluids 10 40 [40, 42] 28 [27, 30] 45 [44, 45] 19 [18, 20] 0.116 [0.116, 0.12] 12 [11, 12] 

start Endo 10 39 [38, 41] 28 [26, 29] 44 [43, 44] 19 [18, 20] 0.116 [0.113, 0.12] 12 [12, 12] 

end Endo 10 33 [32, 34] 16 [15, 17] 29 [29, 30] 12 [11, 12] 0.128 [0.124, 0.128] 5.6 [5.4, 5.7] 

Table B.2 

Summary of measured signals for each dynamic event for each pig. All values are presented as median and 95% range [2.5th percentile, 

97.5th percentile]. PP refers to pulse pressure. N is the number of beats. 

Intervention N 

P f em P f em PP P ao P ao PP PT T SV mea 

mmHg s mL 

Pig 

1 

RM Control 10 55 [53, 55] 40 [38, 40] 59 [58, 60] 26 [24, 26] 0.116 [0.116, 0.12] 26 [23, 28] 

RM 481 50 [29, 56] 37 [15, 42] 54 [33, 60] 26 [16, 27] 0.12 [0.116, 0.168] 26 [10, 32] 

Endo Control 10 54 [54, 55] 32 [30, 32] 58 [58, 59] 26 [25, 26] 0.12 [0.116, 0.12] 28 [23, 31] 

Endotoxin 428 53 [28, 55] 32 [6.6, 34] 58 [30, 59] 26 [11, 27] 0.12 [0.116, 0.16] 26 [13, 30] 

Pig 

2 

RM Control 10 87 [86, 88] 36 [34, 39] 85 [84, 86] 35 [34, 36] 0.116 [0.088, 0.12] 34 [33, 37] 

RM 718 86 [78, 89] 40 [22, 45] 84 [71, 88] 33 [26, 37] 0.108 [0.08, 0.124] 31 [19, 38] 

Endo Control 10 84 [84, 85] 11 [11, 11] 75 [74, 75] 26 [25, 27] 0.076 [0.072, 0.076] 26 [23, 31] 

Endotoxin 680 84 [81, 86] 12 [9.9, 13] 74 [70, 75] 26 [24, 27] 0.076 [0.072, 0.08] 26 [23, 30] 

Pig 

3 

RM Control 10 48 [47, 49] 32 [30, 33] 51 [50, 52] 25 [24, 26] 0.108 [0.108, 0.112] 39 [37, 43] 

RM 603 43 [29, 52] 27 [10, 35] 45 [33, 55] 23 [16, 27] 0.108 [0.104, 0.132] 34 [24, 42] 

Endo Control 10 46 [46, 46] 21 [20, 21] 43 [42, 43] 19 [19, 19] 0.12 [0.1169, 0.12] 31 [29, 33] 

Endotoxin 550 45 [23, 49] 20 [0.7, 25] 40 [19, 44] 17 [7.5, 19] 0.12 [0.116, 0.176] 26 [5.9, 32] 

Pig 

4 

RM Control 10 43 [43, 45] 35 [34, 37] 47 [47, 49] 24 [23, 23] 0.092 [0.0889, 0.0951] 24 [22, 28] 

RM 571 42 [34, 46] 34 [22, 38] 46 [37, 50] 23 [18, 25] 0.092 [0.088, 0.1] 23 [18, 28] 

Endo Control 10 37 [37, 38] 23 [22, 23] 38 [38, 38] 17 [17, 17] 0.102 [0.1, 0.104] 18 [17, 19] 

Endotoxin 519 36 [35, 38] 21 [19, 23] 36 [36, 38] 17 [16, 17] 0.104 [0.1, 0.104] 17 [15, 18] 

Pig 

5 

RM Control 10 45 [44, 46] 37 [35, 38] 51 [50, 52] 21 [20, 22] 0.104 [0.104, 0.1071] 10 [10, 11] 

RM 590 38 [26, 45] 28 [12, 37] 41 [29, 50] 17 [11, 21] 0.112 [0.104, 0.148] 8.3 [4.5, 10] 

Endo Control 10 34 [33, 35] 27 [26, 28] 38 [37, 38] 17 [16, 16] 0.122 [0.1169, 0.1271] 9.6 [9.2, 10] 

Endotoxin 577 38 [29, 41] 29 [10, 31] 41 [24, 43] 17 [9.3, 18] 0.116 [0.112, 0.132] 10 [4.1, 11] 
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