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In 1995, Fabre introduced a family of word morphisms using Parry numbers and the corresponding Rényi expansions of 1 [5]. More precisely, these morphisms are defined as follows. Let $\beta>1$ be a Parry number. If $\beta$ is simple and $d_{\beta}(1)=d_{0} \cdots d_{k}$, we define $\sigma_{\beta}(i)$ as the word $0^{d_{i}}(i+1)$ for all $0 \leq i \leq k-1$, and $\sigma_{\beta}(k)$ as $0^{d_{k}}$. We then extend $\sigma_{\beta}$ to the set of finite sequences of elements in $\{0, \ldots, k\}$ (called words on $\{0, \ldots, k\}$ ) by saying that the image of a sequence is the concatenation of the images of its elements (called letters). If $\beta$ is not simple and $d_{\beta}(1)=d_{0} \cdots d_{k}\left(d_{k+1} \cdots d_{m}\right)^{\omega}$, we instead define $\sigma_{\beta}$ for the words on $\{0, \ldots, m\}$ with

$$
\sigma_{\beta}(i)= \begin{cases}0^{d_{i}}(i+1) & \text { if } 0 \leq i \leq m-1 \\ 0^{d_{n}}(k+1) & \text { if } i=m .\end{cases}
$$

Each morphism $\sigma_{\beta}$ admits an infinite fixed point $\mathbf{u}_{\beta}$ starting with 0 obtained as the limit of $\sigma_{\beta}^{n}(0)$ when $n$ tends to infinity. In his paper, Fabre proved that the classical Bertrand numeration system associated with $\beta$ can be used to easily reconstruct the infinite word $\mathbf{u}_{\beta}$. This is a particular case of a more general result. Given a morphism $\mu$ admitting an infinite fixed point, we can build an automaton called the prefix-suffix automaton [4] and define a numeration system $\mathcal{S}_{\mu}$ such that, when reading $\operatorname{rep}_{\mathcal{S}_{\mu}}(n)$ in the automaton, we recover the $n$-th letter of the fixed point [12.

In the case of the morphisms $\sigma_{\beta}$, the corresponding numeration system $\mathcal{S}_{\sigma_{\beta}}$ is the wellknown Bertrand numeration system associated with $\beta$, which is the greedy numeration system corresponding to the sequence of integers $\left(U_{n}\right)_{n}$ constructed using a linear recurrence based on $d_{\beta}(1)$ [3]. Observe that $U_{n}$ is also the length of $\sigma_{\beta}^{n}(0)$. For a general morphism $\mu$, the numeration system $\mathcal{S}_{\mu}$ is not necessarily greedy, even when defining $\mu$ similarly to $\sigma_{\beta}$ using a general sequence $d_{0} \cdots d_{k}$ instead, nor is its valuation always associated to a sequence of integers. This makes the morphisms $\sigma_{\beta}$ all the more interesting in regards to numeration systems.

Later on, the fixed points $\mathbf{u}_{\beta}$ of the morphisms $\sigma_{\beta}$ have been studied from a combinatorics-on-words point of view. In particular, several authors have studied their factor complexity [6], the palindromic factors [1] and the return words [2] in the words $\mathbf{u}_{\beta}$. Indeed, they offer a nonclassical way of generalizing one of the most famous words in the field called the Fibonacci word which corresponds to $\mathbf{u}_{\varphi}$ where $\varphi$ is the golden ratio (so $d_{\varphi}(1)=11$ ).

When starting the present work, our goal was to study string attractors in infinite fixed points of morphisms. String attractors is a recent concept, originally introduced in the data compression field by Kempa and Prezza [8]. It also has applications in combinatorial pattern matching [10] and quickly gained traction in the combinatorics on words community. A string attractor can be conceptualized as follows: it is a set of positions within a finite word that enables to capture all distinct consecutive subsequences (called factors) appearing in the word. The obvious goal being to have the smallest string attractor possible. However, this question is
known to be NP-hard [8] and even the slightest modification in the word can radically impact the string attractors. Moreover, we are often not interested in string attractors for one specific words but for an infinite family of words.

It is therefore important to add some restriction on the considered words, in the hope that combinatorial properties will limit the possible behaviours. One way of doing so is to consider words that are prefixes of a common infinite word (meaning that they correspond to the subsequence from index 0 up to $n$ for some $n$ ). Complete descriptions of the string attractors exist when considering prefixes of some famous infinite words: the Thue-Morse word [9], the period-doubling word [13], and Sturmian words [11. We wanted to obtain similar descriptions but for a larger family of infinite words.

Preliminary results told us that, for the Fibonacci word, the Fibonacci numbers played a key role in such a description. Indeed, any prefix has a string attractor made of two consecutive Fibonacci numbers. As they form the basis of the Zeckendorf numeration system (the associated Bertrand numeration system), it was then natural to turn to the words $\mathbf{u}_{\beta}$ and wonder if a similar result was true. We obtained the following theorem.

Theorem 1 ([7]). Let $\beta$ be a simple Parry number, let $k$ be the length of $d_{\beta}(1)$, and let $\left(U_{n}\right)_{n}$ denote the sequence for the Bertrand numeration system associated with $\beta$. Every prefix of $\mathbf{u}_{\beta}$ has a string attractor made of at most $k+1$ consecutive elements of $\left(U_{n}\right)_{n}$.

Moreover, we have an explicit partition of $\mathbb{N}$ into intervals such that, depending on the interval containing the length of the prefix, we can tell which $U_{n}$ 's will be in the string attractor.

In fact, we can slightly extend this result by considering periodisations of $d_{\beta}(1)$ instead. Let $\beta$ be a simple Parry number and $d_{\beta}(1)=d_{0} \cdots d_{k-1}$. For all $n \geq 0$, we define $d_{\beta}^{(n)}(1)=$ $\left(d_{0} \cdots d_{k-2}\left(d_{k-1}-1\right)\right)^{n} d_{0} \cdots d_{k-1}$. It is an alternative representation of 1 in base $\beta$. We then define $\sigma_{\beta, n}$ and $\mathbf{u}_{\beta, n}$ in the same way as $\sigma_{\beta}$ and $\mathbf{u}_{\beta}$, using $d_{\beta}^{(n)}(1)$ instead of $d_{\beta}(1)$. The corresponding numeration system $\mathcal{S}_{\sigma_{\beta, n}}$ is also the Bertrand numeration system associated with $\beta$. We then have the following result.

Theorem 2 ([7]). Let $\beta$ be a simple Parry number, let $k$ be the length of $d_{\beta}(1)$, and let $\left(U_{n}\right)_{n}$ denote the sequence for the Bertrand numeration system associated with $\beta$. For all $n \geq 0$, every prefix of $\mathbf{u}_{\beta, n}$ has a string attractor made of at most $(n+1) k+1$ consecutive elements of $\left(U_{n}\right)_{n}$.

However, this does not work if the morphism $\mu$ is defined based on a general sequence $d_{0} \cdots d_{k-1}$ and if we consider the corresponding numeration system. This leads to the following open question.

Question 3. Let $\mu$ be a morphism having an infinite fixed point $\mathbf{u}$. Does there exist a numeration system $\mathcal{S}$ such that

1. there exists an automaton in which reading $\operatorname{rep}_{\mathcal{S}}(n)$ restitutes the $n$-th letter of $\mathbf{u}$,
2. every prefix of $\mu$ has a string attractor easily described using $\mathcal{S}$ ?
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