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Abstract

To date, the concept of a deep geological disposal is recognised as one of the most viable options for
safely and durably storing high and intermediate level radioactive waste away from the biosphere. This
mode of repository relies on a multi-barrier confinement system, which comprises a series of engineered
and natural layers, aimed at delaying the radionuclide migration on a timescale consistent with the ra-
dioactive decay period. Due to their excellent insulation properties, clay materials are being considered
in numerous repository designs not just as parts of the artificial barriers but also as a potential host for-
mation, such as the Boom Clay in Belgium and the Callovo-Oxfordian claystone in France. Among the
various multi-physics processes that could affect the long-term safety function of the geological barrier,
the release of gases induced by the corrosion of the metal components within the system is a crucial
issue. Given the impermeable nature of the host rock, an undesirable accumulation of gas in the system
could trigger a succession of gas transport processes as a function of the gradual pressure build-up, jeop-
ardising the long-term safety function of the repository.

In this context, the present work is dedicated to the modelling of the complex coupled hydro-
mechanical processes governing gas flows in low-permeable clay materials, using the finite element code
LAGAMINE. The aim is to gain a more comprehensive understanding of which transport regime prevails
under which conditions in various zones of the geological barrier.

• The first model is developed to reproduce the gas transport processes in the excavation damaged
zone, which are assumed to be controlled by the hydraulic properties modifications caused by frac-
turing. This requires to simultaneously capture the multi-physics interactions related to gas trans-
fers and the development of fractures. Particular attention is paid to the specific hydro-mechanical
couplings between the transfer properties and the damage. The model is applied to simulate field-
scale gas injection experiments in the Boom Clay on the one hand, and a large-scale storage gallery
set up in the Callovo-Oxfordian claystone on the other hand.

• The second model is developed to reproduce the gas transport processes in the undisturbed rock
layers, which are assumed to be controlled by the rock structure at a micro-level. This requires
to define a representative element volume that provides a detailed representation of the material
microstructure with an explicit description of each constituent on their respective length scales.
A comprehensive hydro-mechanical constitutive model can then be formulated at the micro-scale,
which can be integrated into a multi-scale framework. This way, it is possible to capture the
microstructure-induced phenomena that affect macroscopic gas flows. The model is applied to
simulate lab-scale gas injection tests in the Boom Clay, as well as up-scaled configurations.

Through the development of these innovative numerical models, the aim of the research is to enhance
the conceptualisation of the gas transport mechanisms in clay materials, to gain insight into the observed
transport modes and their primary controls, and to provide a modest contribution to the mechanistic
understanding of the hydro-mechanical phenomena associated with gas-induced failure.
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Résumé

A l’heure actuelle, l’enfouissement en couches géologiques profondes apparait comme l’une des so-
lutions les plus pérennes pour assurer le confinement à long terme des déchets radioactifs de moyenne
et haute activités, à distance de la biosphère. Ce mode de stockage repose sur le concept de confinement
multi-barrières, qui offre une série de couches de protection artificielles et naturelles visant à ralentir la
migration des radionucléides sur des échelles de temps proches de la période de décroissance radioactive.
En raison de leurs excellentes propriétés d’isolement, les matériaux argileux sont envisagés aussi bien
pour les composants des barrières artificielles, qu’en tant que formation hôte pour le stockage, comme
c’est le cas pour l’argile de Boom en Belgique et pour l’argile du Callovo-Oxfordien en France. Parmi
les processus multi-physiques susceptibles d’affecter le bon fonctionnement de la barrière géologique,
la production de gaz induite par la corrosion des parties métalliques du système constitue un enjeu de
premier plan. Compte tenu de la nature peu perméable de la roche hôte, l’accumulation de gaz dans le
système est susceptible d’entrainer l’activation progressive de différents modes de transport suivant la
montée en pression.

Dans ce contexte, le travail présenté dans cette thèse est consacré à la modélisation des processus
hydromécaniques couplés régissant les écoulements gazeux dans les matériaux argileux peu perméables,
à l’aide du code aux éléments finis LAGAMINE. L’objectif poursuivi est de comprendre sous quelles condi-
tions ont lieu les différents régimes de transport de gaz, dans différentes zones du stockage.

• Le premier modèle développé vise à reproduire les processus de transport de gaz dans la zone
endommagée par l’excavation, qui sont supposés être contrôlés par la modification des propriétés
hydrauliques induites par la fracturation. Il nécessite de capturer à la fois les interactions multi-
physiques liées aux transferts de gaz, ainsi que l’initiation des fractures. Une attention particulière
est portée aux couplages hydromécaniques liant les propriétés de transfert à l’endommagement.
Le modèle est finalement mis en application pour reproduire des expériences d’injection de gaz à
grande échelle dans l’argile de Boom, et le stockage à plus grande échelle dans une alvéole creusée
dans l’argilite du Callovo-Oxfordien.

• Le deuxième modèle développé vise à reproduire les processus de transport de gaz dans les couches
de roche saine, supposés être contrôlés par la structure rocheuse au niveau microscopique. Il
convient de définir un volume élémentaire représentatif offrant une représentation détaillée de
la microstructure du matériau avec une description de chacun des micro-constituants. Un modèle
constitutif hydromécanique complet peut ensuite être formulé à cette échelle élémentaire et intégré
dans une approche multi-échelle pour reproduire l’impact des phénomènes à petite échelle sur les
écoulements gazeux macroscopiques. Le modèle est finalement mis en application pour reproduire
des tests d’injection de gaz à l’échelle du laboratoire dans l’argile de Boom et simuler des confi-
gurations plus générales à plus grande échelle.

Grâce aux développements numériques proposés, cette recherche vise à améliorer la conceptualisa-
tion des mécanismes de transport de gaz dans les matériaux argileux, à mieux comprendre les modes de
transport observés et leurs leviers d’activation, et à apporter une modeste contribution à la compréhen-
sion mécanistique des phénomènes hydromécaniques liés aux dégradations induites par les transferts de
gaz.
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“En vérité, le chemin importe peu, la volonté d’arriver suffit à tout.”
(In truth, the path does not matter, the will to achieve is enough.)

— Albert Camus (1942)
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1. Context of the research

1.1 A story of energy

In modern societies, energy is more essential than ever to support daily life and to drive both so-
cial and economic developments. Nowadays, primary energy sources are used to meet human energy
needs, such as providing fuel for transportation, heating and cooling residential and industrial buildings
or generating power. While for millennia mankind has relied almost entirely on limited amounts of re-
newable energy, largely biomass, its consumption of primary energy has increased exponentially since
the beginning of the industrial revolution by the end of the 18th century, along with the emergence of the
thermo-industrial civilisation we know today [Steffen et al., 2015]. As highlighted in Figure I–1a, this
period of growth was achieved through the discovery and extensive exploitation of fossil fuels – namely,
coal, oil and gas – subsequently supplemented by new sources of renewable energy – namely solar and
wind – and nuclear energy.

(a) (b)

Figure I–1 – (a) World primary energy consumption by fuel source in Gigatonne of oil equivalent [Gtoe],
1800-2019. Based on data compiled from BP Statistical Review of World Energy [BP, 2022] and [Smil,
2016]. (b) Historical number of nuclear reactors (bar) and related total installed capacity (line), 1951-
2021 with IAEA low and high projections, 2030, 2040, 2050. Data from [IAEA, 2021].

Since its introduction in the mid-1950s, nuclear power has become a leading source of energy in
many civil applications, including the stable and massive generation of electricity in nuclear power plants
[IAEA, 2021]. The nuclear reactors as currently operated use Uranium-235 as fuel and initiate and con-
trol a self-sustaining chain reaction, called nuclear fission, to produce energy. In this process, the nucleus
of an atom of Uranium bombarded by a neutron splits into several smaller nuclei, and extra neutrons.
These neutrons cause in turn fission of surrounding heavy atoms of Uranium, thereby triggering a domino
effect. The reaction releases large amounts of energy in the form of heat, which is converted into steam
and then into electricity in a turbine [Galindo, 2022].
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Following the first successful self-sustaining nuclear reaction performed by Fermi 1 in 1942 [Met-
zger, 1977], the nuclear power industry experienced an early robust growth during the 1960s, mainly in
industrialised countries. Over 15 years, more than 75 nuclear reactors were commissioned in 14 coun-
tries around the globe for a nuclear generated capacity of 14.1 GW [Schneider et al., 2021], as reported
in Figure I–1b. The oil price shocks further reinforced this trend in the 1970s and early 1980s as nuclear
power was promoted as a suitable substitute to fossil fuels [Char and Csik, 1987]. However, since the
1990s, the growth of the nuclear energy sector has stagnated, with several nuclear projects being can-
celled. This was largely due to the negative public perception following the major accidents at Three
Mile Islands 2 (the US, 1979) and Chernobyl 3 (ex-USSR, 1986), together with the electricity market
deregulation, slower growth of electricity demand and economic reforms in Russia and Eastern Europe
[Omoto, 2005].

The first quarter of the 21st century is being characterised by a spatial reconfiguration of the world
geography of nuclear energy. Developed countries are undergoing a clear slowed-down trend, where the
Fukushima Daiichi accident 4 (Japan, 2011) definitely undetermined public confidence in nuclear power
[Rogner, 2013]. Germany has adopted an aggressive policy leading to the permanent closure of eight of
its reactors, with the remaining nine to be shut down by 2022 [Wiliarty, 2013]. Belgium decided in 2003
to ban the building of new nuclear power plants, and to decommission its entire fleet of seven reactors by
2025. Recent issues related to the security of energy supply in the country have encouraged the Belgian
government to extent the lifetime of two reactors beyond 2025 [BelGov, 2003]. With a high nuclear
energy share, France plans to gradually scale back nuclear energy, and to rapidly reduce its fraction in
the electric mix from 75% to 50% by 2025 [Andrews-Speed, 2022]. With 93 operating reactors and the
largest base of installed nuclear capacity, the United States (US) continue to have a prevailing presence
in this sector and yet with only one reactor started up in the past 20 years, the US nuclear industry
is in decline [Schneider et al., 2021]. Many factors such as low shale gas prices, financing hurdles,
difficulties to meet waste management conditions or greater regulatory burdens can explain that the US
fleet continues to age, with a mid-2021 average of 40.7 years [Kramer, 2018].

Figure I–2 – Global civil nuclear energy in a nutshell. Data collected from the International Atomic
Energy Agency [IAEA, 2021]. Modified from [Kernenergie, 2022].

1. Chicago Pile-1 was the first experimental reactor designed by Fermi’s team at the University of Chicago. The use of
nuclear energy for civil purposes dates back to 1954, with the commissioning of the first nuclear reactor in the Soviet Union.

2. Accident of level 5 on the International Nuclear and radiological Event Scale (INES), which groups nuclear events in
seven classes based on their severity [IAEA, 2008].

3. First accident of level 7 on the INES rating scale.
4. Second most severe nuclear event of level 7 on the INES rating scale, occurring after the earthquake on March 11, 2011,

and subsequent tsunami, that inundated the nuclear power facilities.
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Conversely, developing countries and emerging economies with growing energy requirements hold
a different view on nuclear power [Rogner, 2013]. The Indian authorities are strongly supporting the
development of nuclear power facilities and forecast the percentage of domestic nuclear power generation
to reach 25% by 2050, with a view to coping with environmental degradation and reducing energy import
dependency [Frankenbach et al., 2021]. Nuclear power has expanded rapidly in China over the last
decade following the regime’s goal of vigorously promoting this sector. Nowadays, China operates
by far the youngest nuclear fleet with 40 units connected to the grid within the past ten years and 16
units under construction [IAEA, 2021], and the industry continues to thrive as domestic nuclear power
technology improves and local market demand rises [Hou et al., 2011].

As of today 5, a total of 437 nuclear reactors are operating in 32 countries around the world (includ-
ing Taiwan 6, Figure I–2), and 56 additional units are reportedly under construction, mainly in Asian
countries. The current world fleet has a total nominal electric net capacity of about 393 GW. During the
last four decades, nuclear energy consumption has increased by more than 40% worldwide, generating
9.8% of the global electricity and accounted for 4.25% of global primary energy demands in 2021. In the
European Union (EU), 103 nuclear power reactors were operating in 13 of the 27 member states in 2021,
supplying about one-quarter of the electric demand throughout Europe. More specifically, in Belgium
and in France, 7 and 56 nuclear power plants are currently running, bringing the nuclear share of total
electricity generation to 52% and 69%, respectively (2021).

The prediction of global energy consumption over the rest of this century remains a complex issue.
Based on a compilation of hundreds of recent scenarios [IAEA, 2020a] 7, the future estimates of energy
demand by 2050 ranges from 220 to 900 exajoules (EJ), compared with around 418 EJ in 2019 [IEA,
2021] 8. However, all projections point to an overall increase of 20% to 330% in the current electricity
demand by 2050, due to global population growth and increased economic activities, efforts to achieve
sustainable development goals [UN, 2015], and above all the necessity of ambitious strategies to miti-
gate climate change. It is now scientifically recognised that most of human activities in the world emit
carbon dioxide (CO2) by burning fossil fuels, which leads to increasing atmospheric concentrations of
greenhouse gases 9 (GHGs), along with a rise in temperature, and ultimately modifies the global and re-
gional climatic attributes [IPCC, 2021]. To prevent the disasters to which both people and nature would
be exposed in the event of uncontrolled global warming, the international community has reached an
agreement to regulate GHG emissions and to limit the temperature increase to 1.5°C above pre-industrial
levels 10 by the end of the century [IPCC, 2022].

To achieve these goals, global energy production and use, just like other sectors need to be fully de-
carbonised by around 2050, while it currently accounts for around 70% of total emissions in recent years.
Within this segment, 22% of global emissions is attributable to electricity generation [IAEA, 2020a] 11,
which faces the immense challenge of shifting almost entirely to low-carbon energy sources in the next
decades. It must be kept in mind that in these ambitious mitigation scenarios, electrification plays an
even more predominant role to support decarbonisation of other energy-based sectors like transport and
industry. This trend towards an intense electrification of world’s energy requirements brings into focus
the key role of power generation in a gradual transition to clean energy. With average emissions of about
12 gCO2eq/kWh electricity produced over the course of its life-cycle [IPCC, 2014] 12, nuclear energy
emerges as a promising alternative for electric production, being the second-largest source of low-carbon

5. Last update of energy data provided by BP until December 31, 2021 [BP, 2022].
6. The political status of Taiwan is contentious.
7. Synthesis of over 400 recent scenarios of energy demand from international, governmental, non-governmental, private

sector and academic organisations presented in [IAEA, 2020a].
8. The high scattering is related to the different assumptions and approaches, together with the high level of uncertainty

underlying the key driving factors related to the demographic, technological, climatic, economic, and geopolitical aspects.
9. Emissions from energy also comprise methane from fuel extraction and nitrous oxide formed during combustion.

10. 1850-1900 period.
11. synthesis of 7 sources compiling global greenhouse gas emissions by sectors
12. compared for instance to 820 gCO2eq/kWh for coal, 490 gCO2eq/kWh for gas, 48 gCO2eq/kWh for solar, 24

gCO2eq/kWh for hydropower and around 10 gCO2eq/kWh for wind.
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power generation in use after hydro-power. Although literature reviews [Siqueira et al., 2019, Li et al.,
2022] report a certain cleavage about the suitability of nuclear power to contribute to the phase-out of
fossil fuels [Schaffer, 2007, Adamantiades and Kessides, 2009, Kampan and Tanielian, 2016, Roth and
Jaramillo, 2017] or not [ORG, 2007, Verbruggen, 2008, Dellano-Paz et al., 2015, Prăvălie and Bandoc,
2018], most scenarios addressing the imperative transition of the energy sector expect a substantial in-
crease in global nuclear power capacity [IEA, 2019, IAEA, 2021, IPCC, 2022] as presented in Figure
I–1b, combined with renewables, a higher energy efficiency and some unavoidable levels of sufficiency.

As a well-established electricity generation process, nuclear power benefits from several driving fac-
tors that make it a suitable option to meet the requirements of a sustainable global future. Climatically,
nuclear power is labelled as a low-carbon system that releases little amount of CO2 emissions in the
atmosphere [Mathew, 2022], even after accounting for the whole life cycle from ore mining to spent fuel
waste management. With massive investments to boost the installed capacity by 2050, nuclear power
could therefore provide some of the highest contribution to CO2 reductions [Prăvălie and Bandoc, 2018].
Environmentally, nuclear power is also promoted as a technology with fewer emissions of air pollutants
such as sulfur and nitrogen oxides than fossil fuel plants, thus avoiding ecosystems degradations and
health troubles on local and regional scales [Van Der Zwaan, 2008]. Economically and strategically,
nuclear power remains an important component of energy security and socio-economic development in
nuclear states. Nuclear facilities are more immune to fuel cost volatility relative to gas-fired stations,
and help reduce the dependence on energy imports with all the risks of disrupted power supplies, and
vulnerabilities it entails, especially in emerging countries with increasing energy needs [Adamantiades
and Kessides, 2009]. Energetically, nuclear power is considered as a reliable and affordable source of
energy operating at nearly constant capacity throughout its useful life. This way, it can meet fluctuations
in energy demand and provide stability to electrical grids, particularly those with high fractions of inter-
mittent renewable sources such as solar and wind power [Mathew, 2022].

However, even though it has been proven that nuclear energy can benefit human societies in many
ways, it remains perhaps one of the most controversial way to generate electricity. The main concern
being the non-negligible risk of radioactive contamination with global-scale repercussions in the event
of radionuclides leak from nuclear installations. Focussing solely on nuclear energy for commercial pur-
poses 13, the past three decades have seen two major nuclear disasters that still colour public opinion on
this form of energy today. Although unlikely, the occurrence of a major accident at any of the currently
operated reactor would affect extensive areas, expose dozens of millions of people to radioactive contam-
ination and cause considerable environmental and socio-economic damages regionally and even globally
[Lelieveld et al., 2012]. Over the years, it can be argued that safety science has benefited from the accu-
mulated operating experience, resulting in the addition of several built-in physical barriers and provisions
deemed necessary, ensuring safer installations [Högberg, 2013]. Even though the risk of accidents tends
to diminish, the problematic management of nuclear waste is another critical issue the sector is facing.
High-level radioactive waste is the most hazardous, as it persists in the environment for up to one hundred
thousand years, which makes safe and permanent storage very challenging [Horvath and Rachlew, 2016].

As of today, burying such waste in deep geological repository is the approach most favoured by the
technical experts in the field [IAEA, 2003]. And yet, despite the amounts of waste produced by nuclear
energy over more than half a century, such underground facilities have not yet been completed anywhere
around the globe. To guarantee the feasibility of such a solution, it is of paramount importance to fully
understand the geological barrier response to the loading imposed by the nuclear waste storage through-
out the system lifespan. Since the overall barrier performance is a highly complex problem to tackle,
involving multiple coupled Thermo-Hydro-Mechanical (THM) perturbations, numerical modelling con-
stitutes an effective technique to perform predictions at the time-scale of the storage [Gens et al., 1998].
In particular, it is now of great interest to improve the understanding of the migration of gas from the ge-

13. Some risks are also associated with the proliferation of nuclear weapons worldwide.
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ological disposal facilities into the rock formation, as it may open preferential flow paths and ultimately
affect the safety function of the geological barrier in the long term [Rodwell et al., 1999]. This study aims
to contribute to research in this perspective. First, few concepts related to nuclear waste management,
geological disposal solution and gas-related issues are presented in this introductory part of the thesis to
understand the issues addressed in this work.

1.2 Management of nuclear wastes

Energy consumption - whether of fossil, renewable or fissile source - inevitably alters the biosphere
through its production process, the required facilities or the wastes it generates. Nuclear energy - like any
source of power - produces wastes but in markedly smaller quantities compared with the pollutions re-
leased by fossil fuel plants, for instance. Generating 1 GW of electricity for one year with atomic plants
releases on average 25-30 tons of spent nuclear fuel and a few hundred cubic meters of other wastes
[IAEA, 2009b].

Yet, nuclear waste is not a singular category of pollution since it contains radionuclides i.e. large
unstable atoms that tend to achieve stability by releasing atomic energy in the form of radioactivity, that
is, emissions of α− and β−particles, γ−rays and neutrons. Upon exposure, this type of invisible ionising
radiation can damage biological life forms. Through the process of radioactive decay illustrated in Figure
I–3a, a radionuclide looses its radioactivity in an exponential way over time, and is thence characterised
at any time by the activity of its hazardous content and the half-life period of its radioactive isotopes, i.e.
the time required for one-half of the atoms to become stable. This period ranges from few fractions of
seconds to millions of years according to the type of material [GSL, 2020].

(a) (b)

Figure I–3 – (a) Schematic representation of the radioactive decay concept, modified after [GSL, 2020].
(b) Venn diagram of the 4-circles concept for the sustainable development of radioactive waste manage-
ment strategies, modified after [Sanders and Sanders, 2016].

In fact, radioactive waste includes any non-recoverable materials, that are either intrinsically ra-
dioactive or that have been contaminated through exposure to radioactive sources. These by-products
are generated in all forms of nuclear science and technology processes in the world: from the power
industry, to medical, industrial and defence sectors, and research activities [IAEA, 2018b]. Hospitals
and pharmaceutical labs use a large range of radionuclides in different medical processes for diagnosis,
therapeutic and treatment purposes, producing non-negligible amounts of nuclear waste [WHO, 1999].
Numerous non-nuclear industries deal with radioactive materials as part of their daily operations and
generate nuclear wastes in the form of contaminated equipments and liquids or as technologically en-
hanced naturally occurring radioactive materials (TENORM). These latter refer to radioactive elements
which have always been in the earth’s crust and have been concentrated and exposed by human activities
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like mining, or smelting processes, undertaken by various extractive industries [Doyi et al., 2015]. Also,
a certain number of nuclear research institutes and academia around the world resort to multiple types of
radioactive sources to conduct R&D experiments, out of which post-irradiation contaminated devices are
declared as radioactive wastes [IAEA, 2001]. However, most of the radioactive waste produced around
the globe stems from the use of nuclear fission to generate electricity. This production of radwaste occurs
at highly variable levels of quantity and activity throughout the nuclear cycle, from the initial refining of
uranium ore to the final decommissioning of nuclear power plants [Darda et al., 2021].

The front end of the cycle starts with the extraction of uranium ore in open-pit and underground
mines, followed by the refinement of the extracted substances into a so-called yellow cake (mostly U3O8),
i.e. a concentrated uranium oxide that is packaged in drums, further enriched and converted into uranium
dioxide (UO2) pellets in order to be used as fuel in nuclear reactors. This upstream process creates both
solid and liquid tailings, that contain long-lived radionuclides [IAEA, 2002]. The back end of the cycle
corresponds to the uranium fuel discharged from the reactors after use. The spent fuel as a whole con-
tains emitting fission products that are temporarily stored on-site at the reactor facilities in order to be
cooled before going into reprocessing or long-term disposal. The reprocessing of spent fuel consists in
separating the recoverable fissile elements from the waste by chemicophysical reactions to produce re-
cycled fuels such as uranium and plutonium-based mixture (MOX), reusable in certain reactors [Supko,
2016]. Fuel recycling avoids misspending resource and reduces the volume and radiotoxicity of waste.
Finally, the decommissioning process where nuclear power plants or other nuclear fuel cycle facilities
are dismantled to the point that it no longer requires measures for radiation protection is another vector
of radioactive waste production [IAEA, 2018a], which encompasses steel and concrete components, soil,
or reactor pressure vessel that have been exposed to long-term irradiation [Zohuri, 2020].

Unlike natural background radiation that people interact with on a daily basis without safety concern
in most areas around the globe, radioactive waste from the aforementioned human activities poses a se-
vere risk to the biosphere on a timescale much longer than the human lifetime. It is therefore imperative
to properly design the nuclear waste management strategies to ensure a secure, efficient and permanent
disposal of such material, bearing in mind that the burden of managing radwaste should rest on the shoul-
ders of present-day producers and consumers of nuclear energy, and not on those of future generations
[Decamps and Dujacquier, 1997]. A challenging task, that has been pragmatically quoted by the Swedish
National Council for Nuclear Waste [KASAM, 1998]:

We have a responsibility to search for the optimum solution on the basis of the knowledge
that we have today. Since our knowledge of the long-term evolution of the repository is
imperfect, our assessment of the consequences of our solution will be uncertain. For this
reason, we must choose a solution that is sufficiently open to allow future generations free-
dom of choice. However, there are inevitably crucial cutoff points in time, in terms of both
preserving freedom of choice and taking responsibility for the consequences of our actions.

To meet such arduous challenges, the evaluation of the ingredients needed for the implementation of
long-term strategies is currently based on the popular three-pillar conception of sustainability [Meadows
et al., 1972, Giddings et al., 2002]. Specifically applied to the sustainable development of a nuclear
waste management program [Sanders and Sanders, 2016], this tripartite description is translated into an
economic circle which encompasses the funding aspect to build a storage site, an environmental circle
which requires science and technology to demonstrate that waste can be stored with minimal impact on
all stakeholders at large, and a societal circle ensuring that all decisions are taken in an ethical manner
that reflects the will of the society, with sustainability being at the intersection, as shown in Figure I–3b.
However, beside the technical challenges raised by the long-term management of radioactive substances,
an additional stabilising structure is required to ensure the sustainability of the actions undertaken. This
aspect is often reflected by a fourth circle representing the law, which must guarantee that all actions are
performed in accordance with the rule of law applied within the society [Sanders and Sanders, 2016].
As a consequence, most nuclear countries have progressively set up regulatory bodies and enacted laws,
providing the legal framework for radioactive waste management policies. National agencies have been
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created to coordinate, supervise and centralise all activities related to radwaste management to a degree
that varies from country to country [Decamps and Dujacquier, 1997]. ONDRAF/NIRAS in Belgium
and ANDRA in France are both examples of institutions responsible for finding, implementing and
guaranteeing safe management solutions for all the waste produced in their respective country. Among
their missions is the drawing up of a national inventory showing the conditions and location of all rad-
waste stored on the territory.

(a) Global scale (b) EU scale (c) France (d) Belgium

Figure I–4 – Reported radioactive waste in storage and in disposal (with percentage), as at the end of
2016 at (a) the global scale and (b) in the EU. Data from [IAEA, 2018b, EC, 2019]. Radioactive waste
inventory as at the end of 2020 in (c) France and (d) Belgium, with future estimates based on specific
scenarios, from [ONDRAF, 2018, EC, 2019, ANDRA, 2020, ONDRAF, 2021].

The classification of radioactive waste varies according to the country and the type of waste gen-
erated. Six main categories are proposed in the IAEA reference system [IAEA, 2009a], based on the
amount of radioactivity contained:

• Exempt waste (EW) contains radionuclides at a level close to natural background radiation that
can be cleared from regulatory control without provisions for radiation protection.

• Very short lived waste (VSLW) contains only very short half-life radionuclides, which can be
stored on site facility for a waiting period before being disposed of as conventional waste.

• Very low level waste (VLLW) consists of material whose level of radioactivity is considered
non-harmful to the biosphere, and does not require a high level of containment and isolation.

• Low level waste (LLW) covers a broad range of materials from trace amounts of short-lived
radionuclides at higher levels of radioactivity to long-lived radionuclides at relatively low levels of
radioactivity, and requires robust isolation and containment for several hundred years.

• Intermediate level waste (ILW) consists of materials with relatively long-lived radionuclides
which require a greater degree of isolation and containment for periods beyond several hundred
years, but no (or only limited) provision for heat dissipation during storage.

• High level waste (HLW) contains the most hazardous materials available, with large amounts
of long-lived radionuclides, and levels of activity which are high enough to generate significant
quantities of heat, thus requiring immediate cooling and shielding for the storage extending over
tens of thousands of years.

The profiles shown in Figures I–4a and I–4b represent the estimated total inventory of radioactive
waste that is either in storage or disposed of by the end of 2016, at the global and EU scale respectively
[IAEA, 2018b, EC, 2019]. The overall worldwide volume of waste generated in the past 60 years of
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nuclear activity is about 38 million cubic meters, of which 30 million cubic meters (81%) have already
been disposed of, while a further 7.2 million cubic meters (19%) are in storage awaiting final disposal.
Zooming in on EU territory, the total volume for the same period amounts to 3.5 million cubic meters,
of which a large part (72%) is already disposed of and the rest (28%) is in storage and will have to
be managed in the future. With a specific focus on the French and Belgian contexts addressed in this
work, the national agencies have established their own radioactive waste categorisation schemes, based
on the activity level (risk) and half-life period (duration) of the radionuclides contained in the materials
at the time of conditioning, with a conversion to the IAEA standard classification system [IAEA, 2009a]
proposed in Table I–1, and the total amount of waste of each class at the end of 2020 given in Figures
I–4c and I–4d respectively. Long-term estimates of the volumes of waste to be managed by the end of the
activities relating to the decommissioning of all existing nuclear facilities are also presented, assuming
that the nuclear phase-out is completed by 2025 in Belgium [ONDRAF, 2021] and that different scenarios
of nuclear power renewal or substitution are implemented in France [ANDRA, 2020]. In both cases, a
large part of this waste already exists or will inevitably be produced. One specificity related to nuclear
waste management is that HLW accounts for a small percentage of the total volume, but represents
more than 95% of the total radioactivity of the waste produced, whereas LLW comprises some 90%
of the volume but only about 1% of the radioactivity of all radioactive waste [IAEA, 2018b]. Specific
repository facilities must thus be envisaged with a growing degree and duration of isolation related to the
increasing waste harmfulness [Van Dorp et al., 1989, ICRP, 1985].

Half-life
Activity Very short-lived Short-lived Long-lived

Very low

VSLW
(-)

VLLW (LLW)

Low LLW-LL (ILW)

Intermediate
LILW-SL

(LLW) ILW-LL (ILW)

High Not applicable HLW (HLW)

(a) France

Half-life
Activity Short Long

Low A (LLW) B (ILW)

Intermediate A (LLW) B (ILW)

High C (HLW) C (HLW)

(b) Belgium

Table I–1 – Radioactive waste classification in (a) France [ANDRA, 2020] and (b) Belgium [ONDRAF,
2021], and its equivalence with IAEA classification in brackets [IAEA, 2009a].

After treatment operations to reduce waste volume, and conditioning to prepare for transportation
[Garamszeghy, 2011, IAEA, 2020b], VLLW and LLW containers are generally stored in near-surface
disposal facilities [Han et al., 1997], implemented either in caverns at depths of tens of meters or at
ground level in constructed vaults which are backfilled when full and covered with a protective layer
of top-soils. With this approach adopted in France for the LILW-SL and VLLW and in Belgium for
the A-type waste, the sites are maintained at least for a few decades. As for ILW and HLW, a common
repository strategy could be considered because the risk that they present extends over similar timescales,
from several tens to hundreds of millennia. In the past, many disposal options have been imagined
[McKinley et al., 2007], from long-term above ground storage to disposal in outer space, at sea, in sub-
sea bed, in subduction zones, in ice sheets, by deep rock melting, or deep well injection. Most of them
were rejected for safety concerns or prohibited by international agreements, until a worldwide scientific
consensus dating back to the late 20th century [Witherspoon, 1991, IAEA, 1993, Savage, 1996, NEA,
1999, EC, 2000] recognised the deep geological disposal as the most promising solution for the long-
lasting storage of nuclear wastes [Bredehoeft et al., 1978, Chapman and McKinley, 1987]. The topic of
the present work focuses on the higher activity wastes that might be destined for geological disposal.
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1.3 Deep geological disposal

While for centuries, the commonly accepted practise for disposing of environmentally unfriendly
solid material that could not be burned was to bury them hasty at shallow depth [Miller et al., 1994], the
concept of geological disposal has been taken to a greater degree of sophistication by the nuclear sector,
reflecting the extremely demanding performance requirements to achieve. Within this framework, it
specifically refers to the repository of radioactive waste in a geological disposal facility (GDF) located
underground in a stable geological formation, without intention to retrieve the waste, although such a
possibility is not ruled out [IAEA, 2011b]. In particular, the GDF must be designed with the specific
objectives of [IAEA, 2011a]:

(i) Confining the waste;

(ii) Preventing, reducing and delaying the migration of radionuclides at any time;

(iii) Isolating the waste from the accessible biosphere for extended periods of time.

These prescriptions must ensure that any residual radionuclide release reaching the surface remain at
concentrations that are below some prescribed limits or insignificant compared with the natural back-
ground levels of radioactivity. And at the same time, the system must provide a reasonable assurance
that any risk from inadvertent human intrusion would be very small.

Figure I–5 – Conceptual schemes of a deep geological repository, (a) illustrating the concept of multi-
barrier system, and according to (b) the Belgian concept in Boom Clay [ONDRAF, 2020] and (c) the
French concept in the COx claystone [Andra, 2023].

Of the dozens of countries with significant nuclear power activities to date, only a few of them 14

have approved the geological disposal of all or part of their radioactive waste in facilities constructed at
an appropriate depth in stable geological formations in the next decades. Depending on the country, dif-
ferent concepts of disposal in specific geological environments have been considered as shown in Figures
I–5b and I–5c [Hicks et al., 2008]. Yet in all cases the conceptual basis of geological disposal has been
based upon the passive multi-barrier system, illustrated in Figure I–5a. It typically comprises the natural
(geological) barrier system (NBS) and an engineered barrier system (EBS), acting together to isolate the

14. Canada, Finland, France, Sweden, and Switzerland.
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waste and contain its associated radionuclides [Ewing et al., 2016, Ojovan and Steinmetz, 2022].

The EBS corresponds to the underground structures and includes the different manufactured compo-
nents. Typically, the high-level waste is vitrified, forming a first chemically inert barrier, before being
put in canisters made of steel or copper, in order to build a second physical barrier. These substances
are in turn possibly encapsulated in standard concrete containers before being emplaced and sealed in
horizontal storage drifts or in vertical boreholes using backfill materials. This generic EBS design dif-
fers according to the repository concept adopted in each country. For instance, in the current version of
the French Cigéo project [Labalette et al., 2011], the space between the canisters and the host rock is
filled by claystone-based backfill materials, while bentonite-based backfill materials are used in access
galleries and shafts. In the supercontainer concept as envisaged in Belgium, the canister is enveloped in
a cement-based material, over-packed by a thin carbon steel layer [Van Humbeeck et al., 2008].

The NBS corresponds to the surrounding geological medium in which the entire repository is located.
This host rock formation is selected according to key factors including long-term stability, good confining
conditions in terms of permeability and geochemical interactions, and high geomechanical properties, in
order to provide the most predictable environment possible. Depending on these geological character-
istics of the underground varying from one region to another, the preferred host materials fall into the
broad categories of crystalline [Bäckblom, 1991], clay-based [Félix et al., 1996, Neerdael and Boyazis,
1997], or salt [Langer, 1999, Behlau and Mingerzahn, 2001] rocks. Among these geological formations,
this work focuses more specifically on the Callovo-Oxfordian claystone which is envisaged in France,
and the Boom Clay which is currently under investigation in Belgium.

Although the NBS constitutes the main and most reliable component, the overall safety of a GDF is
achieved through a sensible balance of its different constituents [Chapman and Hooper, 2012]. The EBS
ensures the confinement of the radioactive substances and is usually designed to resist for thousands
of years. After this period, such artificial components will inevitably degrade and the NBS will then
play its role by delaying and slowing down the radionuclide migration on a time-scale consistent with
the radioactive decay period. This series of barriers should provide a safe isolation of the radioactive
waste from all living organisms and their environments. Nevertheless, to ensure that the described safety
functions are maintained, an in-depth understanding of the processes affecting the long-term behaviour
of the barriers is needed.

1.4 Gas-related issues in a context of coupled processes

During the lifetime of a nuclear waste isolation project, various coupled thermal-hydraulic-mechanical-
chemical (THMC) processes arise in the geological host formation under the joint influence of ther-
mal gradients, liquid and gas pressure changes, rock mechanical stresses and geochemical reactions
[Birkholzer et al., 2019]. It implies that the response of the rock mass cannot be predicted with con-
fidence by considering each process individually or in direct succession, but by considering that each
process is potentially affected by the initiation and progress of the other processes [Tsang, 1987]. Such
coupled phenomena have received a particular attention in the field of rock mechanics and engineering
over the past decades [Kohl et al., 1995, Stephansson et al., 1996, Neaupane et al., 1999, Tsang et al.,
2000, Hudson et al., 2001], involving numerical models as a complement to experimental studies. Sus-
tained efforts have been made to model these process interactions occurring in different stages of the
lifespan of a GDF, as is the case at the University of Liège with the finite element code LAGAMINE.

Initially, the excavation of the storage galleries causes unavoidable stress redistribution that triggers
damage and cracks propagation in the close vicinity of the excavated cells, leading to the creation of a
so-called excavation damaged zone (EDZ) [Tsang et al., 2005, EC, 2005a], with significant changes in
the hydro-mechanical properties [Armand et al., 2014]. Then, the air ventilation required during the op-
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eration phase initiates water drainage and desaturation of the host rock which may induce extra cracking
[EC, 2005b]. Numerical modelling of such binary HM interactions has been performed for instance by
[Pardoen, 2015] and [Salehnia, 2015]. The nuclear waste packages are subsequently placed in their cells
and sealed with swelling clay (bentonite) and concrete during the proper post-closure repository phase.
In the short term, hydraulic resaturation in the near-field of the storage drift is the dominant process at
work, which has been numerically tackled by [Dieudonné, 2016] and [Gramegna, 2021]. In the medium
term, the heat release from the high-level radioactive waste will induce thermal effects on the damaged
zone, a TM coupled process investigated by [Dizier, 2011], and expose the host rock to desiccation
effects and potential cracking under shrinkage, as studied by [Hubert, 2018]. In the long term, other
coupled processes can potentially affect migration of radionuclides, such as geo-chemical processes or
gas production from the degradation of repository engineering materials, as explored by [Gerard, 2011].
The work presented here aims to address these latter gas-related issues from a numerical perspective.

(a) (b)

Figure I–6 – Conceptual scheme of a deep geological repository with (a) the major THMC processes
affecting the system and (b) the related coupled effects occurring over its lifetime, after [Sillen, 2012].

Gas generation from radioactive waste under final repository conditions is unavoidable and stems
from the nature of certain essential components of the storage system. Since the amounts and types of
gases have been recognised as potential safety concerns for the long-term integrity of a repository, major
efforts have been made to characterise the gas generating modes and their generation potential [Rodwell
et al., 1999]. A number of mechanisms have been identified, as potentially contributing to the total gas
generation rate and cumulative gas generation to varying degree, depending on the geo-physico-chemical
conditions at the specific site, the disposal concept, and the waste characteristics.

The anaerobic corrosion of all the reactive metallic constituents of the waste products, their packages
and the components used in the EBS will lead to the formation of Hydrogen in the absence of oxygen
and in the presence of water [Rodwell et al., 2003]. In nearly all disposal concepts, this mechanism is
expected to have the strongest impact on total gas generation. The decomposition of water and certain
organic matter in the packages by all kinds of radiation is another gas generation mechanism termed
radiolysis yielding small additional amounts of Hydrogen [Voinis et al., 1997]. Gas generation from mi-
crobial degradation is another well-known phenomenon confined to organic material-containing waste
of LLW or ILW type, which gives carbon dioxide and methane as the chief products [Francis et al., 1997].
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Even though the gas production processes are generally slow, it is important to verify that these will
not be detrimental to the good functioning of the disposal system. Indeed, the low permeability of clays,
from which the containment function of a repository benefits, also limits the evacuation of the gener-
ated gases. Four basic transport mechanisms for gas migration in low-permeable porous media have
been identified, including the advection and diffusion of dissolved gas, the visco-capillary two-phase
flow, the dilatancy-controlled flow, and the macro-fracture flow [Marschall et al., 2005]. Under these
circumstances, the generally accepted assumption 15 in most DGF concepts is that the original transport
of dissolved gas in the liquid phase by advection and diffusion will not be sufficiently rapid to prevent
the local pore water from becoming saturated with dissolved gas and the appearance of a discrete gas
phase. If this gas phase cannot disperse through the engineered barriers and into the host rock as fast as
it is generated, gas could continue to accumulate, causing the pressure in the repository to build up. At a
certain level of pressure, the accumulated gas could then escape from the repository by creating discrete
gas-specific pathways through the EBS and/or the host rock, as illustrated in Figure I–6a. In the event
that the over-pressurisation reaches the gas fracturing threshold, the resulting damage might open up
pathways through which radioactive contaminants might subsequently leak from the repository. Given
that the generation, accumulation and release of gases from a GDF may significantly affect the long-term
safety function of the repository [NEA, 2001b], this topic has been the subject of several research activi-
ties focussing on both experimental and numerical modelling aspects in a series of international research
projects 16 [Volckaert et al., 1995, Ortiz et al., 1997, Haijtink and Rodwell, 1995, Manai, 1997, Rodwell,
2000, Rodwell et al., 2003, Shaw, 2015, Tamayo-Mas and Harrington, 2020]. Building on these previous
works, the present contribution aims to advance understanding and modelling of the gas impact on the
hydro-mechanical behaviour of clayey rocks as part of the work package (WP) GAS of the EURAD 17

EC project [Garcia et al., 2020].

15. Further developed in Part II.
16. MEGAS (1991-1994), EVEGAS (1994-1996), PROGRESS (1996-1999), GASNET (1998-2002), FORGE (2009-2013),

DECOVALEX (2016-2019) to name the most important ones.
17. European Joint Programme on Radioactive Waste Management.
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2. Objectives of the study

In the first reference status report on the basic understanding of gas transport processes in the context
of an underground radioactive waste repository [Rodwell et al., 1999], it was stated that there are few
problems in geoscience more complex than the quantitative prediction of gas migration fluxes through
an argillaceous rock formation. Taking over from the continued effort deployed for the past 20 years on
the subject, the WP GAS of the EURAD EC project aims to improve the mechanistic understanding of
gas transport processes in natural and engineered clayey materials, their couplings with the mechanical
behaviour and their effects on the properties of these materials, as well as to evaluate their potential im-
pact on clayey barrier integrity and repository performance [Levasseur et al., 2022].

The work presented in this thesis focuses on task 2 of this WP, dedicated to the main transport
mechanisms at play in the post-closure phase of a disposal system, and on part of task 3, dealing with the
barrier integrity. Among all the objectives of the WP, the work presented in this thesis aims to contribute
to:
• Conceptualise the transport mechanisms both at micro- and macro-scale (sub-task 2.2).
• Improve understanding of the observed gas transport modes and their main control (sub-task 2.2).
• Gain a mechanistic understanding of the hydro-mechanical phenomena associated with gas-induced

failure, within the EDZ and the host rock (sub-task 3.1).
• Evaluate achievements by the application of the newly developed modelling tools on in situ exper-

iments (sub-task 3.3).

More particularly, in the case of saturated plastic clays with low diffusion coefficients and sub-
jected to high gas production rates, there is now a growing body of evidence [Harrington and Horseman,
1999, Harrington et al., 2012b, Cuss et al., 2014b, Gonzalez-Blanco et al., 2016, Harrington et al., 2017a]
that, classic concept of porous medium two-phase flow characterised by intrinsic hydraulic properties are
unsuitable to numerically capture the complex coupled hydro-mechanical processes governing gas flows
in porous media. This thesis is thus motivated by the challenging task of suitably modelling which trans-
port regime prevail under which conditions in different zones of the geological barrier and for different
argillaceous materials, with the emphasis on the two primary modes for gas flow as a separate phase, i.e.
the visco-capillary flow and the formation of discrete gas-filled pathways.

This investigation therefore requires to develop novel and robust numerical models that can realisti-
cally simulate the gas transport mechanisms in low permeability media as well as the accompanied HM
processes. More specifically, the doctoral research activities undertaken to meet the objectives of the WP
listed above can be summarised as follows:

• The identification of the conditions, main features and fundamental properties of the clayey ma-
terials to be modelled, namely the Boom Clay and the Callovo-Oxfordian claystone, the charac-
terisation of the possible gas transport mechanisms and related HM couplings to be considered
in the numerical models, and the inventory of the numerical tools available for the modelling of
gas migrations in low permeable media, in order to highlight the research gaps in these numerical
studies. This part of the work is essentially based on an extensive literature review of the current
state of the art.
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• The development of a series of numerical models able to reliably reproduce the key experimen-
tally observed gas transport processes in low permeable clay materials. Two distinct zones of the
repository system have been more specifically identified in Figure I–7, dividing the task into two
sub-objectives:

— A second gradient H2M model: In the excavation damaged zone (EDZ), the gas migration is
supposed to be governed by the hydraulic properties modification induced by the fracturation
following the storage drifts excavation [Tsang et al., 2005, Armand et al., 2014]. A first
contribution aims thus at extending the second gradient method [Chambon et al., 1998] to
two-phase flow hydro-mechanically coupled conditions in order to simultaneously capture
the multi-physics interactions related to gas transfers and the development of fractures.

— A multi-scale model: In the sound clay rock, the gas migration is supposed to be governed
by the rock structure at a micro-level [Harrington et al., 2012b, Gonzalez-Blanco et al., 2016].
A second contribution aims thus at building a multi-scale model which captures the micro-
scale effects on the macroscopic gas flow, by embedding the description of the microstructure
constituents, like the pore network and the separation planes, on a representative element
volume (REV).

• The implementation of the developed models in the framework of the finite element code LAGAMINE,
and the verification of their efficiency and robustness. For an extensive description of the code,
the reader should refer to [Charlier, 1987, Habraken, 1989].

• The application of the developed models at different scales, to demonstrate their ability to quali-
tatively mimic the experimental data at the lab or in situ scales, in such a way as to provide a better
understanding of the gas transport processes that can be active at the scale of a geological disposal
system.

(a) (b)

Figure I–7 – Conceptual scheme of a deep geological repository (a) focussing on the gas generation pro-
cess with (b) the potential expected gas transport modes in the EDZ and the sound rock layers, inspired
from [Levasseur et al., 2024].
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3. Outline of the thesis

The thesis global frame consists of five main parts articulated following the key objectives and briefly
introduced hereafter.

Context of the research. This opening part (I) provides a general introduction to the research topic, by
presenting the background information about the nuclear power industry, radioactive waste
types, and the concept of a deep geological disposal. In addition, a first insight into the gas-
related issues in clayey rocks is given and the objectives of the thesis are delineated.

Basics of multiphase flows in clay materials. The second part (II) of the thesis gives a general overview
of the state of knowledge with respect to the gas transport processes that may take place in the
Boom Clay and the COx claystone. These two investigated materials are first characterised
in detail, and the key experimental results on gas transport in these two rocks, as well as the
insight acquired on the conceptualisation of the gas flow process through geological disposal
systems, are highlighted. A description of the current modelling approaches for simulating
gas migrations in saturated clayey materials is also provided to establish the starting point for
numerical developments.

Modelling gas transport in the EDZ. The third part (III) is dedicated to the presentation of a second
gradient H2M model to reproduce gas transport processes through the excavation damaged
zone. The path from experimental observations of strain localisation in geomaterials, to the
practical implications of its numerical implementation, via the theorising of this concept, is
first outlined. The key ingredients of the model required to properly reproduce the devel-
opment of fractures, and simultaneously capture the multi-physics processes inherent to gas
migrations are also described. Finally, this numerical tool is used for the modelling of a small-
scale gas injection test in Boom Clay and a large-scale storage gallery in the COx claystone.

Modelling gas transport in sound rocks. The fourth part (IV) is dedicated to the elaboration of a de-
tailed micro-scale hydraulic constitutive model for partially saturated clay materials, inte-
grated into a multi-scale scheme employing homogenisation and localisation equations for the
transition from one scale to the other. The sequential steps behind the double-scale procedure
are first summarised, and then used for the development of the HM multi-scale model. The
complex microstructure of the clay material is idealised as an assembly of fractured and tubu-
lar constituents in the horizontal and vertical directions, described by their own constitutive
laws. This multi-scale HM model is used to reproduce gas injection experiments carried out
in Boom Clay, from the laboratory scale to a larger scale, which raises the questions related
to the variability of the material properties and the up-scaled impact of the microstructure-
induced processes on gas migrations.

Conclusions The closing part (V) of the thesis presents the main conclusions drawn from the different
contributions of the research, together with the recommendations for future work.
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Part II

Basics of multiphase flows in clay
materials
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Introduction Part II

Before proceeding to modelling, this part of the thesis aims to better apprehend the complex and
specific transport processes inherent to gas release from geological disposal facilities, the materials to be
modelled in this specific context, and the modelling tools available. These aspects, briefly contextualised
in the introduction part, are now further clarified by way of a literature review.

Among the different materials for deep geological repository, the focus has been put on the behaviour
of the Boom Clay and the Callovo-Oxfordian claystone envisaged respectively in Belgium and France.
The main properties of these two argillaceous formations used in the modelling parts III and IV are
first summarised. This general description covers different aspects, including the geological setting of
the materials, the materials structure, the geotechnical properties, with a special focus on the expected
favourable attributes such as low permeability and on the implications induced by the creation of an
excavation damage zone in the material.

The second chapter of the state of the art intends to draw up a broad picture of the gas transport tak-
ing place in the framework of geological disposal, without being exhaustive but based on the currently
shared mechanistic understanding of the transfer processes [Levasseur et al., 2021]. So, the main mecha-
nisms that allegedly operate gas migrations through low-permeability clayey materials (Figure II–1) are
individually reviewed [Marschall et al., 2005]: (i) advection and diffusion of dissolved gas, (ii) visco-
capillary two-phase flow, (iii) dilatancy-controlled gas flow, and (iv) gas flow in fractures.

Figure II–1 – Phenomenological description of the basic modes of gas transport in low-permeability
rocks. After [Marschall et al., 2005].

The final objective of Part II is to describe the fundamental basics for modelling gas transport in
clayey materials. Gas flows are represented both from the perspective of the gas and considering the
couplings with the mechanical behaviour of the porous media. In particular, classical hydro-mechanical
models of a porous medium in partially saturated conditions are detailed and some other improved mod-
els able to capture the development of preferential flows are also introduced. The idea is to give a fore-
taste of the implementation procedure in the used LAGAMINE tool, and to provide a quick scan of what
exists in terms of gas transport in the modelling sphere, which will serve as a basis for the numerical
developments in the following parts.
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4. General description of the clay host formations

For many decades now, a broad number of studies have been conducted to apprehend all the specifici-
ties of gas migrations in a variety of materials, including clays, generally related to a specific subsurface
activity, whether it is conventional and unconventional hydrocarbons industry [Krooss et al., 1992, Clay-
ton and Hay, 1994, Schlömer and Krooss, 1997], reservoir engineering [Gray, 1987, Gilman and Beckie,
2000, Gensterblum et al., 2015] or more recently the carbon dioxide sequestration projects [Christensen
and Larsen, 2004, White et al., 2005]. Nevertheless, all these latter have been most often performed on
very site-specific and briefly characterised materials which contrasts with the few clay formations stud-
ied in detail for the disposal of radioactive waste and on which a large body of experiments have been
carried out. As of today, many countries in Europe are deploying great efforts to examine clays as a po-
tential formation for hosting the radioactive waste disposals. France has approved an indurated clay rock
known as Callovo-Oxfordian (COx) formation to dispose of its high-level and long-lived intermediate-
level nuclear waste, while the technical option currently recommended in Belgium is the deep geological
disposal envisaged in a poorly indurated clay, known as Boom Clay.

This chapter aims thus to provide a general overview of these two clay formations that are numer-
ically modelled further in this work. First, an overview of the favourable attributes of clay rocks as
host formations for radioactive waste storage is presented. Then the occurrence area of both studied
formations is contextualised. The following part of this chapter proposes to describe the fundamental
physical and geotechnical properties of the Boom Clay and the COx claystone from a general point of
view, ending with an overall summary for the two considered host rock formations.

4.1 Expected favourable attributes

The natural geological barrier provided by the clay host formation and its surroundings is the key
component of the multi-barrier system owing to its excellent properties for the confinement of contam-
inants. Intensive researches have been conducted over the past decades to properly characterise these
favourable attributes of clay which encompass [Norris, 2017]:

• Stability: the selected host rocks and their associated properties have remained unchanged over
millions of years.

• Lateral continuity: the geological structures encompassing the selected clay host rocks are char-
acteristed by a large-scale lateral continuity.

• Vertical homogeneity: the selected host rocks present very uniform transport properties through-
out their entire thickness.

• Limited water movement: the selected host rocks have a very low permeability, considerably
restraining water movements and the radionuclide transfer via this medium.

• Diffusive transport: the chemical species migration through the selected host rocks is essentially
diffuse, by means of concentration gradient and not the pore water movement.

• Retention capacity: the selected host rocks are defined by a strong capacity to delay the transfer
of many radionuclides and chemical contaminants.

23



Part II : Basics of multiphase flows in clay materials 4. General description of the clay host formations

• Buffer effect: the selected host rocks display a substantial buffer effect with regard to chemical
perturbations.

• Self-sealing capacity: any fissure created in the selected host rocks could close with time under
given conditions.

Looking more fundamentally at the transport of gases through such clays, it emerges that this process
is conditioned by the sub-microscopic dimensions of the interparticle spacing [Nelson, 2009], the strong
physico-chemical interactions between pore water and substrate [Abdullah et al., 1999], a low perme-
ability [Neuzil, 1994] and a deformable matrix, which results in a hydro-mechanical coupled response of
the considered materials [Barnichon and Volckaert, 2003]. At this point, the rest of this chapter intends to
demonstrate that many properties of the Boom Clay and the Callovo-Oxfordian claystone are favourable
to the choice of these formations as safe host rocks.

4.2 Site investigation

The following subsections summarise the occurrence area and geological origin of the formations for
the two host clays and how the specific site can be thoroughly characterised at large scale by underground
research laboratories (URL).

4.2.1 Geological setting

The Boom Clay formation is a detrital marine deposit belonging to the Rupelian age in the Tertiary
Period on a geological timescale [Dumont, 1849]. This sedimentary formation is composed of rhyth-
mically alternating clay-rich and silt-rich materials with variations in organic matter content which have
been deposited in layers in the Campine Basin according to the climate and geological conditions change
[Vandenberghe et al., 2014]. The Boom Clay layer is located in the north part of Belgium and covers a
surface of about 5000 km2, according to the geographic distribution visible in Figure II–2a. The forma-
tion remains almost horizontal with a gentle dip of 1-2% towards the northeast and its thickness increases
from a few decameters at the outcrop to more than 150 meters in the deeper part of the basin [Heremans
et al., 1977, Bernier et al., 2007a]. At this location, water bearing sand layers are situated above and
below the layer, as presented in Figure II–2b.

(a) (b)

Figure II–2 – (a) Extension of the Boom Clay formation in the north part of Belgium, from [ONDRAF,
2001] modified after [Honty et al., 2010]. (b) Geological cross-section through the occurrence area,
modified after [Wemaere et al., 2008].

The Callovo-Oxfordian claystone, also called argillite, is part of the largest sedimentary basin in
France, i.e. the Paris basin, known to be stable over the 365 million years of its geological history
[Mégnien et al., 1980, Guillocheau et al., 2000]. This geological area is constituted of a succession of
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quasi-horizontal sedimentary layers of clay, limestone and marls among which the Callovo-Oxfordian
formation deposited 160 million years ago, in an open and calm marine environment. The COx sedi-
mentary series remains almost horizontal with a general dip of about 1° to the West [Linard et al., 2011],
and is located between 400 and 600 m depth, as displayed in Figure II–3. The formation is surrounded
above and below by the Dogger and the Oxfordian limestones, and is vertically divided into three major
geological sub-layers based on clay mineral content [Lerouge et al., 2011, Armand et al., 2016], namely
the argillaceous unit, the transition unit and the silty-carbonated unit. The former constitutes the interval
of interest for the planned repository.

Figure II–3 – Geological map of the Meuse/Haute-Marne area in Eastern France, where the Callovo-
Oxfordian claystone is located in a layer at around 500m depth, modified after [Andra, 2005].

4.2.2 Underground research laboratory

Given that the comprehension of the geomechanical behaviour of the candidate host rocks is an es-
sential issue to assess the practicability and the long-term safety of a repository, a more direct access to
deep geological formations turns out to be necessary. For this reason, a certain number of nuclear power
generating countries, such as Belgium and France, have undertaken to build underground research facil-
ities to acquire all the required in situ data and carry out research and development projects [Kickmaier
and McKinley, 1997, Birkholzer et al., 2012, Delay et al., 2014]. In the context of radioactive waste dis-
posal, an Underground Research Laboratory, usually known by the generic acronym URL, is a facility in
which experiments are carried out so as to establish and to demonstrate the feasibility of constructing and
operating a radioactive waste disposal facility within a geological formation [NEA, 2001a, NEA, 2001c].

As of today, Belgium operates the oldest URL in clay medium. The first construction phase of the
HADES 1 URL dates back to 1980 at a depth of about 223 m in the Mol-Dessel area (Figure II–4a) where
the Boom Clay is supposed to be present between 190 m and 290 m beneath the surface [Mertens et al.,
2004]. Since then, the HADES laboratory has played a major role in the development of a scientific-
technical basis for the disposal in Boom Clay, thanks to a large number of experiments performed under
in situ repository conditions [Bernier et al., 2007a, Bastiaens and Bernier, 2006]. This type of URL falls
in the methodological laboratories category [Blechschmidt and Vomvoris, 2010] since it is located at a
site with representative rock, but is not designated to host a repository.

In France, the Meuse/Haute-Marne URL was built at the very end of 20th century and has been
in operation since then in the framework of ANDRA’s research program. The Laboratory consists of
two shafts providing access to a multi-purpose experimental area at 445 m depth level and to a set of
technical and experimental drifts at the main level at 490 m depth [Piguet, 2001, Delay et al., 2005],
as presented in Figure II–4b. This latter depth corresponds to the median depth of the COx formation

1. High-Activity Disposal Experimental Site.

25



Part II : Basics of multiphase flows in clay materials 4. General description of the clay host formations

on the site which extends from approximately 422 m to 552 m. The first objective of the ongoing
underground research was to characterise the confining properties of the argillaceous rock through in
situ hydrogeological tests, chemical measurements and diffusion experiments [Delay et al., 2007]. After
establishing the geological conditions, the subsequent studies have to demonstrate how the rock reacts to
the construction and operation of the geological disposal [Armand et al., 2015]. Thus, such a site-specific
URL serves a research purpose on the one hand, through the monitoring of the construction of the lab
itself, and is also expected to have a prototyping and performance confirmation function on the other
hand, which means that full-scale mock-ups of an eventual repository tunnel are built for early testing of
engineered and natural barrier components [Blechschmidt and Vomvoris, 2010].

(a) HADES URL (Boom Clay) (b) Meuse/Haute-Marne URL (COx claystone)

Figure II–4 – Schematic representation of the gallery network of (a) the HADES URL in the Boom
Clay, after [Bernier et al., 2007a, Verstricht, 2013] and (b) the Meuse/Haute-Marne URL in the Callovo-
Oxfordian claystone, after [Armand et al., 2014, Souley et al., 2022].

4.3 Geotechnical properties and in situ conditions

4.3.1 From lithology to mineralogy

The Boom Clay is a silty clay or argillaceous silt whose horizontal layered structure constitutes its
most striking characteristic. Within this vertical layering, several marker horizons with distinct proper-
ties are detected, as a consequence of variations in grain size or mineralogical content among the bands.
These disparities result from sedimentary depositional processes and subsequent limited burial history
[Vandenberghe, 1978]. In the horizontal direction, however, the Boom Clay formation presents an ex-
tended lateral continuity [Vandenberghe et al., 1997, Honty and De Craen, 2012].

In term of mineralogical composition, the present-day assemblage of the Boom Clay consists mainly
of clay minerals dominated by illite, kaolinite and smectite and a complementary non-argillaceous frac-
tion mostly constituted by quartz and feldspar. This composition is very homogeneous in the vertical
profile from a qualitative point of view, although the proportions of the various minerals vary from one
clay-dominated layer to another silt-dominated one [De Craen, 1998]. The presence of beds containing
diagenetic sequences such as carbonates or pyrite as well as fractions of natural organic matter is also de-
tected in smaller quantities in Boom Clay mineralogy [Van Geet et al., 2003, Bruggeman and De Craen,
2012]. Detailed information about the history of Boom Clay and its main mineralogical composition has
been compiled by [DeCraen et al., 2004, Volckaert et al., 2005, Li et al., 2007, Wemaere et al., 2008],
and further updated by [Zeelmaekers et al., 2015] and [Frederickx, 2019].

The Callovo-Oxfordian claystone forms a predominantly homogeneous clayey layer between 422 m
and 552 m in depth directly above the underground laboratory. Only slight variations in the main con-
stituents of the mineral composition into three distinct sedimentary sequences are perceptible, which are
the expression of weak cyclic variations of the sea level at the time of the deposition of the layer. It is the
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median sequence with the highest clay mineral proportion that is especially studied for the implantation
of a possible repository. Laterally, this clayey layer does globally not exhibit any discontinuities likely
to modify the favourable properties of the argillite which testifies to the stable tectonic and sedimentary
context during the period of deposition [Andra, 2005].

In terms of mineralogical composition, the main phases of COx claystone consist of clay minerals
dominated by illite and smectite, a complementary non-argillaceous fraction mostly constituted by sili-
cates and carbonates grains, and a minor part of organic matter. Detailed information about the history
of COx claystone and its main mineralogical composition has been compiled in [Andra, 2005].

4.3.2 From granulometry to porosity

The Boom Clay is an uncemented fine-grained compacted clay with a well-developed particle align-
ment according to the bedding plane. This microscopically well-developed arrangement arises from the
geological history of the clay, which has been deposited in a marine environment and submitted to dif-
ferent vertical loads during its history [Mertens et al., 2003]. This preferential alignment of the clay
particles has been observed in [Dehandschutter et al., 2004] using scanning electron microscopy (SEM)
technique. Moreover, a small-scale characterisation of the pore network, with the determination of the
distribution, orientation and shape of pores down to a few nanometres in size has been performed in [Des-
bois et al., 2010, Hemes et al., 2011] by combining Broad Ion Beam cross-sectioning and high-resolution
SEM imaging.

(a) Boom Clay (b) COx claystone

Figure II–5 – Particle size distribution curves for (a) Boom Clay samples, compiled by [Lima, 2011,
Gonzalez-Blanco, 2017], and (b) crushed COx claystone samples, after [Zhang, 2014].

In Figure II–5a, the compilation of several granulometric curves from different studies and methods 2

provided by [Lima, 2011] and further enriched by [Gonzalez-Blanco, 2017] reveals that the Boom Clay
composition includes more than 60% of very fine particles (fine silt and clay-size particles). The analysis
of the pore size distribution of Boom Clay measured by [Dehandschutter et al., 2004, Lima, 2011] on
freeze-dried (natural) and air-dried samples with Mercury Intrusion Porosimetry (MIP) and presented
in Figure II–19a of Section 5.3, shows that the majority of the pores have a radius comprised between
0.001 µm and 0.1 µm with a peak of the unimodal distribution around 0.01 µm. Although clay can be
considered as an open structure with high porosity [Dehandschutter et al., 2004], assessing the porosity
morphology in fine-grained sediments such as Boom Clay is quite complex due to the small pore sizes

2. Including: [Rhattas, 1994, Lagny, 1996, Wan, 1996, Baldi et al., 1988, Romero, 1999, Coll, 2005, Lima, 2011, Gonzalez-
Blanco, 2017].
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of this material. The total porosity of Boom Clay derived from the water content and diffusion experi-
ments with tritiated water [Aertsens et al., 2005, Aertsens et al., 2008] ranges from 0.31 to 0.45, with the
highest porosities detected in the bands.

The Callovo-Oxfordian claystone is an indurated clay with a preferential orientation of clay particles
and aggregates parallel to the bedding plane [Robinet et al., 2012] that is not as pronounced as in the case
of other indurated clays such as Opalinus Clay [Wenk et al., 2008], but still leads to a slight anisotropy
of most of rock properties. The grain size distribution curves assessed by [Zhang, 2014] on crushed
claystone produced by drift excavation at the main level of the URL are depicted in Figure II–5b. Pore
network characterisation studies using MIP [Sammartino et al., 2003] demonstate that most of the poros-
ity is located within the clay matrix, and there is a strong correlation between clay content and porosity
values at the scale of the Callovo-Oxfordian geological layer [Robinet et al., 2015]. Figure II–19b of
section 5.3 presents the reference pore size distribution curve of the COx claystone obtained by using
MIP [Andra, 2005] that indicates that the network of pores mainly comprises meso- and micropores
with a predominant pore population at approximately 10 nm to 30 nm [Song et al., 2015], and that this
network has an extremely low connectivity for pore sizes larger than 40 nm [Robinet et al., 2012, Song
et al., 2015, Armand et al., 2016].

According to [Esteban, 2006], the total porosity measurements lie between 13% in the carbonate-rich
intervals to 19.5% at levels having the highest clay content, porositites as high as 27.5% are likely to be
found in layers containing a significant quantity of pyrite, as mentioned in [Robinet, 2008], while the
porosity of samples from the lower layers of the COx argillite deposit are generally around 22% as given
in [Mohajerani et al., 2011]. In the end, the average porosity in the middle of the argillaceous unit of
interest is assumed to be around 18%.

4.3.3 Density and water content

The density of Boom Clay has been widely characterized in the literature for several decades now.
The reported value of the solid density ρs, namely the density of the solid grains, varies from 2650 kg

m3

in [Mertens et al., 2003] to 2682 kg
m3 in [Bernier et al., 2007a], by way of 2670 kg

m3 in [Belanteur et al.,
1997, Lima, 2011, Gonzalez-Blanco, 2017]. As for the values of the bulk (saturated) density ρ, these
fall within the range 1900-2100 kg

m3 following different studies [Heremans et al., 1977, De Bruyn et al.,
1988, Mertens et al., 2003, Mertens et al., 2004, Dehandschutter et al., 2004, Bernier et al., 2007a],
while the values of the dry density ρd that represents the density of soil when it is completely dry,
range from 1490 kg

m3 to 1900 kg
m3 according to [De Bruyn et al., 1988, Baldi et al., 1988, Mertens et al.,

2003, Dehandschutter et al., 2005, Li et al., 2007, Lima, 2011, Gonzalez-Blanco, 2017] and has been
presented as function of depth in Figure II–6a [Gens, 2013], following previous reviews [Hoteit et al.,
1999, Gens et al., 2007].

The typical water content of Boom water is thus about 20%, which is consistent with the water con-
tent weight range from 19% to 30% reported by [De Bruyn et al., 1988, Mertens et al., 2003, Mertens
et al., 2004, DeCraen et al., 2004, Dehandschutter et al., 2004].

As for the density in Callovo-Oxfordian claystone, the value of the density of the solid grains ρs

and the total bulk density ρ have been clearly established around 2700 kg
m3 and 2420 kg

m3 respectively
[Andra, 2005, Conil et al., 2018, Zhang et al., 2019]. Since the COx formation is divided into multiple
rheological layers, it is often observed that the dry density ρd rises with increasingly higher carbonate
content and decreasing clay content. Thence, the values of the dry density range from 2210 kg

m3 to 2330
kg
m3 , as reported in [Andra, 2005, Su, 2007, Zhang et al., 2010], and have been presented according to the
depth in Figure II–6a [Gens, 2013].

The typical water content of Callovo-Oxfordian claystone falls in the range 5.3% to 8.8 % [Andra,
2005, Su, 2007, Zhang et al., 2010] with a reference value for the layer of interest of around 7.1% [Conil
et al., 2018, Zhang et al., 2019]. A comparative visualisation of the water content of different clay rocks
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envisaged for hosting a deep geological disposal, as a function of the uniaxial compressive strength is
presented in Figure II–6b [Su, 2007].

(a) (b)

Figure II–6 – (a) Dry densities of several argillaceous rocks at different depths, modified after [Heitz
and Hicher, 2002, Gens, 2013]. (b) Cross-plot of water content and uniaxial compressive strength for
different argillaceous rocks, modified after [Su, 2007].

4.3.4 Hydraulic conductivity

Since clays and other argillaceous lithologies are known to be among the least permeable geomateri-
als [Neuzil, 2019, Asem and Gardoni, 2022], their hydraulic conductivity, defined as the measure of their
ability to transmit fluids, is consequently a crucial parameter for a nuclear waste disposal application.

The Boom Clay is characterised by a very low conductivity of the order of 10−12 m
s for the most

argillaceous part of the formation, and exhibits an anisotropy of this parameter, ensuing a limited hy-
draulic gradient over the formation. A large investigation through various national [ONDRAF, 1989, ON-
DRAF, 2001, Yu et al., 2011] and international [Beaufays et al., 1994, Volckaert et al., 1995, Bernier
et al., 2007b] programs has been running for more than 40 years to assess the value of hydraulic conduc-
tivity, with experiments carried out on different scales ranging from continuous lab tests to in situ tests
in the HADES URL or from boreholes at the surface [ONDRAF, 2012]. In the laboratory, the hydraulic
conductivity may be determined by different techniques, including pulse injection tests [Aertsens et al.,
2004], constant pressure measurements [Wemaere et al., 2008] or back analyses [Horseman et al., 1987].
The former method has led to the establishment of a vertical hydraulic conductivity of 2.3× 10−12 m

s ,
an average value which corresponds to an intrinsic vertical permeability of 2.3×10−19 m2 and has been
confirmed since then by [Lima, 2011, Yu et al., 2011]. In addition, the application of a mechanical load
can cause change in the size of voids and so in porosity, which can reduce the value of the permeability
and must therefore be taken into account under in situ conditions. Yet, considering a confining pressure
of 2-2.3 MPa similar to the in situ stress level as in [Horseman et al., 1987, Ortiz et al., 1997, Coll,
2005, Bésuelle et al., 2014] gives similar values to those observed from non-stress-controlled testing
techniques. Figure II–7b shows a compilation of the permeability evolution as a function of the isotropic
effective stress from these different studies. The Boom Clay hydraulic conductivity has also been esti-
mated by back analysis from MIP results in [Lima, 2011] following the approach developed in [Romero,
1999], getting the same orders of magnitude as in the other methods. Finally, a review of laboratory and
in situ hydraulic conductivity measurements for the Boom Clay detailed in [Yu et al., 2011, Yu et al.,
2012, Yu et al., 2013] has proposed a geometric means of 1.7×10−12 and 4.4×10−12 m

s for the vertical
and horizontal hydraulic conductivities respectively with an anisotropy ratio kh

kv
of about 2.5.
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(a) (b)

Figure II–7 – (a) Hydraulic conductivity profile of Boom Clay and Callovo-Oxfordian claystone on the
site of respective URL, after [Yu et al., 2013] and [Delay et al., 2006]. (b) Permeability of Boom Clay
as a function of isotropic effective stress, after [Horseman et al., 1987, Coll, 2005].

The Callovo-Oxfordian claystone belongs to low-permeable argillaceous rocks, with a hydraulic
conductivity estimated around 10−13 m

s over the entire thickness of the formation. In order to refine
the evaluation of this parameter, a large number of geomechanical and hydraulic measurements have
been performed since the early 1990s whether from in situ instrumented boreholes [Delay et al., 2006,
Distinguin and Lavanchy, 2007], or from the laboratory, either by using the pulse test method in saturated
state [Coste et al., 2000, Escoffier, 2002, Heitz and Hicher, 2002, Homand et al., 2004, Koriche, 2004,
Escoffier et al., 2005, Laego, 2005] or by exploiting the kinetics of drying tests via a linearised diffusivity
coefficient in partially saturated conditions [De Greef et al., 2004, Homand et al., 2004, Hoxha and
Auvray, 2005, Pham, 2010, Pham et al., 2007, Boulin, 2008, Boulin et al., 2008a, Semete et al., 2008,
Malinsky, 2009]. In the end, the values of permeability commonly accepted range from 5× 10−20 to
5× 10−21 m2, with a relatively low anisotropy (2 to 3 ratio) and a reference value of 4× 10−21 m2

corresponding to the median value of the measurements obtained in steady-state tests [Enssle et al.,
2011, Armand et al., 2014, Armand et al., 2016].

4.3.5 In situ stress state

Characterising the in situ stress state at the planned location is of prime importance to understand
the hydro-mechanical behaviour of the host rock and its long-term evolution. In particular, it has been
widely evidenced that the transport properties of clays are highly sensitive to the effective stress state
[Neuzil, 1994, Dewhurst et al., 1999, Katsube, 2000]. Changes in the effective stress can be caused by a
variation in the confining pressure, the pore fluid pressure, or the development of anisotropic conditions.
This latter can be influenced by the variation in the burial depth, or result from the creation of weakness
planes, called bedding planes, owing to metamorphism and diagenetic processes, or is induced by the
loading history and deformation following the material deposition [Arthur et al., 1977].

At the level of the HADES URL 3, the total vertical stress σv imposed by the weight of the overlying
layers, the total horizontal stress σh and the undisturbed pore pressure pw corresponding to a hydrostatic
distribution up to the water table are respectively defined as follows [Bernier et al., 2007a]:

σv = 4.5 MPa, σh = 3.9 MPa, pw = 2.3 MPa (II–1)

Laboratory measurements and in situ investigations confirm that the in situ stress state in the far field
of HADES URL is transverse isotropic, with the major stress component being vertical [Bernier et al.,

3. At a depth of 223 m below the ground surface.
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Figure II–8 – Mechanisms of rock mass brittle failure around a tunnel, modified from [Diederichs, 2003].

2002]. The value of the coefficient of earth pressure at rest K0 =
σ′h
σ′v

ranges from 0.7 to 0.8, hence the
total horizontal stress is expected to be the minor principal stress, without indication of stress anisotropy
in the horizontal plane [ONDRAF, 2012].

At the level of the Meuse/Haute-Marne URL 4, the stress regime is anisotropic and characterised by
a major principal stress in the horizontal direction and a vertical stress more or less equal to the minor
principal horizontal stress. Quantitatively, the stress state is defined as follows [Wileveau et al., 2007]:

σv = 12−12.7 MPa, σh = 12−12.4 MPa, σH = 14.4−16.1 MPa, pw = 4.5−4.7 MPa (II–2)

The usual value that is considered for the ratio σH
σh

is closer to 1.2− 1.3, even if it varies with the rheo-
logical material properties and the depth [Armand et al., 2013, Armand et al., 2014].

4.3.6 Excavation Damaged Zone

An important aspect that goes along with the construction of a deep geological disposal in argilla-
ceous rocks is the in situ stress redistribution that triggers damage propagation in the surrounding medium
during the process of underground excavation. This leads to the creation of a so-called Excavation Dam-
aged Zone (EDZ) close to the storage drift wall, dominated by hydro-mechanical properties modifications
that are mainly irreversible and which induce important changes in flow and transfer properties [Tsang
et al., 2005]. In particular, permeabilities are higher and gas entry pressures are low for damaged clay
host rocks in such a way that the gas phase can enter and be transported through such zones much more
easily. The EDZ has thus the potential to play an important role in gas transport, which is why it has
been extensively investigated in terms of fracture development, transfer properties variations, and accu-
rate numerical reproduction.

In terms of rock fracturing characterisation, tensile, opening, shear and mixed-modes are the different
primary behaviours of fractures occurring in geotechnical applications [Whittaker et al., 1992]. Among
the distinct brittle failure mechanisms (Figure II–8) prone to occur in the rock mass around underground
galleries due to the damage propagation and microcracks coalescence [Diederichs, 2003], macroscale
shear failure appears to be predominant in case of high-stress environment, as encountered in the context
of deep geological disposal [EC, 2005a, Blümling et al., 2007]. In the vicinity of the Meuse/Haute-
Marne URL, many in situ observations and measurements of fractures induced by the drilling process

4. At a depth of 490 m below the ground surface.
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are performed to characterise the strike, dip and sense of the superficial cracks as well as the overall ex-
tent of the damaged zone [Armand et al., 2007]. The fracturing pattern analysis proposed in [Cruchaudet
et al., 2010b, Armand et al., 2014] and presented in Figure II–9b reveals that shearing (mode II) is the
main failure mechanism for this material, which causes the developement of explicit shear fractures in
chevron deeper in the rock, and a zone of mixed fractures with minor spalling and extensional cracks in
the zone close to the tunnel. The EDZ in the COx claystone presents an elliptical shape of several meters
whose extension is mainly governed by the anisotropy of the stress state and of the material [Armand
et al., 2013]. In the vicinity of the HADES URL, in situ observations during the construction of the
connecting gallery were used to determine the fracture pattern in the surrounding formation [Bastiaens
et al., 2003, Mertens et al., 2004]. The fracturing pattern analysis proposed in [Wileveau and Bernier,
2008] and presented in Figure II–9a reveals that two conjugate fracture planes develop in the upper part,
dipping towards the excavation direction, and in the lower part, dipping towards the opposite direction,
with a radial fracture extent of about one meter. All in all, the observed chevron or herringbone fracture
pattern is similar to what is observed in the COx claystone [Wileveau and Bernier, 2008].

(a) Boom Clay (b) COx claystone

Figure II–9 – Conceptual scheme of induced fractures (a) in Boom Clay around the connecting gallery,
with details of the damage on a resin-injected anchor (left) and on a cored sample (right), from [Mertens
et al., 2004, Van Marcke and Bastiaens, 2010], and (b) in the COx claystone around drifts parallel to
the major (left) and minor (right) horizontal principal stresses, from [Armand et al., 2014, Pardoen et al.,
2016].

In terms of transport properties evolution, it is commonly assumed that the appearance of cracks
and fractures concentrated in the EDZ deteriorates the flow properties of the surrounding material, such
as permeability and porosity. This makes it easier for the gas to enter this zone of potentially lower
strength, which constitutes a major issue since it may provide a preferential route for the transport of gas,
bypassing the geologial barrier [Blümling et al., 2007]. As a consequence, the characterisation of the
material transport properties and of the transfer kinetics occurring in the EDZ needs to be investigated
thanks to experimental measurements conducted in the URLs.

For the COx claystone, severe increases in the hydraulic permeability up to several orders of magni-
tude have been measured in the fractured zone [Armand et al., 2014], thanks to boreholes drilled around
galleries in different directions. Multiple zones of permeability variations can be highlighted in Figure
II–10b [Cruchaudet et al., 2010a], which can be related to the location of induced shear fractures or
interconnected fractures and thus vary according to the tunnel orientation and the stress state anisotropy.

For the Boom Clay, excavation induces a temporary increase in the hydraulic conductivity which is
limited and often less than one order of magnitude as presented in Figure II–10a. This is attributable
to the more ductile behaviour of Boom Clay where fractures develop predominantly in shearing without
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large opening. Moreover, the affected permeabilities tend to evolve towards those of undisturbed clay
as a consequence of the self-sealing capacity of Boom Clay that has been evidenced at different scales
[Bastiaens et al., 2007, X. Li et al, 2007, Chen et al., 2012]. Nevertheless, indications that the hydraulic
properties of the damaged zone would be completely restored by closing initiated fractures, before the
time interval for the release of gas from the system, is yet to be quantified [Bastiaens et al., 2007, Bernier
et al., 2007b].

(a) Boom Clay (b) COx claystone

Figure II–10 – Evolutions of the hydraulic permeability (a) along vertical (top) and horizontal (bottom)
piezometers drilled around the connecting gallery in Boom Clay, from [Bernier et al., 2007b], and (b)
along vertical (top), oblique at 45° (middle) and horizontal (bottom) boreholes drilled around the GED
gallery in the COx claystone, from [Armand et al., 2014].

In terms of numerical approach, significant efforts have been made to tackle the computational com-
plexity behind the modelling of the EDZ. The numerous approaches elaborated over the past decades
focus on the short-term [Lisjak et al., 2015] or long-term [Rutqvist et al., 2009] rock mass response,
integrate a damaged-based constitutive law [Pellet et al., 2009, Golshani et al., 2007] or include hydro-
mechanical couplings [Plassart et al., 2013, Jia et al., 2008], permeability variations [Levasseur et al.,
2013], flow transfers [Charlier et al., 2013], strain localisation [Pardoen and Collin, 2017] or all these
aspects at once [Pardoen et al., 2016]. Among the several options convenient to represent rock fractures,
a strain localisation approach in shear band mode is adopted in the present work [Pardoen et al., 2015b].
Chapters 7 and 8 are respectively dedicated to the experimental evidence of strain localisation in the
geomaterials of interest and to the numerical approaches that are proposed to model such phenomenon.

4.4 Synthesis for the clay host formations

In brief, Table II–1 gives an overview of some typical ranges of values for basic geotechnical charac-
teristics of the Boom Clay and the COx claystone, obtained by lumping together several sources, namely
[Mertens et al., 2004, Bastiaens et al., 2006, Bernier et al., 2007a, ONDRAF, 2012, Dizier et al., 2018]
and [Andra, 2005, Gens et al., 2007, Wileveau and Bernier, 2008, Malinsky, 2009, Armand et al., 2015]
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to name a few.

Many of these properties prove to be favourable to the choice of these formations as host rocks for
radioactive waste repository. Yet, it constitutes a necessary but not a sufficient condition, given that clay
host formations are characterised by a non-linear stress-strain response under thermo-hydro-mechanical
solicitations of which a certain number of the associated hydro-mechanical parameters and properties
have been provided in [Villar et al., 2020].

In particular, with regard to gas transport behaviour that is the theme of the present work, the next
chapter of this literature review specifically focusses on the characterisation of the main gas transport
mechanisms which are expected to take place in a disposal system, and the properties required to ade-
quately describe gas transport in the targeted host rocks.

Table II–1 – Overview of some geotechnical properties of Boom Clay and Callovo-Oxfordian claystone.

Host formations Boom Clay Callovo-Oxfordian claystone

Property Symbol Unit

Bulk density ρ [kg/m3] 1900 − 2100 2300 − 2400

Dry density ρd [kg/m3] 1490 − 1900 2210 − 2330

Solid density ρs [kg/m3] 2650 − 2682 2700

Porosity φ [%] 35 − 40 18

Water content w [%] 19 − 30 5.3 − 8.8

Poisson’s ratio ν [−] 0.2 − 0.4 0.18 − 0.37

Young’s modulus E [GPa] 0.125 − 0.450 4 − 5.6

Parallel E‖ [GPa] 0.4 5

Perpendicular E⊥ [GPa] 0.2 4

Friction angle ϕ [◦] 11 − 19.5 20 − 25

Cohesion c [MPa] 0.3 − 1.2 3 − 7

Dilatancy angle ψ [◦] 0 − 10 0.0 − 0.5

Compressive strength Rc [MPa] 2.0 − 2.8 20 − 30

Hydraulic conductivities Kv [m/s] 1.7×10−12 1.0×10−13

Kh [m/s] 4.4×10−12 3.0×10−13
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5. Characterisation of gas transport processes

To evaluate the impact of gas on the integrity of deep geological repositories, adequate understanding
of possible gas transport modes through clay barriers is essential. This chapter aims to provide a brief
compilation of the scientific knowledge on the main gas transport processes that are expected to occur
through clayey materials in the context of a disposal system [Marschall et al., 2005]: (i) the diffusive
transport of dissolved gas, when gas produced within the system can dissolve in the pore water (Section
5.2), (ii) the visco-capillary gas flow, if a free gas phase develops as the gas production rate exceeds
the rate at which gas can be dissolved and evacuated by diffusion (Section 5.3) and (iii) the formation
of discrete gas-filled pathways or (iv) the gas-induced failure of clay-based geomaterials in the case of
excessive gas pressures build-up (Section 5.4) .

In particular, a special attention is paid to the key results from previous experimental programs on
the transport of gas in the Boom Clay and the Callovo-Oxfordian claystone, and insight gained along-
side these campaigns for the characterisation of each gas process, which will serve as the basis for the
modelling activities.

5.1 Processes relevant to gas transport

There is a number of processes governing the transport of gases from a geological disposal facility
through the engineered barrier and the low-permeability clay-rich host formation. Beside the hydraulic
and mechanical characteristics of the rock mass, i.e. porosity, intrinsic permeability and rock strength, the
rate and amount of gases generated and the hydro-mechanical state of the rock, i.e. pore water pressure,
stress state and water saturation, play also an important role in gas flow mechanisms. According to the
widely accepted phenomenological description proposed by [Marschall et al., 2005] and given in Figure
II–11, the processes relevant to gas transport can be splitted into four primary components:

• Gas transport in solution
The transport of gases in solution (Figure II–11a-i) under fully saturated conditions involves two major
gas transport mechanisms, namely diffusion of the dissolved gas species and advection in the liquid
phase. The former is characterised by the solubility of gas in pore water (Henry’s law) and caused by a
concentration gradient in the pore water pressure (Fick’s law) [Helmig, 1997], while the latter is driven
by a pressure gradient in the pore water (Darcy’s law). The relative importance of each process depends
on the properties of the host rock and of the dissolved gas. Since the studied argillaceous rocks are
characterised by a low hydraulic conductivity, there are very little water flows, so the transport of gas in
solution is mainly governed by diffusion as slow background process.

The key parameters affecting the gas transport in solution are the solubility of the gaseous species,
the aqueous diffusion coefficient of each gas, the porosity and tortuosity of the porous medium and the
hydraulic conductivity of the formation.

• Visco-capillary two-phase flow
Two-phase flow conditions (Figure II–11a-ii) take place when gas invades a water-filled porous medium
as a separate phase [Bear, 1972]. To enter the pore network, the non-wetting phase (gas) has to displace
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Figure II–11 – Classification and analysis of the processes relevant to gas transport in low-permeable
rocks, after [Marschall et al., 2005]: (a) phenomenological description, (b) basic transport mechanisms,
(c) geomechanical regime and (d) effect of gas transport on the barrier function.

the wetting phase (water), under the complex interactions of gravity, viscous forces and capillary effects
(instable invasion), or as an immiscible displacement of the pore water front (stable propagation).

The key parameters affecting the two-phase flow is the gas entry pressure, which is the capillary
threshold pressure a gas must exceed for it to be transported into a water-saturated material. Once the
gas entry pressure has been exceeded, the gas mobility is controlled mostly by the intrinsic permeabil-
ity of the formation, the relative permeabilities to water and gas depending on the saturation (relative
permeability curves), and the variation of the capillary pressure with saturation (water retention curve).

• Dilatancy-controlled gas flow

Gas transport by pathway dilation (Figure II–11a-iii) is a flow mechanism of special importance for low-
strength argillaceous rocks [Horseman et al., 1996] in which visco-capillary two-phase flow is difficult.
In such materials, there is no transport of gas phase until a significant gas pressure has built up. Such
pressures may allow localised consolidation of the clay-rich rocks which cannot withstand long-term
gas pressures with a magnitude greater than the minimum principal stress acting on the rock mass. As
a result, additional porosity in the form of micro-fractures is created, leading to the development of
pathways along which the gas phase can be transported. Yet, the process of gas-driven micro-fracturing
may remain intermittent for some materials with closure of the additional pathways in the event that gas
transport by pathway dilation is faster than any continued gas generation.

The key parameters affecting the dilatancy-controlled gas flow include the state of deformation of
the porous medium, i.e. the mechanical properties, and the variation of the transport properties of the
solid phase, i.e. porosity, permeability, relative permeabilities to water and gas, and capillary pressure,
according to this latter.

• Gas fracturing
Gas transport by macroscopic fracturing (Figure II–11a-iv) is a flow mechanism occurring in low-
strength materials where the combined effect of pore water displacement and formation of small-scale
fractures is not sufficient to counterbalance continued gas pressure build-up under high gas generation
rates. Then, a macroscopic tensile fracture, i.e. gasfrac, develops when the gas pressure is larger than the
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sum of the minimum principal stress and the tensile strength of the rock [Valko and Economides, 1997].
Such a fracture can provide a substantial local increase in the bulk permeability of the treated rock, es-
tablishing a single-phase flow process. Depending on the self-sealing capacity of the clayey materials,
fractures are however expected to close and seal once the gas pressure is released and falls below the
shut-in pressure of the fracture.

The key parameters affecting the gas fracturing process include the minimum principal stress and the
tensile strength of the material, together with the gas generation rate.

As it can be seen in Figures II–11b and II–11c, the complex hydro-mechanical processes are de-
composed into a problem of transport of immiscible fluids and a geomechanical problem respectively,
with the effect of gas transport on the hydraulic barrier function of the rock highlighted in Figure II–11d.
The basic principles of the processes related to gas transport introduced in this section are now further
detailed in the following sections regarding the clayey materials of interest within this work.

5.2 Gas transport in solution

This section deals with gas transport in solution from the perspective of the gas, which means that
even if different modes of gas transfer are activated, namely the diffusion of the dissolved gas species
within the liquid phase and the advection with the liquid phase, only the former gas-active mechanism
will be described in this section, while the latter one will be dealt with in the next section. General
principles of this mode of gas transport are first exposed, followed by the main experimental procedures
to capture this process, and the key results in the Boom Clay and the COx claystone.

5.2.1 Process overview

When the quantities of gas are small, the gas is completely dissolved in the liquid phase, and this
dissolved gas then migrates mainly via diffusion within the liquid phase. The process of dissolution of
gas molecules in the pore water of (partially) saturated clayey materials continues until the solubility
limit of the gas is reached. It is described by Henry’s law [Henry, 1803] which states that the amount of
gas that dissolves in a volume of liquid is directly proportional to the partial pressure of dry gas according
to:

pg = Keq
dg(T )xdg (II–3)

where Keq
dg is an equilibrium constant depending on the temperature and xdg is the mole fraction of dis-

solved gas in the liquid.

The underlying process behind diffusion is the movement of gas molecules dissolved in clay pore
water from regions of high concentration to regions of low concentration, in absence of bulk transport.
It is governed in its simplest form by Fick’s law [Fick, 1855] which states that the diffusive flux is
proportional to the gradient of mass fraction of species, where the hydrodynamic dispersion coefficient
plays the role of the proportionality coefficient. The diffusion of dissolved gas within liquid phase reads:

idg =−D∗dg/wρw
∂

∂x

(
ρdg

ρw

)
(II–4)

where D∗dg/w is the effective diffusion coefficient for the dissolved gas in liquid water. As real pores in
unsaturated porous media are typically of various diameters and twisted, the path for diffusion of the
molecules within the pores is tortuous. This coefficient is thus directly related to the porous volume of
the material and its structure through a capacity factor and to its water content and can be decomposed
as [Philip and de Vries, 1957]:

D∗dg/w = φR f Srw τ̄Ddg/w (II–5)
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where φ is the accessible porosity, Srw is the water degree of saturation, Ddg/w is the apparent diffusion
coefficient, R f is the retardation factor, which accounts for retention of the diffusing species by chemo-
physical interactions with the solid phase, e.g. gas sorption processes, and is generally set to one for the
gases of interest [Jacops et al., 2015, Jacops et al., 2016, Jacops et al., 2017b], and τ̄ is the tortuosity
of the porous medium, which characterizes the fact that the path followed by the dissolved gas particles
between the solid grains is not rectilinear. It corresponds to an obstruction factor lower or equal to
one, usually defined as a power function of the ratio between the straight line distance and the effective
length covered by the molecule [Jacops et al., 2017a], which attempts to account for the longest distance
traversed in the pores, as idealised in Figure II–12.

Finally, it is worth noting that a constrictivity factor can be taken into account to characterise the
reduction of the effective diffusion coefficient due to a drag by the pore wall, which is equal to one in
the case of large pores and takes importance if the solute diameter has the same order of magnitude as
the pore diameter. This phenomenon, known as the Knudsen effect, is all the more important as the gas
injection pressure is low, which increases the probability of interactions with the pore wall and not with
other molecules [Boulin, 2008].

Figure II–12 – Concept of tortuosity in granular porous media.

5.2.2 Experimental procedures

It is possible to experimentally study the kinetics of gas diffusion and to determine a diffusion co-
efficient of the dissolved gas within the liquid phase, although these tests are particularly slow and the
injected quantities of gas are very low. Three types of experiments are envisaged in the literature to
assess the gas transport in solution via diffusion:

• Outgassing from clay samples or boreholes: Taking advantage of the natural presence of dis-
solved gas in the clay due to the alpha-decay of naturally-occurring radioactive elements, this first
method consists in measuring the time evolution of the gas releases from clay samples [Bigler et al.,
2005] or from the formation directly into boreholes [Gómez-Hernández, 2000]. The diffusion co-
efficient determined by these techniques must be interpreted with care because the outgassing starts
directly upon drilling or after the sampling, which reduces the precision of the measurements.

• Natural tracer profiles: Based on the gases naturally present in the clay, like He, Ar and CH4,
this method consists in measuring the vertical concentration profile of these natural tracers by
outgassing, in combination with assumptions about their environmental boundary conditions and
production rate [Bensenouci et al., 2011]. Again, the determination of the diffusion coefficient
with this technique suffers from the uncertainty on the initial state of the system, as well as from
the difficulty of extrapolating the results acquired for the natural tracers to the gases of interest.

• In- or through-diffusion experiments: The third method consists in bringing a clay sample into
contact with one or two reservoirs of water depending on whether it is based on the in- or through-
diffusion experiment respectively [Rebour et al., 1997]. Initially, the reservoir connected to the
inlet of the diffusion cell contains a high concentration of dissolved gas. By measuring the time
evolution of the dissolved gas concentration in the low-concentration and/or the high-concentration
reservoir, the diffusion parameters can be estimated by fitting the solution of a transport model
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based on Fick’s law to the experimental data. Provided that the set-up is well designed and that the
sample conditions are representative, this technique is supposed to be the most reliable.

5.2.3 Boom Clay

Regarding the transport of solutes in Boom Clay, all the solubility data for key radionuclides were
compiled in [Salah and Wang, 2014] using various thermochemical databases available in the literature
[Wang et al., 2011]. Then, the first set of gas diffusion parameters for Hydrogen in Boom Clay were
obtained from the MEGAS 1 project [Volckaert et al., 1995], where in- and through-diffusion experi-
ments were performed. Given that these tests suffered from several leakage and outgassing disturbances,
an uncertainty of up to two orders of magnitude on the diffusion coefficient evaluated in the range of
6.9× 10−11 to 9.8× 10−10 m2

s has been reported. Re-evaluation of the MEGAS experimental protocol
by [Aertsens et al., 2009] demonstrated that the applied procedure did indeed not allow a more pre-
cise determination of the diffusion coefficient, which led to an estimated apparent value in the range of
5× 10−12 to 4× 10−10 m2

s . Thereafter, a new experimental methodology to measure diffusion coeffi-
cients of dissolved gases in Boom Clay with high precision and accuracy has been developed based on
a double through-diffusion technique presented in Figure II–13a, and detailed in [Jacops et al., 2013].
Further improvement combining different sterilisation techniques to obtain reliable diffusion coefficients
for Hydrogen despite leakage and microbial activity have been designed by [Jacops et al., 2015].

(a) (b)

Figure II–13 – Schematic overview of (a) the double through-diffusion technique set-up, after [Jacops
et al., 2013], and (b) the CP1 experimental set-up, after [Bruggeman et al., 2015].

As for in situ characterisation, two large-scale migration experiments have been running for decades
in HADES URL [Aertsens et al., 2013, Van Laer, 2018]. Concretely, a known quantity of a non-retarded
radioactive tracer has been injected in a piezometer filter located at some distance from the laboratory
as depicted in Figure II–13b, and tracer concentrations are monitored at adjacent detection filters, dis-
posed either on the same multi-piezometer or on neighbouring devices. The comparison of these in situ
concentration measurements with blind predictions of a strictly diffusive model, which uses diffusion co-
efficients measured in laboratory experiments [Aertsens et al., 2005], shows good correlation. Including
a relatively small advective component and the anisotropy of the pore diffusion coefficient in the model
further improves the agreement between experimental and modelling results, as reported in [Weetjens
et al., 2014].

Diffusion coefficients for a series of gases including He, Ne, H2, Ar, CH4, Xe, and C2H6 have been
measured parallel as well as perpendicular to the bedding planes for several samples of Boom Clay
[Jacops et al., 2017b, Jacops et al., 2017a], as reported in Table II–2 (top). This typical layering of clay
platelets causes an anisotropy of diffusion in Boom Clay, which is known to be higher in the horizontal
direction than in the vertical one [Aertsens et al., 2009], with an average anisotropy factor of 1.5 for

1. Modelling and Experiments on Gas Migration in Repository Host Rocks.
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(a) Boom Clay (b) COx claystone

Figure II–14 – Effective diffusion coefficients for dissolved gases in (a) Boom Clay and (b) COx clay-
stone, modified after [Jacops et al., 2017b].

the commonly measured gases. Regarding the correlations between diffusion coefficient of the studied
gases, the plot in Figure II–14a of the effective diffusion coefficient De f f of all samples of Boom Clay
versus the kinetic diameters d of the gases shows that De f f decreases as a function of d, which means that
despite some deviations, a larger molecule exhibits a smaller effective diffusion coefficient. Trend lines
for this dependency have been inferred, which helps predicting the diffusion coefficient of a gas based
on its molecular size and the experimental results from two other gases as performed by [Jacops et al.,
2017b]. Finally, it is worth notifying that with a view to assess the impact of lithological variations in
the Boom Clay on its transport properties, a detailed petrographical study was performed on the samples
of the Boom Clay, with all the correlation results available in [Jacops et al., 2020a, Jacops et al., 2020b].

5.2.4 COx claystone

When looking in the literature, the first diffusion coefficient for the COx claystone was obtained
by [Rebour et al., 1997] by means of a through-diffusion experiment with Helium as pure gas phase.
The reported value of Dapp = 5± 1× 10−11 m2

s was later reviewed by [Bigler et al., 2005] concerning
the relialibility of the measured porosity, the origin of the tested sample or the complications such as
anisotropy effects around the data. In this latter study, an outgassing experiment was performed on a
spherical sample of COx claystone which resulted to an in situ pore diffusion coefficient Dp in the range
0.8−7.2×10−10 m2

s . Yet, these measured values correspond rather to a mixed diffusion coefficient with
respect to the bedding plane orientation, showing a large uncertainty of almost one order of magnitude
owing to the disturbed nature of the sample. Later on, diffusion coefficients were reported in [Jacops
et al., 2016] using the through-diffusion set-up for dissolved gases described for Boom Clay in Figure
II–13a and in [Jacops et al., 2013], which has proven to provide consistent results. Finally, notable varia-
tions in the transport properties and thus in the diffusion coefficient according to the different lithofacies
of the Oxfordian have been related in [Descostes et al., 2008].

Diffusion coefficients for a series of gases including He, Ne, Ar and C2H6 have been measured
parallel as well as perpendicular to the bedding planes for samples of COX claystone [Jacops and Maes,
2015, Jacops et al., 2016], as compiled in Table II–2 (bottom). The measured anisotropy ratios for
He and Ar are respectively 1.23 and 1.74, leading to an average anisotropy ratio of 1.5.As with Boom
Clay, diffusion coefficients in Callovo-Oxfordian claystone decrease with increasing size of the diffusing
molecule, which can be approximated with an exponential relation as presented in Figure II–14b.
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Table II–2 – Overview of the measured effective diffusion coefficients (including the 95% confidence
interval of the fit), for the Boom Clay (BC, top) and the Callovo-Oxfordian claystone (COx, bottom)
collected from [Jacops et al., 2016, Jacops et al., 2017b, Jacops et al., 2017a]. nm means not measured,
TAW refers to Tweede Algemene Waterpassing (Second General Levelling), D0 values are taken from
[Boudreau, 1997], kinetic diameters are taken from [Hirschfelder et al., 1964], De f f of H2 for the COx
claystone are deduced by [Boulin, 2008].

He HTO Ne H2 Ar CH4 Xe C2H6

Kinetic diameter d [×10−10m] 2.58 2.75 2.79 2.97 3.42 3.82 4.06 4.42

D0 [×10−9 m2

s ] 7.28 2.20 4.03 5.11 2.44 1.84 1.47 1.38

Core Orient. Depth De f f

[−] [−] [mTAW ] [×10−11 m2

s ]

BC48a ⊥ 167.92-168.02 51.0±2.0 17.6±0.9 nm nm nm 8.4±0.2 nm nm

BC48a ⊥ 168.02–168.12 50.0±0.6 20.6±0.6 nm nm nm 11.0±0.1 nm nm

BC84b ⊥ 203.29–203.39 46.8±1.7 18.7±0.6 17.5±0.3 nm 6.9±0.2 9.7±0.3 6.1±0.2 4.6±0.2

BC112a ⊥ 231.11–231.31 45.0±1.0 16.0±0.5 nm nm nm 8.8±0.3 nm nm

BC127b ‖ 245.89–245.99 74.7±2.0 27.8±0.9 22.9±1.0 51.2±1.1 14.5±0.2 15.5±0.5 6.6±0.9 5.9±0.1

COx1 ⊥ 478.52m 8.1±0.2 nm 2.1±0.1 6.0 0.7±0.0 nm nm 0.2±0.01

COx2 ‖ 490m 10.0±0.2 nm nm 6.0 1.3±0.3 nm nm nm

5.3 Gas transport under visco-capillary two-phase flow conditions

This section presents the gas transport by means of visco-capillary two-phase flow, from the per-
spective of the gas. General principles of this mode of gas migration are first exposed. Then, the water
retention model is presented to account for the relation between the capillary pressure and the quantity of
fluids in the pores and for the capillary phenomenon governing the flow of two immiscible fluids within
porous media. Afterwards, the permeabilities to water and gas are introduced since they constitute other
flow parameters controlling the fluids transfers in partially saturated conditions. Finally, the key results
in the Boom Clay and the COx claystone are given.

5.3.1 Process overview

In its conventional form, visco-capillary two-phase flow, also known as flow of immiscible fluids in
porous media is described as a transport process whereby pore water in the pore volume is displaced
by gas under the influence of viscous and capillary forces, as stated for example in [Bear, 1972]. The
propagation of an immiscible gas front in an initially fully saturated porous medium is controlled by
the complex interactions between the viscous and capillary forces (and gravity), from which three major
flow regimes can be identified according to [Lenormand et al., 1988, Méheust et al., 2002]:

• Stable displacement: The viscosity of the injected fluid controls the invasion process. Capillary
effects and pressure drop in the defending fluid are also negligible. The resulting pattern presents
a rather flat front with some irregularities at the scale of a few pores, Figure II–15a.

• Capillary fingering: The viscous forces are negligible in both fluids and the capillary forces thus
control the invasion process. The resulting pattern presents fingers growing in all directions and
forming loops which trap the displaced fluid, Figure II–15b.

• Viscous fingering: The viscosity of the displaced fluid controls the invasion process. Capillary
effects and pressure drop in the invading fluid are also negligible. The resulting pattern presents
fingers with side branches but without loops, growing towards the exit, Figure II–15c.
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(a) (b) (c)

Figure II–15 – Major flow regimes from a glucose solution or air (white) invading oil (dark), after
[Lenormand et al., 1988]: (a) stable displacement, (b) capillary fingering, (c) viscous fingering.

Capillary fingering can be assumed as the prevailing regime when a gas front invades the initially satu-
rated matrix of a low-permeability host rock, while viscous fingering is the governing process when gas
is released through a re-activated fault or along the EDZ, which creates a distinct precursor flux, i.e. an
early gas breakthrough.

To enter the porosity, gas has to displace water, overcoming capillary effects. The controlling factor
for the two-phase flow is thus the gas entry pressure, also known as the capillary threshold pressure. It
represents the difference between the pressure in the non-wetting phase (here the gas) and the pressure in
the wetting phase (here the pore water) needed to displace the pore water from the initially fully saturated
medium. Once the gas entry pressure has been exceeded, visco-capillary two-phase flow establishes in
the porous medium, accounting for the individual phase fluxes. The advection of both liquid and gas
phases is described by a version of Darcy’s law [Darcy, 1856] generalised to unsaturated cases, which
reads:

qα,i =−
krα

kint
i j

µα

(
∂pα

∂x j
+ραg j

)
(II–6)

where qα,i is the advective flux (Darcy velocity vector) of phase α, krα
is th relative permeability of phase

α, kint
i j is the intrinsic permeability tensor, µα is the dynamic viscosity of phase α, pα is the pressure in

phase α, and g j is gravitational acceleration.

The gas mobility is governed mostly by flow parameters such as the permeabilities of the liquid and
gas phases and the degree of saturation of the porous medium. The analysis of multiphase fluid flow
under partially saturated conditions therefore requires to define:

• A retention model linking the capillary pressure to the degree of water saturation;

• Permeability-saturation relationships for the evolution of the permeabilities of the liquid and
gas phases with the saturation.

5.3.2 Retention model

In the context of a deep geological repository, gas migration in low-permeable media or rock desatu-
ration at the gallery wall are specific issues involving two-phase flows (water and a certain gas) in porous
medium under partially saturated conditions. Capillary forces tend to initiate and develop between the
grains of the material, and are related to the quantity of water filling the porous space. From then on,
it is interesting to study the link between this amount of fluids within the pore volume and the resulting
capillary pressure pc, because it directly conditions multiphase flows.

Notion of capillarity

The contact between two immiscible fluids gives birth to an interface where surface tensions are
exerted. These stresses result from the difference in intermolecular forces acting on particles either in the
fluid or at the interface, as shown in Figure II–16a. While all the forces acting on a particle within the
fluid are balanced, surface tensions σGL are created for particles at the interface between the liquid and
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the gaseous phases to restore equilibrium. Considering more particularly two fluids, L and G in contact
with a perfectly plane solid surface S, then the equilibrium between the surface tensions exerted at the
interface reads, according to Young-Dupré’s formulae [Dupré and Dupré, 1869]:

σSG = σSL +σGLcosθ (II–7)

where θ is the contact angle. For θ < 90◦ such as W in Figure II–16a, the fluid is said to be a wetting
fluid whereas for θ> 90◦ such as G in Figure II–16a, the fluid is called a non-wetting fluid.

The applied surface tensions are responsible for the so-called capillary effect, which has been ev-
idenced by the well-known experiment of a tube plunged into a bask of water, showing that the water
level rises into the tube until a certain height at equilibrium (Figure II–16b), analytically given by Young-
Laplace’s Equation:

pc = pg− pw = ρwgH =
2σGLcosθ

r
(II–8)

where pc is the capillary pressure expressed as the difference between the gas pressure pg and the water
pressure pw, r is the radius of the tube, ρw is the water density, g is the gravity and H is the height in the
tube. For information only, a gas entry pressure of 8 MPa (respectively 7 MPa) would correspond to a
pore radius of the order of 18 nm (respectively 21 nm), considering a surface tension of 0.073 N

m at 20◦C
and a wetting angle of 0◦ for the hydrogen – water contact.

This notion of capillarity can be transposed to granular materials and explains the phenomena taking
place in an unsaturated porous medium with two fluids [Delage, 1987]. Depending on the capillary pres-
sure and the pore radius, water meniscus forms in the smallest pores of the solid skeleton, at the interfaces
between the grains as depicted in Figure II–31. The more the medium desaturates, the smaller the menisci
become with a small radius of curvature thus generating a high value of the capillary pressure. However,
in fine-grained soils such as argillaceous materials considered in this work, mechanisms other than the
capillary effect arise due to the structure of the rock and the subsequent physico-chemical interactions
between water molecules and clay minerals that can be encompassed under the term of suction.

(a) (b)

Figure II–16 – (a) Molecular forces on a particle of water, modified after [Collin, 2003]. (b) Physical
model of capillary phenomenon.

Concept of suction

The concept of suction often relates to capillary effects and is popular as an alternative to the internal
potential, especially in soil mechanics. The water total potential in an unsaturated porous medium can
be defined as the amount of work per unit mass of pure water needed to transport and extract the water
from the medium and is expressed as the sum of four contributions as [Aitchison, 1965, Collin, 2003]:

ψ = ψg +ψp +ψm +ψo (II–9)

where ψ is the total potential, ψg is the gravitational potential, ψp is the external pressure potential, and
ψm and ψo are respectively the matrix and osmotic potentials, gathered together as the internal potential.
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Yet, in constitutive modelling of soils, only this internal potential is relevant [Gens, 2010] and so the
total suction can be expressed as a negative potential made of two contributions as:

st = s+ sosm (II–10)

where s is the matrix suction related to the interactions between liquid and solid, and sosm is the osmotic
suction which depends on difference in solute concentrations in solutions and corresponds to the osmotic
pressure.

In this work, the hydromechanical behaviour of the clayey materials is supposed to be independent
of the osmotic effects, so that the total suction corresponds to the matrix suction. This latter is seen
here as a quantitative expression of the degree of attachment between liquid and solid (capillary suction),
regardless of the attraction mechanisms (adsorption suction) [Baker and Frydman, 2009]. In the end, the
total suction can be defined as the gas pressure in excess of the water pressure, and is associated with the
capillary phenomena just as explained and defined by Equation (II–8):

s = pg− pw (II–11)

Water retention curve

The retention behaviour of a granular material is usually represented by a so-called retention curve
presented in Figure II–17, and defined as the relationship between the amount of water stored in a porous
medium, which is quantified by the degree of water saturation Srw , and the medium suction, which is
linked to the capillary pressure. Four main domains characterise a typical shape of a retention curve for
geomaterials:

1. Gas entry limit: Full saturation of the material is achieved below a suction termed gas-entry
pressure sGE , which is the minimal capillary pressure needed to desaturate the material pores.
For gas pressures above this threshold, the gas phase starts to displace water from the pore system.

2. The funicular state: Higher capillary pressure leads to further desaturation. Liquid phase is
continuous while gas phase forms bubbles.

3. The pendular state: Desaturation is further continued. Water forms bonds between grains. Gen-
erally, the wetting fluid (water) occupies the smallest pores and is in direct contact with the pore
walls while the non-wetting fluid (gas) tends to minimise its contact area with the pore walls.

4. The residual state: The saturation of the sample takes a residual value Srres which represents a
threshold value below which the water can not be extracted from the medium, except in the form
of water vapour. Liquid phase is discontinuous while gas phase is continuous.

5. Resaturation: A decrease in pressure leads to the resaturation of water, reducing the intercon-
nected pathways of gas until flow stops. Trapped amounts of gas within the pore network lead to a
saturation hysteresis between the first drainage and resaturation processes [Kleppe et al., 1997].

Among the large number of analytical expressions available in the literature to represent the reten-
tion behaviour of porous media, the constitutive model of van Genuchten’s type [van Genuchten, 1980]
presented in Figure II–18a is widely used and expressed as:

Srw = Srres +(Smax−Srres)

(
1+
(

pc

Pr

)N
) 1

N −1

(II–12)

where Pr is a parameter identified as the gas entry pressure, Smax and Srres are the maximum and residual
degrees of water saturation, N is a model parameter controlling the curve shape, and pc = s is the capil-
lary pressure or suction.
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Figure II–17 – Water retention curve and conceptual sketch of the saturation stages (bottom) and the
capillary processes during gas invasion. Modified after [Nuth and Laloui, 2008] and [Busch and Amann-
Hildenbrand, 2013].

Another popular capillary pressure model is the Brooks-Corey relationship [Brooks and Corey, 1964]
which is based on the following empirical function:

S∗r =
(

Pr

pc

)K
(II–13)

where K is a model parameter, and S∗r is the effective degree of saturation corresponding to the nor-
malised wetting phase saturation:

S∗r =
Srw−Srres

Smax−Srres

(II–14)

A precise characterisation of the retention properties is essential since it contributes to the coupled
hydro-mechanical behaviour of the material. Soil deformations affect the degree of saturation whereas
variations in the degree of saturation lead to mechanical effects.

5.3.3 Permeabilities evolution

The evolution of permeability, whether to water or to gas, is strongly dependent on the degree of
saturation as long as non-reactive porous media are considered. Since gas and water flows are simulta-
neously encountered in porous media, the widely-used concept of relative permeability kr is introduced
into Darcy’s generalised Equation (II–6) to account for the reduction in permeability between fully and
partially saturated conditions. The fluid effective permeabilities are consequently generally formulated
as:

kw,i j = kint
i j krw(Srw) (II–15) kg,i j = kint

i j krg(Srw) (II–16)

where kint
i j is the intrinsic permeability tensor for the formation, i.e. the water permeability in fully

saturated conditions, which depends on the microstructure of clay and varies thus between saturated and
unsaturated states [Villar and Lloret, 2001], and krw and krg are the water and gas relative permeabilities
which are functions of the degree of saturation. By contrast to the intrinsic permeability tensor which
depends exclusively on the material and not on the considered fluid, the hydraulic conductivity is related
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(a) (b)

Figure II–18 – (a) van Genuchten retention curve for N = 1.49 and different value of the Pr parameter
of gas entry pressure. (b) Water and gas relative permeability curves for M = 0.32886.

to the fluid characteristics and is defined as:

Ksat
i j =

kint
i j ρwgi

µw
(II–17)

For a given saturation degree, the water relative permeability is defined as the ratio between the
unsaturated water permeability and the saturated water permeability and is comprised between zero in
theoretically completely dry conditions and one in fully saturated conditions. As for the gas relative
permeability, it is defined as the ratio between the unsaturated gas permeability and the gas permeability
for totally dry conditions. A large number of empirical expressions to assess water and gas relative
permeabilities have been proposed in the literature based on the degree of saturation.

Water relative permeability

Based on the interpretation of the retention curve in terms of cylindrical pore size distribution, the
following analytical expression has been obtained by [van Genuchten, 1980] and reads:

krw =
√

Srw

(
1−
(

1−S
1

M
rw

)M
)2

(II–18)

where Srw is the water degree of saturation, M = 1− 1
N is a model parameter, and N is the model param-

eter that is a priori used in van Genuchten’s retention curve (see Equation (II–82)). This water relative
permeability curve presented in Figure II–18b relates the water permeability to the degree of saturation
and reproduces the decrease in water permeability during the drying process of a material.

The model developed by [Brooks and Corey, 1964] can also be cited, and reads:

krw = (S∗r )
3+ 2

K (II–19)

where S∗r is the effective degree of saturation defined in Equation (II–14), and K is the model parameter
that is a priori used in Brooks-Corey’s curve (see Equation (II–13)).
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Gas relative permeability

On the other hand, the gas relative permeability curve relates the gas permeability to the degree
of saturation and would reproduce an increase under drying of the material. From Van Genuchten’s
retention curve interpreted in terms of pore size distribution, an analytical formulation has been derived
by [Mualem, 1976], and reads:

krg =
√

Srg

(
1−S

1
M
rw

)2M
(II–20)

where Srg = 1−Srw is the gas degree of saturation, M = 1− 1
N is a model parameter, and N is the model

parameter that is a priori used in van Genuchten’s retention curve (see Equation (II–82)).

On the other hand, a polynomial law, generally cubic [Brooks and Corey, 1964, Mualem, 1978], is
also regularly used to describe the gas relative permeability, and reads:

krg = (1−S∗r )
L (II–21)

where L is a model parameter and S∗r is the normalised wetting phase saturation, defined in Equation
(II–14). An example of these two gas relative permeability curves is presented in Figure II–18b which
relates the gas permeability to the degree of saturation.

5.3.4 Boom Clay

To characterise the Boom Clay pore network in which the mobility of the liquid/gas phase takes place,
Mercury Intrusion Porosimetry (MIP) tests have been performed on freeze-dried (natural) and air-dried
samples [Lima et al., 2012], and were complemented by nitrogen adsorption tests [Gonzalez-Blanco,
2017] following the Barrett, Joyner and Halenda (BJH) method using the desorption information.

(a) Boom Clay (b) COx claystone

Figure II–19 – Cumulative intrusion porosity from different methods, for (a) the Boom Clay, compiled
after [Lima, 2011, Gonzalez-Blanco, 2017] and (b) the COx claystone, compiled after [Boulin, 2008,
Delage et al., 2014, Song, 2014].

Figure II–19a shows the cumulative intrusion pore volume normalised by solid volume (intrusion void
ratio), plotted against the entrance pore size for Boom Clay intact samples, while Figure II–20a represents
the Pore Size Density (PSD) function. From the wide range of pore sizes covered by these techniques,
one dominant pore family stands out around 70 nm, and a smaller peak is observed around 3 nm.
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(a) Boom Clay (b) COx claystone

Figure II–20 – Pore size density function for (a) Boom Clay using different techniques, after [Lima,
2011, Gonzalez-Blanco, 2017], and (c) the Callovo-Oxfordian claystone, with the conceptual model in
background, after [Andra, 2005], and experimental data from [Boulin, 2008, Delage et al., 2014]

Different complementary techniques for both drying and wetting paths have been used to characterise
the water retention properties of Boom Clay, covering a wide range of suction [Le, 2007, Lima, 2011,
Gonzalez-Blanco, 2017]. Figure II–21a shows the Boom Clay water retention curve evaluated from a
dew-point psychrometer on specimens first dried in steps and then wetted in steps following identical
procedure until saturation, together with MIP data and the fitted van Genuchten’s Equation (II–12). The
gas entry value corresponding to the dominant pore mode detected from MIP data has been estimated to
be around 4-5 MPa [Le, 2007, Gonzalez-Blanco, 2017] while a value of 3 MPa was obtained by filter
paper by [Salager et al., 2011]. These values can be considered as reasonably similar, considering the
differences in test protocols or measurement techniques. As for the material parameter Pr related to
the gas entry pressure in van Genuchten’s formulation, the proposed values for fitting experimental data
oscillate between 10 MPa [Gonzalez-Blanco et al., 2016] and 16.6 MPa [Prime et al., 2016].

(a) Boom Clay (b) COx claystone

Figure II–21 – Experimental data for water retention curve together with van Genuchten’s model fitting
for (a) Boom Clay compiled from [Gonzalez-Blanco, 2017] and (b) the COx claystone, compiled from
[Charlier et al., 2013, Armand et al., 2016].
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The intrinsic permeability tensor of the matrix kmatrix depends on the pore structure and can be related
to the porosity φ through Kozeny-Carman’s law [Carman, 1937], which reads:

kmatrix(φ) = k0
φ3

(1−φ)2
(1−φ0)

2

φ3
0

(II–22)

where k0 = 4.2×10−19 m2 is the intrinsic permeability for the reference porosity φ0 = 0.363.
Gas injection and dissipation experiments carried out by [Gonzalez-Blanco, 2017] on samples with bed-
ding planes parallel and perpendicular to flow provided the mean values of intrinsic permeability related
to the average void ratio as displayed in Figure II–22a, with fitted Kozeny’s model. The results highlight
a good agreement between permeability data reported by several authors, with a clear dependence of the
water permeability on the porosity. The lower values of water intrinsic permeability compared to gas
intrinsic permeability, regardless of the sample orientation suggest that gas flows occur along preferen-
tial pathway depending on the volume of this later, while higher water intrinsic permeability values for
flows parallel to bedding highlight the important role played by the deformation of the material along the
injection stages.

(a) Boom Clay (b) COx claystone

Figure II–22 – Experimental data (a) of intrinsic permeability plotted against the average void ratio
after injection of air or water in Boom Clay, compiled after [Gonzalez-Blanco, 2017], and (b) of gas
breakthrough pressure plotted against sample thickness, compiled after [Didier, 2012, M’Jahad, 2012,
Cuss et al., 2014a, Song et al., 2016].

According to [Delahaye and Alonso, 2002], the relative permeability of liquid and gaseous phases of
Boom Clay can be expressed as a generalised power law similar to Equations (II–19) and (II–21), which
can be fitted on experimental data [Volckaert et al., 1995], as presented in Figure II–23a:

krw = S∗
K

r (II–23) krg = (1−S∗r )
L (II–24) with S∗r =

Srw−Srres

Smax−Srres

where krw and krg are the water and gas relative permeability, S∗r is the effective degree of saturation, and
K and L are material parameters equal to 1.48 and 2.8 respectively.

5.3.5 COx claystone

A good knowledge of the microstructure is needed to fully understand gas transfer through Callovo-
Oxfordian claystone. Porosity is studied with different complementary experimental methods, ranging
from logging techniques such as Nuclear Magnetic Resonance (NMR) to assess the in situ porosity at
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(a) Boom Clay (b) COx claystone

Figure II–23 – Experimental data for relative permeability together with van Genuchten’s and cubic
models fitting for (a) Boom Clay, after [Volckaert et al., 1995, Delahaye and Alonso, 2002] and (b) the
Callovo-Oxfordian claystone, compiled from [Charlier et al., 2013].

the field scale, to several lab methods such as MIP or µ-CT providing access to the pore network struc-
ture, or high resolution techniques available more recently [Song et al., 2015]. Figure II–19b shows
the cumulative intrusion pore volume plotted against the entrance pore size for a freeze-dried specimen,
while Figure II–20b represents the PSD function, showing a well defined single pore population (with
an average diameter of 32 nm) that is typical of the clay matrix [Robinet et al., 2012, Delage et al., 2016].

To characterise the water retention properties of the COx claystone, a whole array of experimental
measurements was carried out to define the relationship between suction and water saturation using dif-
ferent techniques [Hoxha and Auvray, 2005, Pham, 2010, Boulin, 2008], as depicted in Figure II–21b.
The main method consists of monitoring the mass evolution of a sample submitted to a controlled relative
humidity atmosphere, which gives the progress of the wetting/drying process till an equilibrium state is
reached. It is worth noting that hysteresis effects can be observed depending on the hydration path fol-
lowed. As for the analysis of the gas entry pressure measurements, it reveals a first group of values
between 0.3 and 3 MPa which are representative of damaged material and other values of the order of or
greater than 5 MPa (Figure II–22b) that can be considered as values approaching the gas entry pressure in
sound COx claystone. Nevertheless, the knowledge acquired on the pore network connectivity [Robinet,
2008, Song et al., 2015], indicates that these values are probably a minimum for the breakthrough pres-
sure in COx which would be between 6 and 10 MPa. From all these available data, water retention curves
are fitted with the van Genuchten’s Equation (II–12), considering a calibration parameter N = 1.49 and
a gas entry parameter Pr = 15 MPa [Charlier et al., 2013, Gerard et al., 2014, Pardoen et al., 2015b].

As mentioned in section 4.3.4, many data are available on the gas and water permeability in the COx
claystone, either perpendicular or parallel to the bedding. In Figure II–23b, the selected data and the
fitting curves for relative permeability are given, using the widely used van Genuchten’s formulation (II–
18) for water and either the Mualem’s formulation (II–20) [Gerard et al., 2008] or a power law function
similar to Equation (II–21) [Charlier et al., 2013, Gerard et al., 2014] for gas, which can be reminded as:

krw =
√

Srw

(
1−
(

1−S
1

M
rw

)M
)2

krg =
√

Srg

(
1−S

1
M
rw

)2M
krg = (1−S∗r )

L (II–25)

where krw and krg are the water and gas relative permeability, Srwand Srg are the water and gas degrees of
saturation, and M , L are material parameters equal to 0.32885 and 3 respectively.
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When measuring gas permeability, a correction should be applied considering the Klinkenberg effect
[Klinkenberg, 1941], which can be seen as a sliding mechanism of the gaseous particles on the pore wall
of the material, which has the effect of reducing the permeability of the gaseous phase. This process is
all the more important that the size of the pores of the material is small, which is the case for clayey
rocks, and the injected gas pressure is low. It has however been observed [Boulin et al., 2008a, Didier,
2012] that the corrections to be added to effective gas permeability as saturation increases remains very
small in most cases and integrated into the natural dispersion of the material.

5.4 Gas transport by pathway dilation and macroscopic fracturing

This section investigates the gas transport by means of gas-filled pathway or macroscopic fracturing,
from the perspective of the gas. The main principles behind this mode of gas migration are presented,
and the prevalent results from experimental investigations at the scale of the laboratory and at larger in
situ scale for both the Boom Clay and the COx claystone are subsequently exposed.

5.4.1 Process overview

Gas-induced failure of clay-rich barrier materials is controlled by the interplay between water reten-
tion behaviour and deformation behaviour. On the one hand, clayey materials exhibit generally a high
water retention capacity, inherently associated with a high gas entry pressure value, which originates
from their special microstructure, consisting of a fine-grained solid skeleton and a poorly connected pore
network, as evidenced in Chapter 4. On the other hand, the mechanical characteristics of clay-rich ma-
terials cover a wide property range in terms of strength and stiffness, representing the full spectrum of
deformation behaviour in the transition between soft soils and weak rocks [Gens, 2013].

Thence, when an initially water-saturated clay host rock with a high water retention capacity is in-
vaded by a gas phase, the gas generation rate may exceed the capacity for pore water displacement by
visco-capillary or the gas entry pressure may exceed the strength of the material, giving rise to local
failure. The propagation of the damage front takes place by subcritical crack growth, i.e. pathway devel-
opment, if the gas production rate is balanced steadily by the newly created pore volume at the crack tip,
or by supercritical crack growth, i.e.gas fracturing, for rapid gas pressure build-up [Valko and Econo-
mides, 1997]. From a phenomenological perspective, the former is still controlled by phase interactions
between wetting and non-wetting fluids (visco-capillary forces), while the latter can be seen as a single-
phase flow process.

In particular, separation planes such as bedding planes or pre-existing fractures in a porous medium
represent preferred weaknesses for the process of gas-driven microfracturing. These are characterised by
abrupt changes in stiffness and material strength and may exhibit a very small, but well-connected frac-
tion of the total pore volume. When gas invades such a discontinuity of an initially fully water-saturated
porous material, further hydro-mechanical interactions, either dilatancy-controlled gas flows (pathway
dilation) or gas flows in macroscopic fractures (gas fracturing), may enhance gas transport along discrete
features. The conceptual model of gas transport in deformable porous media is essentially an extension
thereof, assuming that the porous medium can undergo irreversible deformation. As a consequence, an
opening of the pore space is noted and the transport properties of the solid phase i.e. rock permeability,
relative permeability, capillary pressure relationship, can no longer be viewed as invariants since they
depend on the state of deformation of the rock.

In the past two decades, comprehensive knowledge has been collected from the laboratory scale to
larger scales to catch the fracturing pressure, which refers to the capillary pressure necessary to obtain
a gas breakthrough through the material, and the related transfer properties variation, in response to gas
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invasion processes. The most common test characterising this mode of gas transport consists in injecting
gas at one side of a sample and detecting the breakthrough of the gas at the opposite side. Depending
on the injection conditions, whether at controlled pressure or injection rate, or at constant volume, the
gradual development of preferential flow paths can be demonstrated. Beyond the injection kinetics, these
lab tests also show the dependence of gas flow to other experimental factors, such as the mechanical
loading [Horseman et al., 1999], the sample size [Duveau et al., 2011], the initial nature, saturation
[Graham et al., 2002] or damage [Davy et al., 2007] of the sample, or the presence of interfaces between
materials [Davy et al., 2009]. Large-scale in situ experiments consisting typically in injecting gas in
chambers located in boreholes and isolated by packers, have highlighted the creation of preferential
paths in the host rocks, that are in agreement with laboratory observations. In addition, such an up-
scaling process raises questions about the scale effect of such experiments, that could result in a more
extensive heterogeneity of the rock mass and thus in a larger probability of development of preferential
pathways at the scale of the repository.

5.4.2 Boom Clay

A significant body of gas experimentation from laboratory scale to field scale was conducted on
Boom Clay in the 1990s, particularly within the framework of the MEGAS [Volckaert et al., 1995, Ortiz
et al., 1997] and PROGRESS [Rodwell, 2000] EC projects, periodically enriched over the last decades
by more recent studies [Harrington et al., 2012b, Gonzalez-Blanco, 2017].

Laboratory investigation

Primary laboratory findings from [Horseman and Harrington, 1994] and [Volckaert et al., 1995]
demonstrated that, specifically for Boom Clay, gas breakthrough pressure could be directly related by
several empirical relationships to the hydraulic conductivity or the intrinsic permeability, as had earlier
been postulated by [Davies, 1991] for salt.

(a) (b)

Figure II–24 – Cross-plot (a) of data showing average breakthrough and peak gas pressures against
effective stress for samples normal and parallel to bedding, and (b) of steady state gas flow data for
comparable flow rates from both isotropic and radially-constrained tests, after [Rodwell, 2000].

Gas injection experiments conducted by the BGS [Harrington and Horseman, 1999] and the SCK•CEN
[Ortiz et al., 2002], as part of the PROGRESS EC project [Rodwell, 2000] both indicate that gas pres-
sure has to overcome a threshold before getting an advective mobility for the gas, and that gas flows tend
to cease if pressure is allowed to fall below this threshold again. According to the authors, this could
demonstrate hydro-mechanical coupling of gas flow and be an indication of possible transfers by path-
way development. Gas breakthrough pressures and gas permeabilities were measured for samples under
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(a) (b)

Figure II–25 – Air injection tests under oedometer conditions [Gonzalez-Blanco et al., 2016, Gonzalez-
Blanco, 2017]: (a) evolution of the axial strains with vertical stresses for slow and fast injection rates,
and (b) time evolutions of outflow volume (top) axial strain (middle) and pressures at the injection and
recovery boundaries (bottom) for the two injection rates.

external boundary conditions and under flow either perpendicular and parallel to the bedding (BGS), or
only perpendicular to the bedding (SCK•CEN). Gas breakthrough pressures for a virgin clay are found
to vary from 0.48 to 3.57 MPa and from 0.47 to 2.25 MPa respectively, while effective gas permeabil-
ity measurements range from 6.6× 10−19 to 0.5× 10−20 m2 and from 0.7× 10−20 to 9.5× 10−20 m2

respectively. The cross-plot of the average values for breakthrough and peak pressures against effective
stress in Figure II–24a provides approximate trends for estimating breakthrough and peak gas pressures
for flow parallel and normal to bedding at repository depth [Wiseall et al., 2015b].

Other observations have also evidenced the effect of boundary conditions imposition with higher gas
pressures occurring at lower flow rates for the radially-constrained samples as illustrated in Figure II–
24b, which attests to the clear correlation between the nature of the stress field and boundary conditions
applied to the sample and the processes governing the migration of gas through Boom Clay. It is worth
noting that a series of scoping gas tests have been recently performed on Boom Clay, in the context of
Dutch GDF 2, assuming greater repository depths [Harrington et al., 2017b] which has confirmed the
influence of effective stress (and consolidation history) upon gas entry properties of the clay.

In order to assess the size and distribution of dilatant pathways during gas flows, nano-particle tracers
have been used during gas injection testing of Boom Clay samples that were subsequently splitted and
examined [Harrington et al., 2012b]. Observations indicate that the nano-particles have been transported
along transient pathways, through the clay matrix and around boundaries of coarser grains, during gas
injection. It would appear that these fractures then sealed, trapping any nano-particles that were being
transported in the gas stream. The size of the trapped nano-particle aggregates thence point to a minimum
aperture of the pathways generated during gas transport.

The impact of gas transport on mechanical integrity of Boom Clay has been investigated by [Gonzalez-
Blanco, 2017], by performing slow (2 mL/min) and fast (100 mL/min) air injection tests under oedometer
conditions on initially saturated samples with bedding planes oriented parallel and normal to the direc-

2. The OPERA project is the 3rd national program managed by COVRA in the Netherlands during the period 2011 to 2017.
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(a) (b)

Figure II–26 – Changes in Boom Clay properties between intact samples and after air injection tests
[Gonzalez-Blanco et al., 2016]: (a) pore size distribution curves, (b) water retention curves, with the gas
entry value determined with the dominant entrance pore size.

tion of water and gas flows. Concretely, the air pressure at the upstream boundary was increased in
time (A–B in the figure II–25), followed by shut-off (point B) and dissipation at closed air injection line
(B–C). This experiment will be the object of specific application of the multi-scale model developed in
Part IV, where it will be properly detailed [Gonzalez-Blanco et al., 2016]. Here, only selected relevant
results are presented.

The main finding put in evidence the fundamental role of natural discontinuities in the development
of gas flows which tend to take advantage of these existing bedding planes. As depicted in Figure II–25a,
samples with bedding planes normal to flows undergo higher expansions on gas equalisation (A-B) and
larger compression on the gas dissipation stage (B-C) than samples with bedding planes parallel to the
direction of gas flow, which means that gas pathways develop more easily along bedding planes in these
oedometric conditions.

Then, taking a look at the results recorded during the air injection and dissipation stages with bedding
planes parallel to flow, Figure II–25b shows the time evolution of the air injection pressure at the upstream
boundary and the outflow pressure and volume at the downstream boundary, jointly with the average axial
strain. The time of breakthrough is clearly visible through a rapid increase of the flow rate through the
sample and an increase of the outflow pressure in the downstream reservoir. Note that the increase in
injection pressure is accompanied by expansion, i.e. negative axial strains in Figure II–25a. These results
suggest that some changes in the pore size distribution of the samples could take place during injection.
As presented in Figure II–26a, a new family of large pores associated with the expansion undergone
by the material, which was not detected on intact samples, is observed. This new class of porosity can
be interpreted in terms of permeability and water retention properties of the Boom Clay. The increase
in intrinsic permeability of the matrix as a function of void ratio has already been presented in Figure
II–22a, while Figure II–26b presents the modification of the water retention curve between intact sample
and after air injection tests, and the resulting estimation of the gas entry pressure.

All in all, the results confirm that deformation history should play a role on gas transport properties
which are then dependent on the stresses rather than on the material itself.

In situ investigation

Field-scale gas injection testing, referred to as the E4 and E5 in situ experiments was conducted in
Boom Clay using Helium, as part of the MEGAS EC project [Volckaert et al., 1995, Ortiz et al., 1997].
The former consists of a vertical piezometer with several injection filters installed under the bottom of the
first shaft at HADES URL, while the latter is composed of four horizontally installed piezometers along
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the first meters of the test drift, the central one being for gas injection and the other three for monitoring.
An overview of the set-ups and locations is given in Figure II–27.

A number of key observations were reported from the gas injection through two different filters of
the E4 set-up, including a lower gas breakthrough pressure than expected, around 0.6 MPa. It may come
from the damage resulting from drilling of the borehole, though it was suggested that convergence over
the long-term would minimise this behaviour. At least one preferential pathway was generated along the
length of the piezometer which caused the test to be stopped.

As for the E5 set-up, hydraulic testing was first conducted to determine baseline parameters such
as total stress, pore pressure and water permeability, which was followed by injection of Helium by
increments of 0.1 MPa, until breakthrough occurs. A preferential pathway was detected in a neighbour-
ing filter on the same piezometer, in which gas inflow of a similar magnitude to those encountered in
laboratory testing was observed.

Figure II–27 – Set-up and location of the E4 and E5 gas injection experiments in the HADES URL,
modified after [Volckaert et al., 1995].

Additional in situ testing were conducted to examine the self-sealing properties of the formation
[Rodwell, 2000, Ortiz et al., 2002]. Further details about the design and course of the in situ tests in
Boom Clay will be given in section 10.1.1, as part of the numerical modelling of these experiments.

5.4.3 COx claystone

Many tests have been conducted to explore the consequences of gas breakthrough on the hydro-
mechanical behaviour of COx claystone and to detect possible modifications of fabric. In parallel, several
in situ experiments dedicated to the study of gas injection and gas fracturing in the COx claystone have
been carried out in the Meuse/Haute-Marne URL and from the surface. They have been implemented
with the particular objective of evaluating the influence of the gas injection rate on the threshold gas
fracturing pressure, the consequences on the rock permeability.
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Laboratory investigation

First of all, estimated values for dry gas permeability of the order of 10−18 m2 were obtained from
gas flow tests on COx samples, using a triaxial cell to provide isotropic confinement at stress conditions
below these found in situ [Boulin et al., 2008a].

Then, a series of experiments examining the gas transport through samples of COx claystone were
performed using either an isotropic loading arrangement [Harrington et al., 2012a, Jacops et al., 2014]
or a triaxial permeameter cell [Harrington et al., 2013, Cuss et al., 2014a]. Unexpectedly low values of
excess gas entry pressure (2 MPa) was measured in the former case, whereas a more conventional value
in excess of 6 MPa was estimated in the latter. It has been suggested that the low entry pressures relate to
localised features within the claystone, and that the major gas penetration occurring in the second case
was well attributable to pathway dilatancy.

In addition, gas breakthrough was estimated to happen at 10.5 MPa and 6 MPa as a result of triaxial
testing of COx samples undertaken in two independent experimental studies [Cuss and Harrington, 2011,
Cuss et al., 2014a]. A secondary evidence of gas entry was identified for one of these two experiments.
A clear dilation deformation was however detected at the onset of gas flow for both experimental set-ups,
interpreted as being the result of the formation of dilatant pathways. The three-stage conceptual model
of the onset and establishment of a gas flow network in COx claystone presented in Figure II–28 derives
from these observations.

(a) (b)

Figure II–28 – (a) Conceptual model of the onset of gas flow in a COx sample, as idealised by [Cuss
et al., 2014a], confronted with (b) the experimental observation of gas-induced fracturing on clay-rich
materials, from [Wiseall et al., 2015b].

The development of preferential flow paths could be explained by the presence of discontinuities
in the material, prior to gas injection. Although closed during the confinement of the sample, such
discontinuities can open under the action of gas pressure and give rise to flow channels. The fact that
increasing confining pressure results in a decrease in gas permeability parallel to the bedding plane
is reported in [Zhang and Rothfuchs, 2004]. This effect was further investigated from gas permeability
measurements performed on samples of COx argillite initially fractured by traction during Brazilian tests
[Davy et al., 2007]. By comparing reported gas breakthrough pressures from test data compiled from
triaxial permeameter and isotropic tests [Harrington et al., 2017a], the observations indicate that sample
damage may be one possible explanation for the discrepancy between low and high entry pressures in
COx claystone, and that gas entry pressures in excess of 5 MPa may well reflect the properties of intact
claystone at in situ conditions.
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In situ investigation

A first Gas Threshold Pressure Test (GTPT) was conducted in a 5-metre interval of a vertical bore-
hole drilled at the Meuse/Haute-Marne URL to better understand gas transport processes in the low-
permeability clay formation under constant gas injection conditions [Senger et al., 2006]. The rapid
injection has led to a dynamic stressing of the rock, with a gas fracturing observed at a gas pressure in
the chamber of about 11.9 MPa, as shown in Figure II–29a.

The CDZ in situ experiment is dedicated to study the evolution of the EDZ hydrogeological properties
of the COx claystone under mechanical compression and artificial hydration [de La Vaissière et al., 2015].
The experimental layout consists of six boreholes (CDZ1301 to CDZ1306) equipped with multi-packer
systems for hydraulic measurement, and surrounded by additional boreholes providing extensometer and
seismic tomography measurements [de La Vaissière et al., 2014b]. Gas conductivity measurements were
used to establish the initial value of the permeability and the connectivity of the damaged zone through
interference testing. These results have particularly evidenced a well-interconnected fracture zone with
high hydraulic conductivity values, that tends to progressively close with the increasing mechanical stress
applied on the drift wall.

(a) (b)

Figure II–29 – Measurements of the pressure in boreholes during gas injection tests: (a) gas fracturing
test performed from the surface (EST363), modified after [Senger et al., 2006], (b) sequence of water
and gas injection tests performed in the URL (PGZ-1), modified after [de La Vaissière et al., 2014b].

The PGZ-1 in situ experiment is dedicated to identify the gas percolation mechanisms into the sound
COx host rock, for different pressure levels. The experimental layout consists of two multi-packer
equipped boreholes (PGZ1201 and PGZ1202) drilled parallel to the direction of the in situ maximal
stress from the GED drift, and a third borehole (PGZ1031) for axial deformation monitoring, drilled at
an inclination of 48◦ from the GEX drift, as illustrated in Figure II–30. A continuous sequence of al-
ternating water and nitrogen injection tests was conducted in the second interval of borehole PGZ1201.
The first two injection tests aimed at characterising the regimes of gas transfer in the saturated claystone
while remaining under fracturing pressure, have demonstrated that a gas pressure of the order of 9.1
MPa (GAS1) or 9.8 MPa (GAS2) did not induce the initiation of a fracture [Harrington et al., 2012a, de
La Vaissière et al., 2014a]. In a second phase, gas injections at a relatively slow flow rate of 1 mL/min
(GAS3) and at high flow rates of about 500 mL/min (GAS-FRAC) were imposed. Gas fracturing was de-
tected at a pressure of 10.45 MPa and 14.1 MPa respectively, that is to say below and above the minimum
principal stress (∼ 12.5 MPa). These gas injection tests confirm that the gas-fracture threshold depends
not only on the stress fields around the injection zone but also on the kinetics of the fluid injection rate
and certainly on the geometry of the damaged zone around the drift. For high gas injection rates, the
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Figure II–30 – Set-up and location of the in situ gas injection experiments in the Meuse/Haute-Marne
URL, modified after [de La Vaissière et al., 2014b, de La Vaissiere and Vinsot, 2019].

gas fracturing pressure is consistent with the natural minor principal stress and the estimated level of
the material tensile strength, while for low injection rates, gas starts to penetrate the surrounding media
before gas fracturing initiation and in particular the damaged zone which is more accessible to gas due
to lower gas entry pressure [de La Vaissière et al., 2019].

The PGZ-2 in situ experiment is dedicated to the impact of gas production on the hydro-mechanical
behaviour of the plugs designed to close the storage galleries, by studying the competing effects of hy-
dration from the host rock (resaturation) and gas injection (desaturation) [Gatabin et al., 2016]. The
experimental layout consists of two parallel boreholes (PGZ1013 and PGZ1011) drilled between the
GEX and GMR/GED galleries, and both equipped with a bentonite plug for monitoring hydration and
gas injection effect respectively, and a third borehole (PGZ1001) drilled from the GMR gallery parallel
to the first two boreholes, to measure the hydraulic head gradient (Figure II–30). A gas breakthrough
with a small differential gas pressure between 0.5 to 1.5 MPa is noted, well below the swelling pres-
sure set between 4.5 to 5.5 MPa. The gas injection sequence has revealed that the gas escaped on each
side of the core of the plug at the interface or through the borehole damaged zone [de La Vaissière, 2013].

The PGZ-3 in situ experiment has been conducted more recently in the continuity of PGZ-1 cam-
paign, with the objective of studying the effect of the stress orientation and of gas injection kinetics on
the gas fracturing process [de La Vaissière, 2021]. The experimental layout consists of five identical
boreholes equipped with a multi-packer system to monitor water and gas pressure, drilled parallel to
the minor (PGZ1002) or major (PGZ1003) horizontal stress from the GEX drift, parallel to the major
(PGZ3001) or minor (PGZ3002) horizontal stress from the GRM drift, and parallel to the major horizon-
tal stress from the GVA3 drift (PGZ5301), as reported in Figure II–30. The test protocol includes phases
of slow or fast gas injection at constant flow rate (1 mLn/min) through the intervals of the boreholes,
until a fracture is created. Then the system undergoes a pressure recovery stage, followed by a new
phase of injection with the aim of reopening the fracture to identify its closure pressure and deduce if
possible its orientation. This sequence is repeated alternately several times. To date, a water permeability
testing campaign has been conducted in the PGZ1002 and PGZ1003 boreholes converging to a hydraulic
conductivity value close to 4×10−13 m

s . Three series of fast gas injection tests have also been performed
in one interval of PGZ1002 and PGZ1003 boreholes, with a maximum gas pressure achieved between
13.01 to 14.53 MPa.

5.5 Synthesis for the clay host formations

In brief, the present chapter gives a state-of-the-art characterisation of the gas transport processes
in low-permeability clay materials based on experimental observations. These latter have especially
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evidenced four main mechanisms as a function of the increasing injection pressure, leading to gas break-
through in the material.

When the amount of gas remains marginal, the gas is dissolved in solution and primarily transported
via diffusion within the liquid phase. Comprehensive data sets of diffusion coefficients for the principal
dissolved gases have been acquired for Boom Clay and the Cox claystone, as summarised in Table II–2.

Once the injection pressure exceeds the capillary threshold pressure known as the gas entry pres-
sure, the gas is transported via visco-capillary two-phase flows, which are mainly restricted to the sparse
network of macropores, because micro- and mesopores are hardly invaded by the gas phase due to their
high gas entry pressure. Multiphase flows of water and gas in porous media are governed by the in-
trinsic permeability of the formation (see previous Chapter 4), the permeability-saturation relationships
(relative permeability curves), and the capillary pressure-saturation relationship (water retention curve).
Experimental data for these curves have been collected for both the Boom Clay and the Cox claystone,
on which different models can be fitted with the respective appropriate parameters given in Table II–3.

Table II–3 – Summary of the fitting parameters for the retention curve and the relative permeability
curves of Boom Clay and Callovo-Oxfordian claystone.

Host formations Boom Clay Callovo-Oxfordian claystone

Property Symbol Unit

van Genuchten’s retention curve − Equation (II–12)

Max. degree of water saturation Smax [−] 1 1

Residual degree of water saturation Srres [−] 0.01 − 0.2 0.01

Gas entry pressure (1st coeff. of Srw ) Pr [MPa] 10 − 16.6 15

Model parameter (2nd coeff. of Srw ) N [−] 2.5 1.49

van Genuchten’s relative permeability curves − Equations (II–18) and (II–20)

Model parameter (coeff. of krw and krg ) M [−] 0.6 − 1 0.33

Brooks and Corey’s water relative permeability curve − Equation (II–19)

Model parameter (coeff. of krw ) K [−] 1.48 −
Polynomial gas relative permeability curve − Equation (II–21)

Model parameter (coeff. of krg ) L [−] 2.8 − 3.0 3.0

Once the injection pressure reaches a certain breakthrough pressure, the gas is transported through
the initiation of preferential flow pathways within the rock formation. The laboratory experiments on
clay-rich rocks indicate that gas pressures, close to the applied confining pressure are required to invade
the fully saturated material. In response to gas invasion, the material first exhibits a continuous volume
expansion as long as the gas front propagates through the specimen, followed by contraction when gas
breakthrough is reached. In addition to the heterogeneity and bedding fissility of the material, the gas-
induced failure is also controlled by the speed of gas pressure build-up and by the applied boundary
conditions. A phenomenon of gradual damage evolution is observed at low pressure build-up rates and
high confining stresses, which may be attributed to the process of pathway dilatancy, i.e. a subcritical
crack growth that balances the gas production rate. As for sudden fracture initiation, this phenomenon
seems to be triggered by high pressure build-up rates or sudden changes of the confining pressure, which
may be attributed to the process of gas fracturing, i.e. a supercritical crack growth driven by high uniform
gas pressure.

In situ investigation at a larger scale has also been conducted in order to complete this understanding
of the transfer mechanisms in clayey rocks and to attest that it is transposable to the scale and to the

59



Part II : Basics of multiphase flows in clay materials 5. Characterisation of gas transport processes

mechanical loading conditions characteristic of a disposal site. These experiments highlight the strong
hydro-mechanical couplings at work during gas transfer processes, lower breakthrough pressures than in
the lab, given the scale effect and the discontinuities created during the boreholes excavation, as well as
the important role played by the interfaces between materials as preferential flow paths for gas.

All in all, the analysis of gas transport processes detailed in this chapter clearly highlights how
gas migration in clayey rocks relies on various and complex coupled phenomena. It is on the basis of
this characterisation that hydro-mechanical numerical models capable of reproducing the behaviour of a
clayey rock mass subjected to continuous gas production are implemented. Owing to the importance of
the mechanical behaviour of clayey rocks to induce the development of preferential flow pathways, the
next chapter of this literature review intends to examine how these hydro-mechanical couplings are taken
into account from a numerical point of view.
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6. Modelling of gas transport processes

Under repository conditions, the geological barrier system undergoes complex and strongly coupled
hydro-mechanical processes. In this context, numerical modelling turns out to be an effective technique,
in order to predict the overall barrier performance throughout the system lifespan. Regarding more par-
ticularly the gas transfer mechanisms, a number of numerical modelling techniques are currently used for
the interpretation of experimental gas test results or the prediction of gas migration in host rock forma-
tions. The four main processes experimentally identified in the previous Chapter 5 (Figure II–11) tend to
develop gradually in clayey materials with increasing gas pressure, which requires specific and adapted
modelling approaches.

For gas pressure lower than a threshold pressure, the transport of gas in porous media is captured by
classical hydro-mechanical two-phase flow models that commonly exist in geomechanics [Thomas and
He, 1995, Olivella et al., 1996, Collin et al., 2002]. The first objective of the present chapter is thus to
present the general framework adopted in this work to model the hydro-mechanical behaviour of mul-
tiphase porous media, to which the candidate clay rocks for hosting repositories belong (Section 6.1 to
6.5). First, some general concepts related to the theory of partially saturated porous media are presented.
The adopted representation allows continuum mechanics to be applied, and a proper referential has also
to be defined. Then, the balance equations governing the porous medium are established. A number of
constitutive laws is required to reproduce the behaviour of geomaterials in partially saturated conditions.
They include a multiphase flow model, together with a water retention model and a mechanical consti-
tutive model. The necessary restrictions ensuring the thermodynamic equilibrium between the different
phases of the porous medium are also expressed. Finally, the theoretical developments leading to the
formulation of a coupled finite element, including the linearisation of the field equations and the finite
element discretisation are proposed.

Nevertheless, these classical models are not able as such to reproduce all the features of the gas flow
processes. Beyond a certain threshold pressure, preferential flow pathways for gas develop in clay rocks,
which are strongly dependent on the heterogeneity and microstructure of the material, as well as chosen
experimental conditions. Such behaviour can not be captured by conventional two-phase flow models
that include constant flow parameters. The second objective of this chapter is thus to review the advanced
hydro-mechanical models that are available to improve the modelling response by introducing stronger
couplings between the gas flow and the mechanical behaviour of the clayey material (Section 6.6).

Rather than any original contribution, this chapter set the basis for the numerical developments in-
troduced in Parts III and IV.

6.1 General framework

This section constitutes a short summary which highlights fundamental basics of the macroscopic
theory implemented in the LAGAMINE code that are useful for the present work. The interested reader
should refer to [Charlier, 1987, Barnichon, 1998, Collin, 2003] for an extensive description of the code.
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6.1.1 Porous medium representation

The structure of geomaterials such as clay rocks is rather complex to describe accurately. It is com-
monly assumed that such materials approximate a porous medium, composed of several phases: solid,
fluid and gas [Coussy and Ulm, 1995, Lewis and Schrefler, 1998]. Therefore, in the theory of the porous
media, an elementary volume dΩ of a granular material (see Figure II–31a) can be defined as the super-
position in time and space of different constituents:

• The solid skeleton, which constitutes the so-called matrix of the material and corresponds to a
continuous juxtaposition of solid grains. The volume of the solid portion is equal to the volume of
the grains, denoted dΩs, and its specific mass is noted as ρs. Since solid grains are usually deemed
incompressible, the overall behaviour of the material is due to the rearrangement of the grains and
not to their deformations.

• The void volume, which characterises the porous space between the grains filled with fluids of
specific mass ρ f in liquid and/or gaseous phases. If the void volume is completely filled by a liquid
phase, then the porous medium is defined as saturated whereas if it is filled by a combination of
fluids, then it is said to be unsaturated or partially saturated. In this case, the fluid mixture is
composed of wetting and non-wetting fluids corresponding to the liquid and the gaseous phases,
respectively. The present work specifically deals with this latter case, involving a binary fluid
mixture composed of water and specific gas such as Hydrogen.

Since a precise description of this system turns out to be an arduous task, three main modelling ap-
proach exist to describe the porous media in a simplified manner. Basically, they propose to substitute
the real discontinuous porous medium with an idealised homogeneous superposition of several continua.

• Macroscopic theories: In macroscopic theories, based on the consolidation theory introduced by
Terzaghi [Terzaghi, 1936] and further extended by Biot [Biot, 1941, Biot, 1956, Biot, 1962] with
additional contributions of Coussy [Coussy and Ulm, 1995] and Dormieux [Dormieux et al., 1995],
the porous medium and all the related concepts (such as stresses) are examined at the macroscopic
scale. In addition, the balance equations are derived for the entire porous medium, without treating
the different phases and species separately.

• Averaging theories: In averaging theories [Hassanizadeh and Gray, 1979a, Hassanizadeh and
Gray, 1979b], the porous medium is studied at two structural levels, namely a micro-scale, corre-
sponding to the pore level and a macro-scale, corresponding to the Representative Element Volume
(REV). At the microscopic level, the system is symbolised as the superposition of interpenetrating
continua that occupy only a part of the space and separated from the others by interfaces with their
own thermodynamic properties. The balance equations and eventually the constitutive relation-
ships are introduced at this scale. Averaging techniques are then applied to get the homogenised
field equations over the REV.

• Theories of mixtures: In theories of mixture, based on the ideas and methods of modern contin-
uum mechanics [Truesdell and Noll, 1965], the porous medium is studied at the macroscopic scale
but the balance equations are expressed for each phase separately. Every point of the idealised
system consists of a mixture of phases because all phases are assumed to occupy the same region
of space simultaneously, as an overlapping of different continua (see Figure II–31b).

In this part of the work, the homogenisation of the real discontinuous porous medium relies on a
theory of mixture at macroscopic scale. This approach is extended to multiphase porous media through
the definition of volume fractions [Bowen, 1980, Coussy and Ulm, 1995]. This concept allows continuum
mechanics to be applied by creating some homogenised continua of reduced densities.

The volume fraction Ξπ of the phase π is defined as:

Ξπ =
Ωπ

Ω
(II–26)
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(a) (b)

Figure II–31 – Representation of a porous medium: (a) cross-section of a representative element volume,
after [Barnichon, 1998], and (b) definition of superimposed continua, according to theories of mixtures.

where Ωπ is the volume of the phase π and Ω is the total volume of the control space, which corresponds
to the sum of the different volume fractions of all phases and is equal to 1. In particular, this work
investigates the gas transfers in clay materials, which are represented as three-phase porous media made
of solid, liquid and gaseous phases. Accordingly, the following volume fractions are defined:

Ξs = 1−φ Ξl = Srφ Ξg = (1−Sr)φ (II–27)

where the subscripts s, l and g identify the solid, liquid and gas phases respectively, φ is the total porosity
defined as the ratio between the total void volume Ωv and the total volume Ω, such that:

φ =
Ωv

Ω
=

Ωv

Ωs +Ωv
=

Ωl +Ωg

Ωs +Ωl +Ωv
∈ [0,1] (II–28)

and Sr is the water saturation degree, defined as the ratio between the volume of the liquid phase Ωl and
the porous volume Ωv, such that:

Sr =
Ωl

Ωv
∈ [0,1] (II–29)

6.1.2 Aspects of continuum mechanics

It is possible to use continuum mechanics with the adopted representation of the porous medium. One
can hence emphasise the notion of internal stress in solids, from a random cross section inside a given
body, as exemplified in Figure II–32a. Let us assume that on this purely conceptual surface element
of area ∆A of the body, a force vector whose components are ∆Fi in an orthogonal coordinate system
is acting. The limiting value of the ratio of force over area can be derived following the hypothesis of
continuity as:

ti = lim
∆A→0

∆Fi

∆A
=

dFi

dA
(II–30)

where ti is called the traction vector, or stress vector.
The surface assigned to this stress vector is characterised by an unit-length normal vector n j which

allows to derive the related stress tensor σi j as:

ti = σi jn j (II–31)

In the following, the force per unit area in the current, deformed configuration refers to as Cauchy
stress tensor [Cauchy, 1823] to distinguish it from other stress tensors.
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(a) (b)

Figure II–32 – (a) Cross section on a body with an internal force∆F acting on a surface∆A with normal
vector n. (b) Infinitesimal tetrahedral portion of material externalising the full stress tensor.

In the general three-dimensional context, the Cauchy stress tensor is a symmetrical tensor composed
of six independent components, which can be gathered into a 3×3 matrix. Figure II–32b offers a physical
representation of the stress tensor components on a tetrahedron constituted of three triangles parallel to
the orthogonal coordinate planes and a fourth triangle whose orientation is defined by n j.

σi j =

 σ11 σ12 σ13

σ22 σ23

Sym. σ33

 (II–32)

It is worth notifying that invariants of the stress tensor are usually employed for a complete repre-
sentation of the stress state independently of the referential frame. In the field of geomechanics, the
stress tensor is conveniently described by a triplet of stress invariants [Iσ, IIσ̂, IIIσ̂], acting as a new polar
coordinate system.

The first invariant is the trace of the stress tensor, defined as:

Iσ = σii (II–33)

The second and third invariants of the stress tensor are computed according to:

IIσ̂ =

√
1
2

σ̂i jσ̂i j (II–34) IIIσ̂ =
1
3

σ̂i jσ̂ jkσ̂kl (II–35)

where the deviatoric stress tensor σ̂ is defined as:

σ̂i j = σi j−
Iσ

3
δi j (II–36)

where δi j refers to the special Kronecker delta.
Furthermore, the first and the second invariants of the stress tensor can be reformulated into another

set of quantities (p,q), i.e. the mean stress and the deviatoric stress, that are frequently used to define
yield surfaces of geomaterials:

p =
Iσ

3
(II–37) q =

√
3IIσ̂ (II–38)

Finally, it is worth noting that in this work, the sign convention of geomechanics is adopted, meaning
that the compression stress and compaction strains are counted positive.
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6.1.3 Referential definition

An appropriate definition of the referential system must be formulated in order to describe the kine-
matics of the material at work in the investigated coupled phenomena. For small deformation problems
which supposes that the initial and final configurations are identical, an infinitesimal description of the
deformation remains valid. On the other hand, for large deformation problems which presume a dis-
tinction between the deformed and the initial configurations, the non-linearity of kinematics becomes
important, revoking the validity of the infinitesimal description. Initially dedicated to the modelling of
metal forming [Charlier, 1987], the finite element code LAGAMINE is associated to the latter that requires
thence to account for large strains and/or displacements and rigid body motions. In large deformation
continuum mechanics the non-linearity of kinematics is generally subdivided into two main categories
[Malvern, 1969]:

• Lagrangian description: The problem is formulated with regard to the reference configuration
but the referential mesh is linked to the material points and evolves with it. In Lagrangian frame,
the movement of each individual particle is tracked (Figure II–33a).

• Eulerian description: The problem is formulated with regard to the deformed configuration but
the referential mesh is considered fixed. In the Eulerian frame, the movement of each individual
particle is described in a spatially fixed mesh (Figure II–33b).

Given the multiphasic nature of the porous medium, the kinematic description of each phase, i.e.
solid and fluids, must be defined considering the coupling effects between them.

(a) (b)

Figure II–33 – Schematic representation of (a) Lagrangian and (b) Eulerian referentials.

Solid phase kinematics

In the present work, the equilibrium of the solid skeleton is expressed by means of an updated La-
grangian formulation, for which the reference configuration evolves at each step. Concretely, it differs
from a total Lagrangian formulation because the variables of the problem are defined with regard to an
updated configuration (X1,X2), and not to the initial referential basis (X0

1 ,X
0
2 ), as illustrated in Figure II–

34. In this referential, the transformation from the reference configuration Xi to the current configuration
xi is characterised by a deformation gradient whose components in indicial notations are given by:

Fi j =
∂xi

∂X j
(II–39)

The velocity of a material point in the current configuration is given by:

vi =
dxi

dt
= ẋi (II–40)

where t denotes time and ui is the displacement vector.
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Figure II–34 – Updated Lagrangian formulation with initial configuration in the initial basis (X0
1 ,X

0
2 ),

the reference configuration in the updated reference basis (X1,X2) and the deformed configuration in the
current basis (x1,x2). ϕ is the mapping that associates a material point of the reference configuration
with its current position: xi = ϕ(Xi).

Consequently, the gradient of the velocity in the current configuration is given by:

Li j =
dvi

dx j
(II–41)

which can be decomposed into its symmetrical and anti-symmetrical parts.
The symmetrical part of this velocity gradient corresponds to the Cauchy strain rate and reads:

ε̇i j =
1
2
(Li j +L ji) (II–42)

and the spin rate tensor is given as the anti-symmetric part of this velocity gradient and reads:

ẇi j =
1
2
(Li j−L ji) (II–43)

The Cauchy stress tensor introduced in Equation (II–32) is related to the Cauchy strain rate and is
applicable for stress analysis of materials bodies undergoing small deformations. However, switching to
large deformation problems with incremental formulation requires an objective stress rate computation
so that any rigid-body motion does not induce modification of stress within the material. Among the
different available schemes [Ponthot, 2002], the Jaumann objective stress rate σ̃ [Jaumann, 1911] is
therefore adopted in the following to describe large strains and rotations:

σ̃i j = σ̇i j−wi jσi j +σi jwi j (II–44)

where σ̇i j is the Cauchy stress rate.

Fluid phase kinematics

The kinematic approach introduced for the solid part of the continuum porous medium cannot be
applied equivalently to the fluid phase. Any elementary volume of the porous network might indeed
exchange fluids with the outer environment in the course of the system evolution, thus establishing an
open continuum [Coussy, 1991]. Moreover, the fluid behaviour is also coupled to the solid phase since
the void volume might evolve, i.e. increase or decrease, according to the mechanical behaviour of the
solid skeleton. Hence a different kinematic configuration must be adopted for the fluid phase. Generally,
the Eulerian approach is used to define a control volume, without identifying individual fluid particles,
so that all flow properties such as pressure or velocity are described as fields within the control volume.
Nevertheless, in the finite element code LAGAMINE, a so-called hybrid description of the fluid flow is
implemented in the sense that the movement of the referential is dictated by the deformations of the solid
skeleton while the fluid flow follows an Eulerian description inside this solid framework.

66



6. Modelling of gas transport processes Part II : Basics of multiphase flows in clay materials

6.2 Balance equations

Following the concepts introduced in the previous Subsection 6.1, the material considered in the
developed model is treated as an unsaturated porous medium composed of three species, namely an
assembly of grains forming the solid matrix and a binary fluid mixture filling the voids between the
grains. As illustrated in Figure II–35, these species are supposed to be distributed into three phases,
namely solid, liquid and gas. In the present formulation, it is considered that each of the fluid phases
corresponds to a combination of two constituents, that is to say the liquid phase includes liquid water and
dissolved gas while the gaseous phase is an ideal mixture of dry gas and water vapour. Furthermore, it
is also assumed that the mineral species and the solid phase coincide, and that solid and fluid phases are
immiscible. Unless otherwise specified in the rest of the manuscript, the subscripts s, l and g concern the
solid, liquid and gas phase properties respectively, whereas the subscripts w and v refer to the properties
of liquid water and water vapour respectively. As for the properties of the dry and dissolved gas, the
subscript is directly related to the type of gas species that is envisaged i.e. mainly Hydrogen in this work
but extensions to nitrogen, helium or argon are possible.

Figure II–35 – Definition of phases, species and equilibrium restrictions of an unsaturated porous
medium. After [Collin, 2003].

The state of the material is therefore described by its displacement field ui, liquid pressure field pw,
and gas pressure field pg. The problem is also restricted to isothermal conditions despite the fact that
this assumption may be questionable given the amount of heat released by the packages in the context of
applications related to radioactive waste insulation. In the following, the required balance equations for
the coupled hydro-mechanical problem under study are presented in usual differential local form using
an updated Lagrangian configuration which corresponds to the current porous material configuration (as
stated in Subsection 6.1.3). These equations consist of the balance of momentum of the mixture, the
solid mass balance equation and the fluids mass balance equations, both for the water and gas species.

6.2.1 Momentum balance equation

The general balance equation of momentum can be established from the equation of motion, i.e.
Euler’s first law [Euler, 1749] extending Newton’s second law [Newton, 1687], postulating that the rate
of change of linear momentum of a continuum volume is equal to the resultant Fi of all forces acting on
the rigid body:

Fi =
∫
Ω

ρ
∂vi

∂t
dΩ (II–45)

Considering a deformable porous medium Ω (Figure II–36a) loaded by gravity volume forces ρi and
contact forces Ti, with gi the gravity acceleration vector and ρ the specific mass of the mixture, then
any chosen control volume Ω∗ inside the porous medium is subjected to the same volume forces and to
surface forces ti. At equilibrium, the balance of linear momentum writes:∫

A
tidA+

∫
Ω

ρgidΩ=
∫
Ω

ρ
∂vi

∂t
dΩ (II–46)
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(a) (b)

Figure II–36 – Balance on a control volume Ω∗ of a deformable porous medium Ω: (a) momentum
balance under volume and surface forces, (b) mass balance under flux imposed at the surface at time t
and t +∆t.

Applying Gauss’s divergence theorem after introducing Cauchy’s Equation (II–31) gives:∫
Ω

(
∂σi j

∂x j
+ρgi

)
dΩ=

∫
Ω

ρ
∂vi

∂t
dΩ (II–47)

Reformulating this arbitrary balance independently of the chosen control volume for quasi-static
loading (the right-hand side member vanishes) gives the general momentum balance equation in differ-
ential form:

∂σi j

∂x j
+ρgi = 0 (II–48)

Developing the mixture homogenised density in this equation gives:

ρmix = ρs(1−φ)+ρwSrwφ+ρg(1−Srw)φ (II–49)

where φ = Ωv
Ω is the porosity with Ω the current volume of a given mass of skeleton and Ωv the corre-

sponding porous volume, ρs is the solid grain density, ρw is the water density, ρg is the gas density, and
Srw is the water degree of saturation.

6.2.2 Mass balance equations

The general balance equation for an extensive property M(t) such as the mass of a species can be
established quite straightforwardly by introducing the density as the quantity M(t) by unit volume, over
a corresponding control volume Ω delimited by a surface A with the unit vector ni oriented normally to
this surface and the inflow/outflow flux fi injected through this surface (Figure II–36b):

M(t) =
∫
Ω

ρ(xi, t)dΩ (II–50)

Then, relying on Leibnitz’s integral rule, the temporal variation of the mass is given as:

∂M
∂t

=
∂

∂t

∫
Ω

ρdΩ=
∫
Ω

∂ρ

∂t
dΩ (II–51)

At that point, the Reynolds transport theorem [Reynolds et al., 1903] states that the rate of change of
a system property defined over a control volume is equal to the sum of the rate of change of the property
within the control volume - what is consumed/created by sinks and sources inside this volume - and the
difference between property outflow and inflow through the control surface - what is gained/lost through
the boundaries of the volume - which gives:∫

Ω

∂ρ

∂t
dΩ=

∫
A
−(ni · fi)dA+

∫
Ω

QdΩ (II–52)
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Further moving to an integral over a volume according to Gauss’s divergence theorem leads to:∫
Ω

(
∂ρ

∂t
+
∂ fi

∂xi
−Q

)
dΩ= 0 (II–53)

where the first term is the storage term, Q is the source term and the divergence of the fluxes fi expresses
the variation between the input and the output fluxes over the arbitrary volume.

Finally, reformulating this arbitrary balance independently of the chosen control volume gives the
general balance equation in differential form:

∂ρ

∂t
+
∂ fi

∂xi
−Q = 0 (II–54)

The formulation of the mass balance equations follows the compositional approach of [Panday and
Corapcioglu, 1989], which balances chemical species rather than phases, thence cancelling out the terms
related to phase transfer. The model is elaborated for a single gas species corresponding to the predomi-
nant gas release in the case of deep geological repository of high-level nuclear wastes.

Solid mass balance equation

Thanks to a Lagrangian description (see Subsection 6.1.3), the reference system follows the solid
phase and the conservation of the solid mass is necessarily met. For a given volume of mixture, the solid
mass balance equation in a strong form reads:

Ṁs =
∂

∂t
(ρs(1−φ)Ω) = 0 (II–55)

where Ms is the solid mass inside the current porous material configuration Ω, and ρs is the density of
solids, i.e. the clay rock matrix density.

Water mass balance equation

Thanks to the expression obtained in Equation (II–54), the balance equations for water in the liquid
and gas phases can be formulated by integrating the respective mass of the species within the considered
phase, and reads:

Ṁw +
∂ fw,i

∂xi
+ Ėw−v

H2O = Qw
l (II–56) Ṁv +

∂ fv,i

∂xi
− Ėw−v

H2O = Qw
g (II–57)

where fw,i and fv,i are the mass flows of liquid water and water vapour defined in the two-phase flow
model of Section 6.3.1, Qw

g and Qw
l are the liquid water and water vapour source/sink terms respectively,

Ėw−v
H2O is the mass of liquid water transformed into vapour, and Mw and Mv are the masses of liquid water

and water vapour respectively, which are given in rate form to express the change in fluid storage:

Ṁw =
∂

∂t
(ρwφSrwΩ) (II–58) Ṁv =

∂

∂t

(
ρvφSrgΩ

)
(II–59)

where ρw and ρv are the densities of liquid water and water vapour respectively. Variations in porosity
directly having an impact on the water storage capacity, these relationships initiate a kind of coupling
between mechanical and hydraulic problems.

Given the compositional approach, the different contributions can be combined to express a mass
balance equation for the whole water species rather than for each phase. The water mass balance equation
thus accounts for the liquid water as well as the water vapour and reads for a unit porous medium (Ω= 1)
in a strong form:

∂ fw,i

∂xi
+
∂

∂t
(ρwφSrw)︸ ︷︷ ︸

Liquid water

+
∂ fv,i

∂xi
+
∂

∂t

(
ρvφSrg

)
︸ ︷︷ ︸

Water vapour

−Qw = 0 (II–60)
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Gas mass balance equation

Thanks to the expression obtained in Equation (II–54), the balance equations for gas in the liquid
and gas phases can be formulated by integrating the respective mass of the species within the considered
phase, and reads:

Ṁg +
∂ fg,i

∂xi
+ Ėg−dg

gas = Qg
g (II–61) Ṁdg +

∂ fdg,i

∂xi
− Ėg−dg

gas = Qg
l (II–62)

where fg,i and fdg,i are the mass flows of dry gas and dissolved gas defined in the two-phase flow model
of Section 6.3.1, Qg

g and Qg
l are the dry gas and dissolved gas source/sink terms respectively, Ėg−dg

gas is
the mass of dry gas transformed into dissolved gas into water, and Mg and Mdg are the masses of dry gas
and dissolved gas respectively, which are given in rate form to express the change in fluid storage:

Ṁg =
∂

∂t

(
ρgφSrgΩ

)
(II–63) Ṁdg =

∂

∂t
(ρdgφSrwΩ) (II–64)

where ρg and ρdg are the densities of dry gas and dissolved gas respectively. Variations in porosity having
direct impacts on the gas storage capacity, these relationships initiate another kind of coupling between
mechanical and hydraulic problems.

Given the compositional approach, the different contributions can be combined to express a mass
balance equation for the whole gas species rather than for each phase. The gas mass balance equation
thus accounts for the dry gas as well as the dissolved gas and reads for a unit porous medium (Ω= 1) in
a strong form:

∂ fg,i

∂xi
+
∂

∂t

(
ρgφSrg

)
︸ ︷︷ ︸

Dry gas

+
∂ fdg,i

∂xi
+
∂

∂t
(ρdgφSrw)︸ ︷︷ ︸

Dissolved gas

−Qg = 0 (II–65)

6.3 Constitutive equations

A certain number of dependent variables such as the degree of saturation, fluid flows or densities are
involved in the balance equations presented in the previous Section 6.2. All these variables are directly
dependent on the main unknowns of the problem (ui, pw, pg). The constitutive equations are the specific
relationships that make the link between them, in order to fully describe the behaviour of a multiphasic
porous medium. In the context of a multiphasic porous medium, the required constitutive equations
include the mechanical models, the multiphase flow model and the retention model.

6.3.1 Two-phase flow model

The fluid mass balance Equations (II–60) and (II–65) involve mass fluxes of water and gas which
must be related to the main variables fields of the hydro-mechanical problem. In partially saturated
porous media, fluid transport processes occur in the pore spaces between the solid skeleton. However, for
the sake of simplicity when simulating flow over large domains, phenomenological continuum approach
will be favoured to direct modelling at the porescale level. In this section, the description of the different
fluid flows is introduced by means of a two-phase flow transfer model.

Fluid transfer equations

The mass flows in both liquid and gas phases are a combination of advective and non-advective
fluxes, that is to say the advection of each phase (phase movement) using the generalised Darcy’s law
[Darcy, 1856], and the diffusion of the components within each phase (motion of species within phases)
by Fick’s law [Fick, 1855]. The different mass fluxes of liquid water, water vapour, dry gas and dissolved
gas are respectively expressed as:
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fw,i = ρwql,i (II–66) fv,i = ρvqg,i + iv,i (II–67)

fg,i = ρgqg,i + ig,i (II–68) fdg,i = ρdgql,i + idg,i (II–69)

where ρw, ρv, ρg and ρdg are the densities of liquid water, water vapour, dry gas and dissolved gas
respectively, ql,i and qg,i are the advective fluxes respectively of the liquid and the gaseous phases, iv,i,
ig,i and idg,i are the diffusive fluxes respectively for the water vapour, the dry gas, and the dissolved gas.
It is assumed that the amounts of dissolved gas in the liquid phase are small enough to neglect the liquid
water diffusion within the liquid phase in Equation (II–66). It is worth noted that these relationships can
be particularised to any binary mixture of water and gas species.

Advective fluxes

The advection of both liquid and gas phases is described by the generalisation of Darcy’s law [Darcy,
1856] to unsaturated cases. In averaging theories, this specific law has been derived from the equation of
the linear momentum balance for the liquid phase, under the assumptions of negligible inertial, viscous
and phase change effects [Hassanizadeh and Gray, 1980]. This law thus turns out to be valid for suffi-
ciently slow fluid flows [Lewis and Schrefler, 1998], as it is the case in low-permeable clay materials.
Following the Eulerian description, these advective fluxes correspond to the average macroscopic veloc-
ity of each phase with respect to the solid phase. The advection of liquid mixture and gaseous phase
respectively reads:

ql,i = qw,i =−
kw,i j

µw

(
∂pw

∂x j
+ρwg j

)
(II–70) qg,i =−

kg,i j

µg

(
∂pg

∂x j
+ρgg j

)
(II–71)

where kw,i j and kg,i j are the water and gas permeabilities of the partially saturated medium, commonly
formulated as kw,i j = kint

i j krw(Srw) and kg,i j = kint
i j krg(Srw) respectively, and µw and µg are the dynamic

viscosities of liquid water and an ideal mixture of dry air and water vapour respectively, the latter being
dependent on the dynamic viscosity of each component of the mixture as [Pollock, 1986]:

µg =
1

ρg
ρgµg

+ ρv
ρgµv

(II–72)

where µg and µv are the dry gas and water vapour dynamic viscosities.

Diffusive fluxes

As introduced in Section 5.2, the diffusion of the components within each phase is governed by
Fick’s law [Fick, 1855], stating that the diffusive flux is proportional to the gradient of mass fraction of
species, where the hydrodynamic dispersion coefficient plays the role of the proportionality coefficient.
The diffusion of water vapour within gas phase and of dissolved gas with liquid phase respectively reads:

iv,i =−D∗v/gρg
∂

∂xi

(
ρv

ρg

)
=−ig,i (II–73) idg,i =−D∗dg/wρw

∂

∂xi

(
ρdg

ρw

)
(II–74)

where D∗v/g and D∗dg/w are the effective diffusion coefficients respectively in the gaseous mixture (dry gas
- water vapour) and for the dissolved gas in liquid water, which are directly related to the porous volume
of the material, its structure and its water content and can be decomposed as [Philip and de Vries, 1957]:

D∗v/g = φ(1−Srw)τ̄Dv/g (II–75) D∗dg/w = φSrw τ̄Ddg/w (II–76)
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where φ is the porosity, Srw and (1− Srw) are the liquid and gas degrees of saturation respectively, with
the product φ(1− Srw) stipulating that vapour diffusion takes place through the gas phase of the porous
medium for a contribution of the total porosity to the vapour diffusion, and τ̄ is the tortuosity of the
porous medium, as defined in Section 5.2 and represented in Figure II–12.

In Equations (II–75) and (II–76), the parameters Ddg/w and Dv/g are the molecular diffusion coeffi-
cients for the the dissolved gas in the water phase and for water vapour in the gas phase respectively. The
determination of these phenomenological coefficients is naturally the most critical part of the equations.
At standard conditions (T = 293K and pw = pg = 0.1MPa), the common values of the former coefficient
are reported in Table II–5 for air, Hydrogen, Helium and Nitrogen respectively. The latter coefficient
Dv/g is supposed to vary with the gas pressure and the absolute temperature but independently of the
considered porous material and reads respectively for a gas mixture of water vapour and dry air [Philip
and de Vries, 1957] or for a gas mixture of water vapour with any other gas species:

Dv/g = 5.893×10−6
(

T 2.3

pg

)
and Dv/g = Dv/g,0

(
pg,0

pg

)(
T
T0

)1.75

(II–77)

where Dv/g,0 is the diffusion coefficient of the gas mixture at T = 273.15K and pw = pg = 0.1MPa.

Liquid density variation

The fluid phase behaviour is characterised by compressible fluids which implies variation of liquid
density. The isotropic compressibility of water is assumed to respect the following relationship [Lewis
and Schrefler, 1998], which predicts an increase in water density as a function of water pressure:

ρ̇w

ρw
=

ṗw

χw
(II–78)

where χw is the water compressibility reported in Table II–4, or 1
χw

is the liquid water isotropic bulk
modulus.

This equation can be linearised to be implemented in a finite element code, thus expressing the liquid
water density ρw in isothermal conditions as a function of the pore water pressure pw according to:

ρw = ρw,0

(
1+

pw− pw,0

χw

)
(II–79)

where ρw,0 and pw,0 are the initial values of water density and pore water pressure.

Gas density variation

The fluid phase behaviour is characterised by compressible fluids which implies variation of gas
density. For the gaseous mixture of dry gas and water vapour, the ideal gas law is assumed (Clapeyron’s
equation [Clapeyron, 1834] and Dalton’s law [Dalton, 1802]). The classical state equation of ideal gas
applied to the considered gas mixture is used to write the gas densities as:

ρg = ρα +ρv and pg = pα + pv (II–80)

where pα and pv are the partial pressures of the gas species α and water vapour respectively, and ρα and
ρv are the densities of the gas species α and water vapour which respectively reads:

ρα =
mα

RT
pα and ρv =

mv

RT
pv (II–81)

where R is the universal gas constant (= 8.3143 J/mol ·K), T is the absolute temperature in Kelvin, and
mα and mv are the molar masses of the dry gas species α (Table II–5) and the water vapour.
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Table II–4 – Accepted values for the main parameters of liquid water used in numerical modelling.

Parameter Symbol Value Unit

Compressibility χw 5×10−10 [1/Pa]

Density ρw 103 [kg/m3]

Dynamic viscosity µw 10−3 [Pa.s]

Molar mass mw 0.018 [kg/mol]

Table II–5 – Accepted values for the main parameters of the different gases used in numerical modelling
(T = 20◦C, pg = pw = 0.1MPa).

Parameter Symbol Air Hydrogen Nitrogen Helium Unit

Dynamic viscosity µg 18.6 × 10−6 9 × 10−6 17.9 × 10−6 20 × 10−6 [Pa.s]

Dissolved gas in water phase Ddg/w 5.03×10−9 4.6×10−9 2×10−9 7.28×10−9 [m2/s]

Water vapour in gas phase Dv/g Eq (II–77) 9.5×10−5 2.42×10−5 7.81×10−5 [m2/s]

Density ρg 1.205 0.0838 1.1652 0.1663 [kg/m3]

Henry coefficient Hg 0.0234 0.0190 0.0149 0.0091 [−]
Molar mass mg 0.0288 0.002 0.028 0.004 [kg/mol]

6.3.2 Retention and relative permeability curves

As described in Section 5.3.2, a retention curve is required to derive the saturation degree from the
primary unknowns of the problem, namely the water and gas pressures. The constitutive model of van
Genuchten’s type [van Genuchten, 1980] already presented in Equation (II–12) is used in the following
and expressed as:

Srw = Srres +(Smax−Srres)

(
1+
(

pc

Pr

) 1
1−N
)−N

(II–82)

where Pr is a parameter identified as the gas entry pressure, Smax and Srres are the maximum and residual
degrees of water saturation, N is a model parameter controlling the curve shape, and pc = s is the
capillary pressure or suction.

A precise characterisation of the retention properties is essential since it contributes to the coupled
hydro-mechanical behaviour of the material. Soil deformations affect the degree of saturation whereas
variations in the degree of saturation lead to mechanical effects.

On the other hand, it has been demonstrated in Section 5.3.3 that fluid flows are mainly governed by
flow parameters such as fluid permeabilitites that are influenced by unsaturated conditions. If both water
and gas flows occur concurrently in the porous medium, it is necessary to extent the numerical model
to unsaturated conditions and to introduce the concept of relative permeability into Darcy generalised
Equations (II–70) and (II–71) as a measure of the reduction in permeability of a given phase that takes
place between partially and fully saturated conditions. As introduced in the literature review Part II, two
groups of relative permeability models are commonly used to simulate gas flows in clay host rocks, i.e.
the well-known van Genuchten model [Mualem, 1976, van Genuchten, 1980] on the one hand, and the
power law model on the other hand.

The van Genuchten model is a close-form analytical formulation to predict the relative permeability
of unsaturated soils, which has been widely applied in the unsaturated rocks [Xu et al., 2013b, Fall et al.,
2014, Nguyen and Le, 2015, Senger et al., 2014, Senger et al., 2018, Mahjoub et al., 2018]. The relative
permeability for water and gas relates water and gas to the degree of saturation, which respectively reads:
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krw =
√

Srw

(
1−
(

1−S
1

M
rw

)M
)2

(II–83) krg =
√

Srg

(
1−S

1
M
rw

)2M
(II–84)

where Srw is the water degree of saturation and Srg = 1−Srw is the gas degree of saturation, M = 1− 1
N

is a model parameter, and N is the model parameter that is a priori used in the van Genuchten retention
curve (see Equation (II–82)).

The power law model was developed from the experimental approach [Brooks and Corey, 1964,
Mualem, 1978], which has been used in a large panel of numerical applications [Olivella and Alonso,
2008, Arnedo et al., 2013, Charlier et al., 2013, Gerard et al., 2014, Gonzalez-Blanco et al., 2016]. The
empirical relation for water and gas is expressed as:

krw = (S∗r )
L (II–85) krg = (1−S∗r )

L (II–86)

where L is a model parameter related to the pore size distribution of the rock, and S∗r is the normalised
wetting phase saturation, defined as:

S∗r =
Srw−Srw,res

1−Srw,res−Srg,res

(II–87)

6.3.3 Mechanical constitutive model

The mechanical behaviour of porous media is not entirely controlled by the total stress, but it is also
influenced by the presence of fluids in the pore space. This behaviour is thus described by alternative
stress definitions. The mechanical behaviour of the clay host formations is envisaged with a classical
(visco-)elasto-plastic model to reproduce the hydro-mechanical couplings that are observed experimen-
tally in clayey rocks. The objective here is therefore not to have recourse to a complex and rock-specific
mechanical model, but to present a general law that will be used in the numerical applications of Parts
III and IV whether it deals with the Boom Clay or with the COx claystone.

6.3.3.1 Effective stress definition

The hydro-mechanical coupling implied by the effect of fluid pressures on the Cauchy total stress
field σi j was early envisaged by the concept of effective stress [Terzaghi, 1936], which represents the
stresses effectively acting between the solid skeleton. For porous materials fully saturated with water,
the effective stress field σ′i j is defined as the difference between the confining pressure and the pore
pressure. Terzaghi’s effective stress definition reads:

σ
′
i j = σi j− pwδi j (II–88)

where σ′i j is the effective stress field, assumed to be positive in compression under soil mechanics con-
vention, pw is the pore water pressure, δi j is the Kronecker symbol, i.e. the identity tensor.

The material compressibility can be introduced in the effective stress definition of saturated materials
by scaling down the effect of the pore water pressure as a function of the relative deformability of the
solid structure [Biot, 1941]. Biot’s effective stress definition reads:

σ
′
i j = σi j−bpwδi j (II–89)

where b is the Biot’s coefficient that represents the compressibility of the solid grains relative to the
skeleton compressibility and is defined for isotropic materials as:

b = 1− K
Ks

(II–90)
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where K is the drained bulk modulus of the material and Ks is the bulk modulus of the solid grains. For
unconsolidated materials with a low bulk modulus of the porous material in comparison to the solid bulk
modulus, b is close to 1. On the countrary for consolidated materials, e.g. consolidated rocks with a
more rigid grain skeleton, the value of b is smaller than 1. Note that the coefficient b has actually the
form of a tensor bi j in the general case of anisotropy.

Accounting for partially saturated conditions, an extension of Terzaghi’s postulate has been proposed
by combining both liquid and gas pressures [Bishop, 1959]. Bishop’s effective stress definition reads:

σ
′
i j = σi j− pgδi j +χ(pg− pw)δi j (II–91)

where χ is the effective Bishop’s stress parameter which depends on the saturation and the stress state
and varies from 0 in dry state to 1 in fully saturated state, recovering Terzaghi’s postulate. This parameter
is linked to the degree of water saturation by an elementary relationship χ = Srw [Schrefler, 1984].

Under this most commonly used assumption, and presuming that compressibility effects and partial
saturation can be considered together, the equation of effective stress can be rewritten in a simplified
form as:

σ
′
i j = σi j−bi j(Srw pwδi j +(1−Srw) pgδi j) (II–92)

where the bi j is the Biot tensor that represents more particularly the compressibility of the solid grain
skeleton relative to the skeleton compressibility, expressed in orthotropic axes as [Cheng, 1997]:

bi j = δi j−
Ce

i jkl

3Ks
(II–93)

where Ks is the isotropic bulk modulus of the solid grains, and Ce
i jkl is the elastic stiffness tensor of

the material. It is worth noting that including the plastic material behaviour in case the medium is not
assumed elastic requires an extension to poroplasticity, as proposed by [Coussy and Ulm, 1995]. Yet,
these developments are not included in the present work.

6.3.3.2 Solid density variation

The isotropic variation of solid density is linked to the variations of pore water pressure, gas pressure
and mean effective stress according to [Detournay and Cheng, 1993]:

ρ̇s

ρs
=

(bi j−φ)(Srw ṗw +Srg ṗg)+ σ̇′

(1−φ)Ks
(II–94)

where ρs is the solid grain density, φ is the porosity and σ′ is Bishop’s mean effective stress.

6.3.3.3 Behaviour of the clay host formations

An elasto-(visco-)plastic model with cross-anisotropy and horizontal isotropic bedding planes is en-
visaged for the mechanical behaviour of the host rock formations and described in the following. In the
general framework of elasto-visco-plasticity, the region of elastic deformation is limited with a loading
surface in the stress state and viscosity is taken into account by splitting the plastic strain as a time-
independent instantaneous plastic deformation and a time-dependent creep deformation. This principle
makes it possible to break down the total strain rate ε̇i j into elastic ε̇e

i j, plastic ε̇
p
i j and viscous ε̇

vp
i j compo-

nents:
ε̇i j = ε̇

e
i j + ε̇

p
i j + ε̇

vp
i j (II–95)

Elastic component

The linear elastic behaviour of the rock is based on the classical Hooke’s law linking the stress rate
σ̇e

i j to the reversible strain rate component ε̇e
kl:

σ̇
e
i j =Ce

i jkl ε̇
e
kl ⇐⇒ ε̇

e
i j = De

i jkl σ̇
e
kl (II–96)
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where Ce
i jkl is the elastic stiffness tensor and De

i jkl is the elastic compliance tensor corresponding to the
inverse of the matrix Ce

i jkl .

For an isotropic material, the elastic compliance tensor is expressed as a function of only two param-
eters which can be the Poisson’s ratio ν and the Young modulus E, or the shear modulus G and the bulk
modulus K. Switching to a material with anisotropic elasticity increases the total number of required
independent parameters. However, anisotropic geomaterials often exhibit limited forms of anisotropy
such as orthotropy or cross-anisotropy [Lekhnitskii, 1963]. In such materials with axes of symmetry,
the number of parameters is reduced. In orthotropic materials where the anisotropy is induced by three
mutually orthogonal symmetry planes, the elastic matrix is defined with 9 parameters:

De
i jkl =



1
E1

−ν21
E2
−ν31

E3
0 0 0

−ν12
E1

1
E2

−ν32
E3

0 0 0
−ν13

E1
−ν23

E2

1
E3

0 0 0
0 0 0 1

2G12
0 0

0 0 0 0 1
2G13

0
0 0 0 0 0 1

2G23


(II–97)

where the symmetry of the stiffness matrix imposes that:

ν21

E2
=

ν12

E1
,

ν31

E3
=

ν13

E1
,

ν23

E2
=

ν32

E3
(II–98)

In cross-anisotropic materials, such as the Callovo-Oxfordian or the Boom Clay formations, the
behaviour remains isotropic in the parallel bedding planes which requires only 5 independent parameters
[Amadei, 1983]: 

E1 = E3 = E‖, E2 = E⊥
ν13 = ν31 = ν‖‖, ν12 = ν32 = ν‖⊥, ν21 = ν23 = ν⊥‖

G12 = G32 = G‖⊥, G13 =
E‖

2(1+ν‖‖)
= G‖‖

(II–99)

where the subscripts ‖ and ⊥ refer respectively to the direction parallel to the isotropic bedding plane
(directions 1 and 3 here) and perpendicular to the bedding (direction 2).

Plastic component

The irreversible plastic strain component in Equation (II–95) can be expressed as the derivative of a
plastic potential g [Taylor and Quinney, 1931]:

ε̇
p
i j = λ̇

p ∂g
∂σ′i j

(II–100)

where λ̇p is called the plastic multiplier.

A yield surface f is usually defined to delimit the boundary between the elastic and the plastic
domain. The plastic multiplier is then derived from the consitency condition which rules that the stress
state stays on the limit surface during plastic flow:

d f =
∂ f
∂σ′i j

σ̇
′
i j +

∂ f
∂κ

κ̇ (II–101)

where κ is the hardening variable.
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The elasto-plastic behaviour of the clay host formations is characterised by an internal friction model
with a non-associated plasticity and a Van Eekelen yield surface [Van Eekelen, 1980] (under soil me-
chanics convention with positive compressive stress) defined as:

f ≡ IIσ̂−m
(

Iσ +
3c

tanφ

)
= 0 (II–102)

where c is the cohesion, φ is the friction angle, m is a parameter of the yield surface, Iσ′ = σ′i jδi j = σ′ii

is the first invariant of stresses, IIσ̂′ =
√

0.5σ̂′i jσ̂
′
i j is the second invariant of deviatoric stresses, σ̂′i j is the

deviatoric part of the effective stress tensor. Plots of the yield surface in the plane of the first and second
invariants of stresses and in the plane of deviatoric stresses are presented in Figures II–37a and II–37b
respectively.

(a) (b) (c)

Figure II–37 – Van Eekelen’s yield surface in the (a) stress invariant plane, and the (b) deviatoric plane.
(c) Visco-plastic surface in the effective stress invariant plane.

A dependency to the third invariant IIIσ̂′ is introduced through the parameter m:

m = d1 (1+d2 sin(3β))ηc (II–103)

where d1, d2 and ηc are material parameters, which have to verify:

d1 > 0, d2ηc > 0, −1< d2 < 1 (II–104)

In addition, the parameter ηc controls the shape of the yield surface in the deviatoric plane (Figure
II–37b), and is chosen equal to −0.229 to ensure the convexity of this latter. More details about the
parameters d1 and d2 are reported in [Pardoen et al., 2015b].

Furthermore, the model allows isotropic hardening or softening of the cohesion and of the friction
angles upon loading. In the following, the evolution of these strength parameters between initial and
final values is introduced via hyperbolic expressions as a function of the Von Mises equivalent plastic
strain ε

p
eq [Barnichon, 1998]:

c = c0 +
(c f − c0)〈ε̂p

eq−decc〉
Bc + 〈ε̂p

eq−decc〉
(II–105)

ϕc = ϕc,0 +
(ϕc, f −ϕc,0)〈ε̂p

eq−decϕ〉
Bϕ + 〈ε̂p

eq−decϕ〉
(II–106)

ϕe = ϕe,0 +
(ϕe, f −ϕe,0)〈ε̂p

eq−decϕ〉
Bϕ + 〈ε̂p

eq−decϕ〉
(II–107)

where c0 and c f are the initial and final values of cohesion respectively, ϕc,0 and ϕc, f are the initial and
final values of the compression friction angle respectively, ϕe,0 and ϕe, f are the initial and final values

of the extension friction angle, ε̂
p
eq =

√
2
3 ε̂

p
i jε̂

p
i j is the Von Mises equivalent deviatoric plastic strain with

ε̂
p
i j = ε

p
i j −

ε
p
kk
3 δi j the deviatoric part of the plastic strain tensor ε

p
i j, coefficients decc and decϕ are the

77



Part II : Basics of multiphase flows in clay materials 6. Modelling of gas transport processes

equivalent deviatoric plastic strain threshold initiating hardening/softening, 〈〉 are the Macaulay brackets,
with 〈x〉 = x if x ≥ 0 and 〈x〉 = 0 if x < 0, and finally coefficients Bc and Bφ are evolution parameters
governing the rate of hardening/softening. In particular, these latter represent respectively the values
of equivalent plastic strain for which half of the hardening/softening on friction angle and cohesion is
achieved, as depicted in Figure II–38.

(a) (b)

Figure II–38 – Hardening and softening rules: hyperbolic evolution of (a) friction angle and (b) cohesion
with plastic strain.

Viscoplastic component

Viscoplasticity is also taken into account to reproduce the creep deformations characterising the long
term behaviour of the clay materials [Shao et al., 2003]. The plastic strain is hence assumed to be
composed of a time-independent instantaneous strain ε

p
i j and of a time-dependent creep strain ε

vp
i j , which

corresponds to a delayed plastic deformation [Perzyna, 1966]. The approach adopted hereafter consists
in a single viscoplastic flow mechanism decoupled from elastoplasticity, with the following viscoplastic
loading surface f vp (Figure II–37c) controlled by a delayed viscoplastic hardening function αvp [Jia et al.,
2008, Zhou et al., 2008]:

f vp ≡
√

3IIσ̂−α
vpRc

√
A
(

Cs +
I′σ

3Rc

)
= 0 (II–108)

α
vp = α

vp
0 +

(
1−α

vp
0

) ε
vp
eq

Bvp + ε
vp
eq

(II–109)

Where Rc is the uniaxial compressive strength, A is an internal friction coefficient, Cs is a constant co-
hesion coefficient, α

vp
0 is the initial threshold for the viscoplastic flow, Bvp is a hardening parameter, and

ε
vp
eq is the equivalent viscoplastic strain.

Further details about the elasto-plastic model are available in [Pardoen et al., 2015b], while a com-
plete description of the viscoplastic model is available in [Jia et al., 2008, Zhou et al., 2008] and details
about its implementation in the gallery excavation can be found in [Pardoen and Collin, 2017].

6.4 Equilibrium restrictions

Equilibrium restrictions arise from thermodynamic equilibrium between the different phases of the
species. They constitute equilibrium equations for each chemical species that are necessary to close the
mass balance equations, as highlighted in Figure II–35.

6.4.1 Kelvin’s law

In porous media, if both gaseous and liquid phases are present in the pore network, then an equilib-
rium restriction is required to link both phases of the water species, i.e. the liquid water and the water
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vapour. Assuming that the two phases are thermodynamically equilibrated, then Kelvin’s law gives the
concentration of water vapour in the gas phase as a function of suction according to:

RH =
pv

pv,0
=

ρv

ρv,0
= exp

(
−s mv

RT ρw

)
(II–110)

where RH is the relative humidity of the gaseous phase, pv,0 and ρv,0 are the pressure and density of
saturated water vapour respectively, which remain constant for a given temperature [Garrels and Christ,
1965, Ewen and Thomas, 1989], pv and ρv are the partial pressure and density of water vapour respec-
tively, s = pg− pw is the suction defined as the gas pressure in excess of the water pressure (see Section
5.3.2), mv is the molar mass of water vapour, ρw is the density of water, R is the universal gas constant
and T is the absolute temperature in Kelvin.

6.4.2 Henry’s law

In porous media, if both gaseous and liquid phases are present in the pore network, then an equilib-
rium restriction is required to link both phases of the gas species, i.e. the dry gas and the dissolved gas.
Assuming that the two phases are thermodynamically equilibrated, then Henry’s law [Weast, 1987] states
that under partially saturated and isothermal conditions, the amount of dissolved gas is proportional to
the partial pressure of dry gas according to:

pg = Keq
dg(T )xdg (II–111)

where Keq
da is an equilibrium constant depending on the temperature and xda is the mole fraction of

dissolved air. By assuming the ideal gas law, the equilibrium equation can be rewritten in terms of the
dry gas and dissolved gas densities as follows:

ρdg = Hg(T )ρg (II–112)

where Hg is Henry’s coefficient that determines the dissolved gas volume in water [Gawin and Sanavia,
2009]. Its value depends on gas type and temperature, although this latter influence is neglected under
isothermal conditions. At standard conditions, this coefficient is equal to Hg = 0.0234−0.0190−0.0091
for air, Hydrogen and Helium respectively.

6.5 Finite element formulation

The classical hydro-mechanical model introduced so far in this chapter is governed by a set of balance
equations in a strong form expressing the local equilibrium at the level of an arbitrary control volume.
In order to obtain a well-posed problem, initial and boundary conditions are also mandatory besides
balance equations (Section 6.5.1). Furthermore, with a view to solving the problem with finite element
analysis [Zienkiewicz and Taylor, 2000], the balance equations need to be expressed in a weak form
(Section 6.5.2). It also requires to linearise the field equations (Section 6.5.4), and discretise continuous
time and space into finite time steps and finite elements (Sections 6.5.3 and 6.5.5). Finally, solving the
system of linear equations (Section 6.5.6) gives the global solution of the problem (Section 6.5.7). All
these theoretical developments leading to the formulation of a coupled finite element are summarised
hereafter.

6.5.1 Initial and boundary conditions

For a proper finite element implementation of the coupled hydro-mechanical problem, initial and
boundary conditions are required to complete the balance equations. While these equations characterise
the static equilibrium of an elementary volume, boundary conditions ensure the equilibrium at the exter-
nal surface of the domain and initial conditions are needed for model closure.

79



Part II : Basics of multiphase flows in clay materials 6. Modelling of gas transport processes

The initial conditions describe the entire fields of displacement, water pressures and gas pressures to
start from at the beginning of the simulation (t = t0):

u = u0 pw = pw,0 pg = pg,0 on Ω (II–113)

The boundary conditions of Dirichelet type correspond to imposed displacements, fluid pressures at
the boundary of the system (at all time t > t0):

u = û on δΓu pw = p̂w on δΓpw pg = p̂g on δΓpg (II–114)

The boundary conditions of Neumann type correspond to imposed force or fluid flux. For the dis-
placement field, the classical traction force per unit area acting on a part of the external surface reads
(see Equation (II–31)):

t̄i = σi j ·n j (II–115)

where ni is the normal vector to the boundary, t̄i is the imposed traction vector and σi j is the Cauchy total
stress tensor.

Figure II–39 – Current configuration of the material system with boundary conditions.

Similarly, the boundary conditions for prescribed water and gas fluxes on the boundary, on a part Γqw

or Γqg of Γ are:

q̄w +( fw,i + fv,i) ·ni = 0 on δΓqw q̄g +( fg,i + fdg,i) ·ni = 0 on δΓqg (II–116)

where q̄w and q̄g are the input water and gas masses (positive for inflow) per unit area imposed on Γ̄qw

and Γ̄qg respectively and fw,i and fg,i are internal total fluxes of water and gas species in both liquid and
gas phases, as defined in the constitutive equations in Section 6.3. The different boundary conditions of
the material system in the current configuration Ω are represented schematically in Figure II–39.

6.5.2 Weak form of the balance equations

The governing Equations (II–48), (II–55), (II–60) and (II–65) presented in Section 6.2 are written
in usual differential local form. However, a weak formulation of these equations is required in order to
address boundary-value problems over large domains within a finite element framework.

Momentum balance equation

A weak form of the local momentum balance Equation (II–48) is obtained by using the principle of
virtual work. It states that for any kinematically admissible virtual field, i.e. which respects the solid
continuity and boundary conditions, the equality between the internal W ∗I and external W ∗E virtual power
(produced by all stresses and forces acting on a mechanical system) ensures the local equilibrium at every
point of the domain, and thus the global equilibrium of the solid.
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For classical kinematic theory of first gradient, the virtual motion is defined with a kinematically
admissible virtual (macro) displacement field u∗i (and its first derivative F∗i j which refers to Equation (II–
39)) on a system with current configuration Ω. In the classical continuum mechanics, the expression of
the internal virtual work of a given body reads for any virtual quantities:

W ∗I =
∫
Ω

σi j
∂u∗i
∂x j

dΩ (II–117)

where σi j is the Cauchy total stress field.

On the other hand, assuming that the boundary Ω is regular, the external virtual work W ∗ext reads:

W ∗ext =
∫
Ω

ρmixgiu∗i dΩ+
∫
Γσ

t̄iu∗i dΓ (II–118)

where ρmix is the mass density of the mixture defined in Equation (II–49), gi is the gravity and t̄i is the
classical external traction force per unit area acting on a part Γt of the boundary Γ.

The principle of virtual works implies that the internal virtual work is equal to external one, which
leads to the following weak form of the momentum balance equation:∫

Ω
σi j
∂u∗i
∂x j

dΩ︸ ︷︷ ︸
W ∗I

=
∫
Ω

ρmixgiu∗i dΩ+
∫
Γσ

t̄iu∗i dΓ︸ ︷︷ ︸
W ∗E

(II–119)

As this principle holds for any u∗i , the local equilibrium equations, namely the momentum balance
Equation (II–48) and the boundary condition (II–115), are thus deduced inside the domain Ω and for any
point on the boundary Γ.

Water mass balance equation

The water mass balance equation is written in a weak form in a similar way as the momentum balance
equation. For every kinematically admissible virtual water pressure field p∗w, it reads:∫

Ω

[
Ṁw p∗w + Ṁv p∗w− fw,i

∂p∗w
∂xi
− fv,i

∂p∗w
∂xi

]
dΩ=

∫
Ω

Qw p∗wdΩ−
∫
Γq

q̄w p∗wdΓ (II–120)

where Ṁw and Ṁv are the mass variations of liquid water and water vapour respectively (see section
6.2.2), fw,i and fv,i are the mass flows of liquid water and water vapour respectively (see Section 6.3.1),
Qw is the sink mass term of water, and Γq is the part of the boundary where the input water mass per unit
area q̄w is prescribed.

As Equation (II–120) holds for any p∗w, the local equilibrium equations, namely the liquid water and
water vapour mass balance Equations (II–58) and (II–59) and the hydraulic boundary condition (II–116)
can be deduced.

Gas mass balance equation

Similarly, the gas mass balance equation is written in a weak form in the same way as the momentum
balance equation. For every kinematically admissible virtual gas pressure field p∗g, it reads:∫

Ω

[
Ṁg p∗g + Ṁdg p∗g− fg,i

∂p∗g
∂xi
− fdg,i

∂p∗g
∂xi

]
dΩ=

∫
Ω

Qg p∗gdΩ−
∫
Γq

q̄g p∗gdΓ (II–121)

where Ṁg and Ṁdg are the mass variations of dry gas and dissolved gas respectively (see Section 6.2.2),
fg,i and fdg,i are the mass flows of dry gas and dissolved gas respectively (see Section 6.3.1), Qg is the
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sink mass term of gas, and Γq is the part of the boundary where the input gas mass per unit area q̄g is
prescribed.

As Equation (II–121) holds for any p∗g, the local equilibrium equations, namely the dry gas and
dissolved gas mass balance Equations (II–63) and (II–64) and the hydraulic boundary condition (II–116)
can be deduced.

6.5.3 Time discretisation

The balance Equations (II–119) to (II–121) should be verified at any time t. Yet, the continuous
loading process has to be discretised into finite time steps ∆t to be able to numerically solve this non-
linear problem. The time derivative of the problem unknown fields are defined using a fully implicit
difference scheme, expressed for the rate of any quantity a as:

ȧt+∆t
i =

at+∆t
i −at

i
∆t

=
∆ai

∆t
(II–122)

6.5.4 Linearisation

The coupled hydromechanical model detailed here hinges on a series of balance Equations (II–119),
(II–120) and (II–121) expressed in a weak form in order to be implemented in finite element code. Solv-
ing the loading process of a boundary condition problem consists in determining the unknown fields
(ui, pw, pg) for which the equilibrium equations are valid. However, given that the governing equations
include numerous hydromechanical couplings and advanced constitutive relationships, the whole system
is characterised by high non-linearities which make the analytical resolution almost impossible. Since
this system of highly non-linear relations is a priori not numerically satisfied at any instant t, an itera-
tive procedure of Newton-Raphson type is employed. The aim of this section is to define an auxiliary
linear problem deriving from the non-linear system following the approaches of [Borja and Alarcón,
1995, Chambon et al., 2001b], and to find a solution for the unknown fields for which equilibrium is
achieved.

To this end, time discretisation into finite time steps∆t (Section 6.5.3) is a prerequisite which leads to
two configurations. One configuration Ωt is assumed to be known and in equilibrium with the boundary
conditions at a given time t of the loading, while the other configuration Ωτ is not at equilibrium at a
time (τ = t +∆t). The objective of the iterative procedure is to find a new configuration in equilibrium
at the end of the time step. Consequently, a first guess of this new configuration close to the solution but
for which the equilibrium is not met is proposed and denoted as Ωτ1. Both configurations at time t and
τ1 are assumed to be known and non-equilibrium forces, i.e. residuals ∆τ1

1 , ∆τ1
2 , ∆τ1

3 and ∆τ1
4 appear in

the four governing equations respectively:∫
Ωτ1 σ

τ1
i j
∂u∗i
∂xτ1

j
dΩτ1−

∫
Ωτ1 ρ

τ1
mixgiu∗i dΩτ1−

∫
Γτ1

σ

t̄τ1
i u∗i dΓτ1 =∆τ1

1 (II–123)

∫
Ωτ1

[
Ṁτ1

w p∗w + Ṁτ1
v p∗w− f τ1

w,i
∂p∗w
∂xτ1

i
− f τ1

v,i
∂p∗w
∂xτ1

i

]
dΩτ1−

∫
Ωτ1 Qτ1

w p∗wdΩτ1 +
∫
Γτ1 q̄τ1

w p∗wdΓτ1 =∆τ1
2

(II–124)

∫
Ωτ1

[
Ṁτ1

g p∗g + Ṁτ1
dg p∗g− f τ1

g,i
∂p∗g
∂xτ1

i
− f τ1

dg,i
∂p∗g
∂xτ1

i

]
dΩτ1−

∫
Ωτ1 Qτ1

g p∗gdΩτ1 +
∫
Γτ1 q̄τ1

g p∗gdΓτ1 =∆τ1
3

(II–125)
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The aim is now to find another configuration denotedΩτ2 close toΩτ1 for which the non-equilibrium
forces (residuals) vanish:∫
Ωτ2 σ

τ2
i j
∂u∗i
∂xτ2

j
dΩτ2−

∫
Ωτ2 ρ

τ2
mixgiu∗i dΩτ2−

∫
Γτ2

σ

t̄τ2
i u∗i dΓτ2 = 0 (II–126)

∫
Ωτ2

[
Ṁτ2

w p∗w + Ṁτ2
v p∗w− f τ2

w,i
∂p∗w
∂xτ2

i
− f τ2

v,i
∂p∗w
∂xτ2

i

]
dΩτ2−

∫
Ωτ2 Qτ2

w p∗wdΩτ2 +
∫
Γτ2 q̄τ2

w p∗wdΓτ2 = 0

(II–127)

∫
Ωτ2

[
Ṁτ2

g p∗g + Ṁτ2
dg p∗g− f τ2

g,i
∂p∗g
∂xτ2

i
− f τ2

dg,i
∂p∗g
∂xτ2

i

]
dΩτ2−

∫
Ωτ2 Qτ2

g p∗gdΩτ2 +
∫
Γτ2 q̄τ2

g p∗gdΓτ2 = 0 (II–128)

Rewriting the field equations related toΩτ2 in configurationΩτ1 (using the Jacobian transformation),
assuming in addition that gi, t̄i, q̄w, q̄g, Qw, Qg are independent of the different unknown fields, and
subtracting after all the balance equations for the two configurations yields:∫
Ωτ1

∂u∗i
∂xτ1

l
σ

τ2
i j
∂xτ1

l

∂xτ2
j

det(F)−σ
τ1
il −u∗i

(
ρ

τ2
mixdet(F)−ρ

τ1
mix
)

gidΩτ1 = −∆τ1
1 (II–129)

∫
Ωτ1 p∗w

(
Ṁτ2

w det(F)+ Ṁτ2
v det(F)− Ṁτ1

w − Ṁτ1
v
)

− ∂p∗w
∂xτ1

k

(
f τ2
w,i
∂xτ1

k

∂xτ2
j

det(F)+ f τ2
v,i
∂xτ1

k

∂xτ2
j

det(F)− f τ1
w,k− f τ1

v,k

)
dΩτ1 = −∆τ1

2

(II–130)

∫
Ωτ1 p∗g

(
Ṁτ2

g det(F)+ Ṁτ2
dgdet(F)− Ṁτ1

g − Ṁτ1
dg
)

−
∂p∗g
∂xτ1

k

(
f τ2
g,i
∂xτ1

k

∂xτ2
j

det(F)+ f τ2
dg,i

∂xτ1
k

∂xτ2
j

det(F)− f τ1
g,k− f τ1

dg,k

)
dΩτ1 =−∆τ1

3

(II–131)

where ∂xτ2
i

∂xτ1
j

is the Jacobian matrix of the transformation between the two configurations, and det(F) =∣∣∣∣∂xτ2
i

∂xτ1
j

∣∣∣∣ is the Jacobian determinant.

By making the two configurations tend towards each other, which leads to the limit τ2 = τ1 the
variations of any quantity of the problem can be defined as:

daτ1 = aτ2−aτ1 (II–132)

Taking these variations into account and using a Taylor expansion of Equations (II–129) to (II–131)
while discarding terms of degree greater than one gives, after some algebra, a linearised system of field
equations (more exhaustive analytical developments are available in [Chambon et al., 2001b, Chambon
and Moullet, 2004, Collin et al., 2006]). This makes it possible to assess the corrections of the unknown
fields to be added to the respective current values to obtain a new configuration closer to a well-balanced
configuration.
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6.5.5 Space discretisation

The classic finite element method lies on the spatial discretisation of the continuum medium Ω into
ne finite elements of volume Ωe such that it is approximated by (Figure III–13b):

Ω=
ne⋃

e=1

Ωe (II–133)

In this part of the work, the coupled finite element developed to model the solid bodies is referred to
as the MWAT element in the LAGAMINE code [Collin, 2003]. This 2D isoparametric element is composed
of eight nodes with 5 degrees of freedom for the displacement fields ui, the water pressure field pw and
the gas pressure field pg (and the temperature T ), and four integration points as presented in Figure
II–40c.

(a) Continuum (b) Discretisation (c) MWAT element

Figure II–40 – Spatial discretisation of the continuum: (a) continuum volume Ω, (b) discrete counterpart
composed by ne finite elements Ωe, (c) 2D finite element MWAT (top left) and its corresponding parent
element (right), after [Collin, 2003].

The Jacobian matrix Ji j of the transformation from the global (natural) coordinates (x1,x2) to the
local (parent) coordinates (ξ,η) is defined by:

Ji j =

∂x1
∂ξ

∂x1
∂η

∂x2
∂ξ

∂x2
∂η

 (II–134)

Let us specify the nodal unknowns coordinates ulk , each node k having l degrees of freedom, then
the coordinates ue

l (ξ,η) and displacements ∆ue
l (ξ,η) are interpolated over the parent element using the

shape functions F k(ξ,η):

ue
l (ξ,η) =

ne

∑
k=1

F k(ξ,η)ulk and ∆ue
l (ξ,η) =

ne

∑
k=1

F k(ξ,η)∆ulk (II–135)

where ne = 8 is the number of nodes of the element Ωe, and l = 5 since each node has 5 degrees of free-
dom: two global coordinates x1,x2, the pore water pressure pw, the gas pressure pg and the temperature 1.

Using Equation (II–119) to express the mechanical part of the virtual internal power of a single
element Ωe, together with a Gauss integration scheme and the Jacobian matrix of Equation (II–134), one

1. The present work is restricted to isothermal conditions, the energy balance equation required to solve non-isothermal
problems can be found in [Collin, 2003].
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can express the mechanical internal nodal forces of that element
[
FΩe

I,ik

]T
. Similary deriving hydraulic

nodal forces from the expressions of internal virtual work of Equations (II–120) and (II–121), all these

nodal forces can be gathered in a generalised equivalent vector
[
FΩe

I,lk

]T
. According to Equation (II–

133), the global vector of internal energetically equivalent nodal forces is obtained by assembling the
contributions of the ne individual finite elements composing the continuous body:

FI,lk =
ne⋃

e=1

FΩe
I,lk (II–136)

It is worth notifying that the global vector of external energetically equivalent nodal forces is derived in
the same way from external virtual power.

6.5.6 From the element computation to the global solution

Formulating the balance Equations (II–129) to (II–131) of the linear auxiliary problem in matrix
form helps defining the stiffness (tangent) matrix of an element.∫

Ωt

[
U∗,t(x1,x2)

]T [
Et
][

dU t
(x1,x2)

]
dΩt = −∆t

1−∆t
2−∆t

3 (II–137)

where [Et ] is the stiffness matrix,
[
dU t

(x1,x2)

]
is the vector of the unknown increments of nodal variables,[

U∗,t(x1,x2)

]
is a vector having the same structure with the corresponding virtual quantities. These two latter

are defined as:[
dU t

(x1,x2)

]
28×1

=

[
∂dut

1
∂xt

1

∂dut
1

∂xt
2
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2

∂xt
1
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2

∂xt
2
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2
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w
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1
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w

∂xt
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g

∂xt
1
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g

∂xt
2
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g

]T

(II–138)

[
U∗,t(x1,x2)

]
1×28

=

[
∂u∗1
∂xt

1

∂u∗1
∂xt

2

∂u∗2
∂xt

1

∂u∗2
∂xt

2
u∗1u∗2

∂p∗w
∂xt

1

∂p∗w
∂xt

2
p∗w
∂p∗g
∂xt

1

∂p∗g
∂xt

2
p∗g

]
(II–139)

The finite element spatial discretisation is introduced in Equation (II–137) using the transformation
matrices [T t ] and [B] that connect the current element vector

[
dU t

(x1,x2)

]
to the parent element vector[

dU t
(ξ,η)

]
and to the nodal variables

[
dU t

(Node)

]
:[

dU t
(x1,x2)

]
=
[
T t
][

dU t
(ξ,η)

]
=
[
T t
][

B
][

dU t
(Node)

]
(II–140)

Integrating Equation (II–137) on each parent element yields:∫
Ωt

[
U∗,t(x1,x2)

]T [
Et
][

dU t
(x1,x2)

]
dΩt =

[
U∗,t(x1,x2)

]T ∫ 1

−1

∫ 1

−1
[B]T

[
T t]T [Et][T t] [B]det(Jt)dξdη︸ ︷︷ ︸

[kt ]

[
dU t

(x1,x2)

]
(II–141)

where [kt ] is the local element stiffness matrix, det(Jt) is the determinant of the Jacobian matrix of the
transformation between the parent (ξ,η) and the current (x1,x2) elements, and [Et ] is the stiffness matrix
storing the different terms of the linearised balance equations, which reads:

[
Et
]
=

Et
MM Et

WM Et
GM

Et
MW Et

WW Et
GW

Et
MG Et

WG Et
GG

 (II–142)

where the matrices [Eτ1
MM], [Eτ1

WW ], [Eτ1
GG] are the classical stiffness matrices for mechanical, water flow

and gas flow problems, while the off-diagonal matrices contain the multi-physical coupling terms. As an
example, the matrix EMW expresses the influence of mechanics (M) on water flows (W).

In Equation (II–137), the residual terms are computed locally for each element from this relationship
including the elementary out of balance force vector [ f t

OB]:

−∆t
1−∆t

2−∆t
3 =

[
U∗,tNode

]T [ f t
OB

]
(II–143)
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6.5.7 Global solution

The global solution is found once the energetically equivalent internal nodal forces FI and the external
ones FE are balanced. This might not be the case at the beginning of any arbitrary time step, owing to the
loading process and the transient effect. The so-called out-of-balance forces providing a quantification
of the imbalance within the system are given by:

FOB,lk = FE,lk −FI,lk (II–144)

Considering that the out-of-balance forces will most probably not be exactly null, a numerical crite-
rion has to be adopted in order to decide if the equilibrium is reached or not. By expanding the out-of-
balance forces in a first order Taylor series around the last known approximation, it comes:

F t+∆t
OB,lk ≈ F t

OB,lk +
∂F t

OB,lk

∂umn

∆umn (II–145)

where the derivative term is the variation of the nodal force F t
OB,lk relative to the degree of freedom l at

node k, due to a variation umn of the degree of freedom m at node n.
The equilibrium is reached at time t +δt in the case the out-of-balance forces are equal to zero:

F t+∆t
OB,lk = 0 (II–146)

Accordingly, the correction of the generalised degrees of freedom is computed at each iteration as:

∆umn =−

[
∂F t

OB,lk

∂umn

]−1

F t
OB,lk =−

[
Kt

lkmn

]−1 F t
OB,lk (II–147)

or passing to finite coordinate increments:[
δU t

Node
]
=−

[
Kt]−1 [F t

OB
]

(II–148)

where
[
δU t

Node

]
is the global correction vector of the nodal degrees of freedom, [Kt ] and

[
F t

OB

]
are the

global stiffness matrix and the global out-of-balance force vector, obtained by assembling the elementary
stiffness matrices and the elementary out-of-balance force vectors computed from Equations (II–141) and
(II–143) respectively. Practically, the components of the former must be re-evaluated at each iteration
of the Newton-Raphson strategy as the variation of the equivalent nodal forces due to a variation of the
generalised coordinates:

Kt
lkmn

=
∂F t

OB,lk

∂umn

(II–149)

Considering the presence of multi-physical coupling terms in the off-diagonal terms, a monolithic
(fully coupled) procedure seems more appropriate to solve the stiffness matrix. This computation can be
done analytically if an analytical solution of Equation (II–149) is available. Otherwise, another way to
compute the stiffness matrix is to approximate Equation (II–149) by a finite difference such as:

Kt
lkmn
≈

F t
OB,lk(umn + ε)−F t

OB,lk(umn)

ε
(II–150)

where F t
OB,lk(umn +ε) is the out-of-balance response after perturbing the umn coordinates with ε, F t

OB,lk(umn)
is the out-of-balance response for the unperturbed state, and ε is the perturbation. The size of this nu-
merical perturbation has to be small enough to actually compute a derivative and large enough not to be
influenced by the numerical imprecision of the constitutive relation.

Finally, once the stiffness matrix is known, the corrections defined in Equation (II–147) are added to
their respective generalised degrees of freedom as follows:

ut+∆t
lk = ut

lk +∆ulk (II–151)
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which allows to find an actualised configuration closer to the equilibrium. This latter is verified, leading
to a next iteration or to the end of the loading step considering the iterative scheme given in Figure II–41.

Figure II–41 – Illustration of the Newton-Raphson iterative scheme for solving a non-linear problem.

6.6 Advanced hydro-mechanical models

The conventional HM multiphase models for partially saturated materials like the one presented in
detail in Sections 6.1 to 6.5 are essential to reproduce the two-phase water-gas flow mechanism in porous
media. In these models, the coupling between the fluid flows and the mechanical behaviour is straight-
forward, in the sense that the evolution of pore pressure affects the effective stress distribution on the
one hand, and the fluid storage is a function of the mechanical deformation on the other hand. Given
that these classical models include constant flow parameters such as permeabilities and retention curves,
they are however not able as such to reproduce all the features of gas flow processes, such as the impact
of a damaged host rock on gas flow, nor the development of gas-filled pathways in the intact host rock.
Different numerical methods can therefore be adopted to improve the modelling response, by introducing
stronger couplings between the gas flow and the mechanical behaviour of clayey materials.

Among the different existing techniques, the finite element approaches are based on the continuum
mechanics hypothesis that averaged properties of the porous medium operate on a representative element
volume. Five of these options are presented in the following. On the other hand, discontinuum-based
approaches rely on the discrete hypothesis that treats the rock mass as separate matrix blocks or particles,
thus enabling to properly simulate strong discontinuities. A brief review of the different types of models
related to this second category brings the present section to an end.

6.6.1 Natural heterogeneity based models

This approach relies on the natural and initial heterogeneity of the material for assuming that the
pressurised gas is transported preferentially through the areas that are less resistant to both flow and
fracturing. The idea is to have recourse to a spatially auto-correlated random field [Phoon and Kulhawy,
1999] that follows a log-normal distribution [Santillán et al., 2017] to construct a heterogeneous dis-
tribution of some specific HM properties of the clay material, such as intrinsic permeability, gas entry
value, fracture aperture or pore space. A heterogeneous distribution of the permeability in a continuous
two-phase flow model was initially proposed by [Delahaye and Alonso, 2002], highlighting the emer-
gence of pathways with higher initial permeability. It was later adapted to a non-uniform distribution of
porosity coupled to the permeability according to the Kozeny-Carman law [Olivella and Alonso, 2008],
and specifically applied to reproduce some experimental gas transport observations on clay samples
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[Gonzalez-Blanco et al., 2016]. This approach was further extended to other HM properties to enhance
its ability to simulate the preferential gas flow in clay-rich materials [Guo and Fall, 2019].

6.6.2 Intrinsic permeability based models

The intrinsic permeability directly controls the gas transport processes in the host rocks, which is
why this key parameter has stimulated the formulation of a great number of numerical models capable
of simulating the development of preferential pathways in an implicit manner.

The gas pressure based model given in Equation (II–152) [Xu et al., 2013b, Xu et al., 2013a] was
proposed following the experimental observations that the permeability value experiences an abrupt in-
crease once the applied gas pressure reaches a critical threshold, triggering a gas breakthrough event.
However, this phenomenologically based model does not suitably capture the deformation dependent
phenomenon that is caused by the confining pressure change, and provides less information about the
evolution of the pore size and the pore structure, which are yet fundamental factors affecting the intrinsic
permeability.

To address this behaviour, the porosity-based model given in Equation (II–153) [Rutqvist et al., 2002]
proposes to use exponential laws to reproduce the permeability evolution due to pore volume change in
air injection tests [Senger et al., 2014, Senger et al., 2018], possibly enriched to take into account the
fracturing induced pore structure change [Yang and Fall, 2021c].

In a similar way, the damage-based model given in Equation (II–154) [Dagher et al., 2019, Fall et al.,
2014] proposes to define the permeability as a function of the pore volume change and a damage vari-
able. This way, both the abrupt increase in permeability due to damage propagation, and the reversible
process caused by gas induced porosity change can be captured by the model, while it remains impos-
sible to accurately reflect the characteristics of the microstructure network, such as the size, density and
orientation of the fractures.

The strain-based model given in Equation (II–155) [Le and Nguyen, 2014, Nguyen and Le, 2015]
shares similar conceptual underpinnings with the damage-based model, in the sense that the effects of
permeability variation come from two contributions, i.e. the effective plastic strain and the total vol-
umetric deformation. The former is beneficial to achieve the rapid increase of gas outflow rate under
tensile failure, while the latter reflects the change in the pore space. Other relations linking the intrinsic
permeability to strains have been formulated to reproduce excavation damaged zone developing around
tunnels or boreholes. Considering the fractured rock at the macroscale as a continuous medium, the
proposed power (cubic) laws summarised under Equation (II–156) relate the permeability tensor either
to the porosity [Chavant and Fernandes, 2005] to highlight the volumetric deformation effect, or to the
deviatoric [Pardoen et al., 2016] and tensile [Shao et al., 2006] plastic strain, to highlight the strain
localisation effect in shear band mode.

ki j(pg) =

{
ki j,0 (1+A1 pg) if pg < pthr

ki j,0 (1+A1 pthr +A2(pg− pthr)) otherwise
(II–152)

ki j(φ) = ki j,0 exp
(

A3

(
φ

φ0
−1
))

(II–153)

ki j(φ,dmax) = ki j,UD + ki j,D = ki j,0 exp
(

A4

(
φ

φ0
−1
))

+
d

dmax
(kmax− kUD) (II–154)

ki j(ε) =

ki j,0

(
10A5∆εv exp(A6∆ε̄p)

)
compression

ki j,0

(
10A7∆εv exp(A6∆ε̄p)

)
tension

(II–155)

ki j(γper) = ki j,0
(
1+A8〈γper〉3

)
(II–156)

where ki j is the intrinsic permeability tensor, pg and pthr are the gas pressure and threshold pressure,
φ and φ0 are the porosity and initial porosity, εv and ε̄p are the volumetric strain and effective plastic
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strain, ki j,UD and ki j,D are the undamaged and damaged permeabilities respectively, kmax is the maximum
permeability corresponding to the maximum damage variable dmax, Ai is an empirical parameter in the
model, γper is a deformation parameter for which different expressions can be envisaged, and 〈〉 are the
Macaulay brackets.

6.6.3 Embedded fracture models

Given that microscopic observations in saturated clayey rocks under gas pressure built-up indicate
the prevalence of the gas-induced micro-fracturing process, implicitly accounting for these pre-existing
micro-fractures in the macroscopic modelling framework is the guideline of the so-called embedded frac-
ture models.

Originally put forward by [Alonso et al., 2006] from previous purely macroscopic and continuous
approaches [Snow, 1969, Liu et al., 1999], the embedded fracture model has been widely adopted to
simulate gas migration in clay barriers [Chen et al., 2007, Olivella and Alonso, 2008, Gerard et al., 2011,
Levasseur et al., 2010, Arnedo et al., 2013, Gerard et al., 2014, Gonzalez-Blanco et al., 2016] because
it conveys more information at the macroscopic scale about the fracturing process and the geometric
representation of the fracture network. In this approach, the rock is conceptualised at the micro-scale
as a series of parallel fracture sets embedded into a porous matrix, as illustrated in Figure II–42. The
equivalent permeability of the rock within a representative volume is thence computed as the average of
the flow properties of the matrix and the fractures, as:

ki j = ki j,matrix + ki j, f rac (II–157)

where ki j,matrix is the intrinsic permeability of the matrix, described by Kozeny-Carman model introduced
in Equation (II–22) [Carman, 1937], while ki j, f rac is the intrinsic permeability of the fracture, which is
traditionally expressed as a function of the fracture opening, assuming laminar flow in the direction of
the discontinuity [Darcy, 1856, Witherspoon et al., 1980]:

ki j, f rac =
b2

12
(II–158)

In the case of a fractured medium, the permeability through a set of parallel fractures of equal aper-
ture, oriented parallel to flow direction, is given by [Bear et al., 1993]:

ki j, f rac =
b3

12w
=

(b0 +w(ε− ε0))
3

12w
(II–159)

where w is the characteristic dimension of a specific rock representing the mean distance between ad-
jacent fractures, and b is the fracture aperture, which consists of an initial aperture b0 and an aperture
change ∆b, calculated in dependence of the tensile strain in the direction normal to the fracture, such as:

b = b0 +∆b for ∆b≥ 0

∆b = w∆ε = w(ε− ε0) for ∆ε> 0
(II–160)

where ε is the tensile strain within the element at the macroscopic scale, b0 is the initial opening of the
fractures at ε = 0 and ε0 is the threshold strain associated with fracture initiation.

Several other variants of the embedded fracture model have been proposed up to now, defining the
variation of the fracture aperture with respect to the volumetric strain [Dymitrowska et al., 2014] or to
the stress normal to the fracture [Rutqvist et al., 2020]. Moreover, extensions of the model incorporat-
ing the normal stiffness of embedded fractures into the equivalent stiffness tensor of the rock have been
implemented to account for the non-linear effect of the fractures on the mechanical behaviour, and ap-
plied to the modelling of coalbed methane recovery [Bertrand et al., 2017], CO2 sequestration [Martinez
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et al., 2013], or the behaviour of bentonite and clay host rock under gas injection tests [Guo and Fall,
2018, Yang et al., 2020]. And lastly, by assuming the rock as a layered structure divided into soft parts
undergoing large strains and permeability increase, and hard parts subject to a smaller degree of defor-
mation, the two-part Hooke’s model [Liu et al., 2009, Liu et al., 2011] is conceptually close in spirit to
the embedded fracture model.

Figure II–42 – Conceptual scheme of the embedded fracture model, after [Olivella and Alonso, 2008].

Next to the intrinsic permeability, the gas entry value is another hydraulic property that plays a key
role in controlling the gas migration process since it affects the amount of gas entering the saturated
porous medium. At intact state, the clayey rock has a high gas entry value due to its extremely small
pore size that inhibits the gas migration process. Once gas-induced microfractures initiate under high gas
pressure, this value will be significantly decreased, which accelerates the desaturation process. This as-
pect has been integrated into the embedded fracture model [Olivella and Alonso, 2008] by supposing that
the pore radius regarded as equal to the fracture aperture b, increases following the opening of disconti-
nuities, so that decrease in the gas entry pressure is observed. The capillary gas entry pressure, necessary
to desaturate a fracture is thus derived by combining the cubic law (II–159) for intrinsic permeability of
fractures and the Young-Laplace Equation (II–8):

Pr =
2Ts

b
=

2Ts

b0

b0

b
= Pr,0

3
√

ki j,0
3
√

ki j
(II–161)

where Pr is the van Genuchten’s parameter for the current gas entry pressure, Pr,0 is the van Genuchten’s
parameter for the initial value of gas entry pressure, k is the current permeability, k0 is the initial perme-
ability, and Ts = 2σGLcosθ is the surface tension acting on the gas-liquid interface.

Some numerical models [Dagher et al., 2019, Damians et al., 2019] propose to express the gas entry
value as an exponential function of the void ratio or porosity, although less physically based, while
other numerical models [Arson and Pereira, 2012, Pereira and Arson, 2013] intend to study the influence
of deformation and damage on the permeability and retention properties thanks to the introduction of
micro-scale information into a macroscopic damage model.

6.6.4 Micro-macro based models

Considering that the coupling between micro-mechanical effects and permeability is a fundamental
aspect in rocks, the multi-level approach offers an alternative description to the phenomenological laws
formulated in the macroscopic HM framework. The guiding principle of this method is to propose a
Representative Element Volume (REV) which contains a detailed model of the material microstructure
with an explicit description of each constituent on their specific length scale. The physical behaviour of
the material at the macro-scale is then derived from suitable averages over the REV, where the computa-
tions are performed using different approaches.
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For instance, a homogenisation methodology has been elaborated by [Dormieux and Kondo, 2004,
Dormieux et al., 2006] in the micro-mechanical framework to estimate the permeability of a media
with dense networks of micro-fractures, and was extended in the context of opened micro-cracks by
[Barthélémy, 2009]. Such a micro-macro approach (Figure II–43a) of damage-induced permeability
evolution has been further applied to the qualitative prediction of the damaged zone in an indurated clay
candidate for radioactive waste repository by [Levasseur et al., 2013].

Another class of two-scale damage models (Figure II–43b) has been developed by [Dascalu and Bil-
bie, 2007, Dascalu, 2009], to obtain macroscopic damage laws from the propagation of micro-fractures
in a microstructure that contains an explicit distance between neighbouring micro-cracks. This model has
been successively used and extended to represent the brittle failure [Dascalu et al., 2010], the subcritical
damage propagation [François and Dascalu, 2010] or the dynamic fracture propagation with branching
instabilities [Atiezo and Dascalu, 2017]. Yet, despite the analysis of the coupled thermo-mechanical
problem induced by micro-cracking [Dascalu and Gbetchi, 2019], this model is mainly limited to pure
mechanical cases.

Conversely, other numerical models are capable of incorporating the HM couplings in the multi-scale
framework. For example, in the successive works by [Frey et al., 2013, Marinelli et al., 2016, van den
Eijnden et al., 2016, Pardoen et al., 2018], the computational homogenisation has been implemented in
the finite element square method (FE2), where the finite element method is considered for the numerical
solutions at both scales, in order to simulate the coupled hydro-mechanical behaviour of a saturated
porous medium, and to analyse the cracking-induced localisation phenomena. This HM double-scale
model (Figure II–43c) was the starting point of the developments carried out by [Bertrand et al., 2020]
to account for partially saturated conditions, and reproduce the coupled phenomena associated with
multiphase flows in fractured reservoirs. It is also worth mentioning the multi-scale model developed by
[Zhuang et al., 2017] to simulate the hydraulic fracturing phenomenon.

As for the aim of explicitly reproducing the dominant process of gas migration by preferential path-
ways initiated from the microscopic phenomena, a two-scale time-dependent damage model under single
[Yang and Fall, 2021b] and two-phase flow conditions [Yang and Fall, 2021a] has been constructed from
the framework introduced by [Dascalu and Bilbie, 2007]. Specifically applied to gas injection experi-
ments, this model makes it possible to simulate the gas induced fracturing process, in which the damage
propagation and the dilatant gas pathways are rather well captured.

(a) (b) (c)

Figure II–43 – Conceptual scheme of micro-macro based models, with microstructure definitions of a
micro-cracked material, after (a) [Levasseur et al., 2013], (b) [François and Dascalu, 2010], and (c)
[van den Eijnden et al., 2016].
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6.6.5 Explicit fracture based models

The interest in the use of fracture theories is driven by the need to explicitly simulate the fracturing
process behind the formation of preferential gas pathways that accompanies the advective movement of
gas through saturated clay rocks.

With the embedded discontinuity models, the modelling of the displacement jump inside the fracture
does not require any modification of the mesh, but is directly introduced in the finite element by different
techniques [Jirásek, 2000], such as an additional degree of freedom [Dvorkin et al., 1990].

Next to those hybrid models, another common treatment to simulate discrete fractures with the stan-
dard continuous FEM that is not able to describe the displacement jump, consists in inserting a zero-
thickness interface element between two adjacent bulk elements. Such elements presented in Figure
II–44 manage the opening and contact between the two facing walls of the material, and have been
developed in saturated [Segura and Carol, 2008a, Segura and Carol, 2008b], and partially saturated [Cer-
fontaine et al., 2015] conditions, to account for both longitudinal and transversal flows of water and gas,
together with fluid storage. An extension of this interface element has been recently implemented as part
of a Pneumo-HM model, to simulate existing or induced discontinuities under gas injection in saturated
clay samples [Liaudat et al., 2023].

In the context of the FEM with a zero-thickness interface element to predefine the fracture path, the
fracture behaviour is generally described by the Cohesive Zone Model (CZM). As the CZM ha been
commonly applied to hydraulic fracturing [Carrier and Granet, 2012, Nguyen et al., 2017] or desicca-
tion cracking [Amarasiri and Kodikara, 2013, Vo et al., 2017], it seems to cover the main features of
the gas-induced fracturing process in saturated clayey rocks such as the fluid-driven cracking [Faivre
et al., 2016], the multiphase flow [Réthoré et al., 2008] or the possible plastic behaviour [Gui et al.,
2016], which makes such a method an appropriate candidate for the modelling of gas-induced prefer-
ential pathways. Apart from FEM, the CZM is also compatible with other computational methods such
as the eXtended Finite Element Method (XFEM) or the Discrete Element Method (DEM). In particu-
lar, the XFEM provides an alternative method to handle the arbitrary fracture propagation during gas
propagation in porous media independently of the mesh and thus without introducing interface elements
[Salimzadeh and Khalili, 2015].

Finally, the Phase-Field Method (PFM) is a suitable approach to explicitly simulate the fracture
propagation and branching in FEM without special treatments on the discontinuity parts of the mesh.
Initially implemented for hydraulic fracturing of rocks [Lee et al., 2016] and dessication cracking in
soils [Heider and Sun, 2020], the PFM has been integrated into a typical two-phase HM model by [Guo
and Fall, 2019] to account for the propagation of gas fractures in clay-based materials.

Figure II–44 – Definition of the multiphase flow problem: porous medium, discontinuity and boundaries.
After [Cerfontaine et al., 2015].

6.6.6 Discontinuum-based methods

The grain-scale mechanistic model developed by [Jain and Juanes, 2009] is able to simulate various
modes of gas migration in saturated deformable media, where fracture propagation dominates in fine-
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grain sediments, while capillary invasion is favoured in coarse-grain sediments, which is consistent with
the experimental findings. Yet, the multiphase flow and fluid interactions are handled in a very basic
manner with this model.

For a more realistic representation of the capillary effects, the Lattice Boltzmann Method (LBM) [Liu
et al., 2016a] can be coupled with the DEM to investigate the multiphase flow through porous media from
a grain scale, as in [Kano et al., 2020, Wang et al., 2020].

Other lattice models propose to define the porous medium as a set of pore bodies or tubes forming
the microstructure, where fluids flow within these tubes are controlled by capillary forces. For instance,
in the capillary bundle approach first suggested by [Fatt, 1956], the porous medium is expected to be
made of a collection of non-intersecting tubes characterised by a tortuosity and a constant radius over
the length of the sample. This model has been applied to the field of nuclear waste repository [Rodwell
and Nash, 1992, Grindrod et al., 1994], and especially to simulate the development of preferential flow
pathways in Boom Clay [Ortiz et al., 1996]. An extension of this approach through a superposition of
branching lattices of capillaries with different radii, that represents the porous medium has been further
reported. In parallel, a specific technique linking the density functions of capillarities within each lattice
to experimental observations on the material microstructure has been elaborated by [Xu et al., 1997] and
latter applied on clayey materials by [Boulin et al., 2008b]. By considering a generalised Darcy’s law
and the Jurin’s law to relate the radius the tubes to the gas entry pressure, such a network model allows to
reproduce the development of preferential flow pathways together with the complex dynamics of flows
during the post-peak phase [Impey et al., 1997].

6.7 Synthesis for the modelling

In brief, the present chapter gives a state-of-the-art description of modelling gas transport processes
in low-permeability clay materials, which echoes to the characterisation of gas transport processes pro-
posed in Chapter 5.

As long as the overall gas pressure remains lower than a threshold pressure, a continuous two-phase
flow model integrating weak hydro-mechanical couplings is able to reproduce the predominant contribu-
tions to gas transport in clay rocks, namely the advection of the gas phase in the unsaturated zones and
the diffusion of dissolved gas in the saturated zones. Such a coupled HM model has been meticulously
presented in Sections 6.1 to 6.5 as it will constitute the backbone of the different numerical tools elabo-
rated in the rest of the work.

Once gas pressure reaches the threshold pressure, the transport of free gas in the studied low-
permeability clayey materials close to saturation takes place through the opening of preferential gas
pathways, which translate into sample dilatancy and the (re-)activation of discontinuities in the mate-
rial that is being tested [Shaw, 2015]. In order to improve the modelling response and to reproduce the
development of these specific gas pathways, a number of authors have been trying to incorporate these
findings into numerical models, for instance by means of additional hydro-mechanical couplings. A non-
exhaustive review of various numerical strategies built to capture such gas-rock interactions has been the
object of Section 6.6. Some more extensive state-of-the-art analyses of existing advanced HM models for
gas migration in saturated rocks can be found in [Guo and Fall, 2021, Yang and Fall, 2021c, Levasseur
et al., 2021]. Yet, the majority of these models still fail being predictive. Thence, this clear need for
better mechanistic understanding of the gas flow processes is the starting point of the elaboration and
implementation of the different numerical tools presented in the rest of the work.
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Conclusion Part II

This thesis aims to model gas transport processes into clay rocks. For this purpose, this state-of-the-
art part of the work intends to lay the physical, phenomenological, and numerical foundations for the
main core of the thesis which aims to develop original numerical models that can realistically simulate
the gas transport mechanisms in low permeability media, and the related hydro-mechanical couplings.

First of all, a general description of the clay host formations that are under study, i.e. the Callovo-
Oxfordian claystone and the Boom Clay has been proposed. This made it possible to highlight the
commonly accepted ranges of values for the geotechnical characteristics of these two rocks. A particular
attention has been paid to the properties that govern the gas movements inside the formation such as the
pore distribution, the porosity, the conductivity, and how they are affected in the damaged zone.

Then, a characterisation of the main gas transport processes through these low-permeability clay
materials has been established based on the current experimental knowledge acquired in clay materials.

Finally, a description of the currently existing strategies to handle the numerical modelling of these
predominant gas transport processes in clay-based materials has been proposed.

The task now is to develop advanced hydro-mechanical models that can contribute to a better mech-
anistic understanding of these gas flow processes. In particular, different zones of the repository, i.e.
the excavation damaged zone in Part III and the sound rock layer in Part IV, and different scales are
investigated in the rest of the thesis.
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Part III

Modelling gas transport in the EDZ

97





Introduction Part III

Experimental observations on geomaterials clearly indicate the activation of localised deformation
fields, characterised by the coalescence of cracks, shear bands or rupture lines, which can lead to failure
of geotechnical works subjected to strong loading [Desrues, 2005, Bésuelle, 2021]. This phenomenon,
known as the strain localisation process, is therefore a crucial issue to address when modelling geotechni-
cal problems. As exemplified in Section 4.3.6, the underground galleries of a deep geological repository
are no exception. During the construction phase, the drilling process inevitably generates stress modi-
fications, cracks and eventually fractures in the surrounding medium, that concentrate in the vicinity of
the storage cell in a so-called excavation damaged zone [Tsang et al., 2005]. In this zone, significant
and irreversible modifications of the hydro-mechanical properties of the host rock are observed [Armand
et al., 2014] which may interfere with the gas flows occurring in the long term, and thus alter the safety
function of the geological barrier by creating preferential pathways for the migration of radionuclides to
the biosphere.

This part of the thesis presents a consistent second gradient H2M model to reproduce gas transport
processes through the excavation damaged zone. One the one hand, this model is based on the second
gradient theory as regularisation technique [Collin et al., 2006] to properly reproduce the fractures around
the storage drift with strain localisation in shear band mode. On the other hand, the model incorporates
the features of a two-phase flow transfer approach [Gerard et al., 2008] to deal with the multi-physics
mechanisms inherent to gas migrations. Given that gas flows through the EDZ are supposed to be gov-
erned by the hydraulic properties modifications induce by fracturation, specific HM couplings [Pardoen
et al., 2014] of the permeability and the retention behaviour with the rock deformation are integrated to
capture the impact of fracturing on the kinetics of gas transport. This way, it is for instance possible to
reproduce a significant permeability increase within the shear bands as highlighted in Figure III–1.

Figure III–1 – Development of shear bands and related modification of the intrinsic permeability in the
vertical direction, by the end of the excavation of a storage drift in the COx claystone.

This part is divided into four main sections. The first one presents some highlights of the experimental
observations of strain localisation in geomaterials and how this concept has been theorised. The second
one details the practical aspects behind the numerical implementation of such a process. The third
section focusses on the novelties implemented to the second gradient model, and the last section deals
with applications of the model from the field scale with the modelling of in situ gas injection tests, to the
repository scale via the drilling and operation of a nuclear waste storage drift.
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7. Strain localisation in geomaterials

The objective of this chapter is to give a brief overview of some strain localisation aspects, required to
subsequently provide a robust numerical reproduction of this failure mechanism in geomaterials. Starting
with a general definition, a review of the experimental observations of strain localisation as a mode of
material rupture is then conducted before properly formalising the theoretical background for the onset
of strain localisation.

7.1 General definition

Converging towards an accurate definition of failure in materials and its related analysis is an essen-
tial but intricate question. From a physical perspective, rupture criteria state that some limit stress states
cannot be exceeded by the material for any possible loading path. At such a state, any additional load
applied to the material induces brutal changes, e.g. large deformations, cracks, fragmentation, which
roughly corresponds to failure. Failure of geomaterials in the broad sense has been largely investigated
in geomechanics, since it directly conditions the design of geotechnical structures subjected to strong so-
licitations, such as boreholes, tunnel excavation, dams, or shallow foundations. In particular, early works
on the stability of retaining walls a few century ago [Coulomb, 1773] already highlighted the concept of
rupture surface in the collapse mechanisms. As presented in the next section, experimental works have
amply demonstrated the development of localised rupture in soil and rock masses leading up to failure
[Desrues, 1984]. This mode of rupture is usually preceded by the emergence of strain localisation, de-
fined as the intense accumulation of large shear strain into narrow thin bands [Vardoulakis et al., 1978].
Basically, the stress redistribution causes damage that triggers microcracks initiation, accumulation and
propagation within the material once the damage threshold is reached. This translates into cracks coales-
cence - or macrocracks - and the onset of interconnected fractures - or rupture lines - followed by a rapid
loss of the overall strength of the material and a sudden collapse [Diederichs, 2003].

Figure III–2 – Kinematic classification of strain localisation modes. After [Fossen et al., 2007].

It is worth noting that under specific conditions, a homogeneous failure mode, coined as diffusive
failure that does not display any localisation can also be obtained [Daouadji et al., 2011]. Yet, in most
laboratory experiments, observations attest to the onset of strain localisation, which provokes a sudden
transition from a homogeneous deformation state to a highly heterogeneous one. Depending on the kine-
matic that characterises this grains reorganisation, which is mainly related to the material properties and
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the loading, different modes of strain localisation can initiate. The deformation bands do not system-
atically deform in pure shearing, even if shear bands are predominantly described in the literature. For
instance, early stages of shear band formation also involve a component of dilation [Bésuelle, 2001]
for most geomaterials (inelastic volume increase), poorly consolidated sands can exhibit pure dilation
bands [Du Bernard et al., 2002] formed in predominantly opening mode and the contractive behaviour
of loose materials can also generate compaction shear bands or pure compaction bands [Issen and Rud-
nicki, 2000] (inelastic volume increase), which complete the spectrum of localised deformation modes
shown in Figure III–2. This strain localisation process is therefore an important issue when considering
the material rupture that has been widely investigated both experimentally and theoretically.

7.2 Experimental evidences

Strain localisation in geomaterials being both a rich and complex process with potentially significant
effects, it has motivated numerous experimental studies in the field of geomechanics, especially since
the 1970s [Bésuelle, 2021]. The acquired understanding about the strain localisation phenomenon has
helped to gradually enhance the theoretical knowledge and served as a keystone for the development of
mathematical and numerical models. In the following, a brief review of the experimental background
of strain localisation, with an emphasis on the multiphysics processes as precursor to localisation is
presented, and serves as a basis for highlighting the successive physical mechanisms leading to rupture.

7.2.1 Background

Failures of geomaterials are generally associated with strain localisation in shear band mode [Desrues,
2005]. For more than fifty years now, a large amount of experimental works has attempted to properly
characterise localised phenomena in soils and rocks and to describe the occurrence and patterns of shear
bands. Strain localisation in soils and granular materials (mainly sand) has received particular atten-
tion through studies performed by Vardoulakis and co-workers [Vardoulakis et al., 1978, Vardoulakis
and Graf, 1985, Han and Vardoulakis, 1991], Tatsuoka and co-workers [Tatsuoka et al., 1986, Tatsuoka
et al., 1990], Finno and co-workers [Finno et al., 1996, Finno et al., 1997], and Desrues and co-workers
[Desrues, 1990, Desrues and Viggiani, 2004] to name a few among others. On the contrary, only limited
studies have been devoted to investigating the development of strain localisation in fine-grained geo-
materials (e.g. clayey soils) [Lade and Tsai, 1985, Hicher et al., 1994, Jiang and Shen, 1998, Viggiani
et al., 2004] and rocks [Bésuelle et al., 2000, Bésuelle, 2001, Lenoir et al., 2007, Lanata, 2015]. It is
respectively due to the size of the clay particles that makes observations inside the shear bands more
difficult, and to the high strength and stiffness of quasi-brittle rock specimens which requires to design
appropriate testing devices [Bésuelle and Lanatà, 2016].

Since most of these tested materials are characterised by low tensile strength, the vast majority of
the researches have focussed on the description of the compression behaviour up to rupture. These
small-scale lab tests are usually conducted on axisymmetric triaxial or plane-strain biaxial compression
equipments. This latter apparatus has the advantage that the localisation zone is clearly evidenced while
it may remain more or less hidden inside the sample in triaxial compression tests. In any case, all these
experimental campaigns require specific techniques such as False Relief Stereophotogrammetry (FRS)
[Desrues and Viggiani, 2004], Digital Image Correlation (DIC) [Bornert et al., 2008] or X-ray Computed
Tomography (X-ray CT) [Vervoot et al., 2004] in order to capture the gradual development of strain lo-
calisation processes inside the samples. A short description together with representative results of some
methods of visualisation applicable in the field of experimental geomechanics are given in the following.

In pioneering researches, the localisation of strains has initially been described via postmortem or
destructive analysis. Specific shear strain localisation features such as band orientation and pattern, or
grain scale damage were examined at the end of the loading path with regard to the imposed experi-
mental conditions [Bésuelle, 2021]. Afterwards, laboratory investigation of strain localisation has been
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pursued extensively with full-field measurement techniques, which made it possible to migrate to non-
destructive imaging and quantification of fields of internal properties over the entirety of an object (an
overview of the different available methods is provided in [Viggiani and Hall, 2008] and later updated
in [Viggiani and Hall, 2012]). The FRS, initially applied to soil mechanics experiments in the early
1970s by Butterfield et al. [Butterfield et al., 1970], is a technique based on the analysis of successive
snapshots of a deformable sample taken from a fixed viewpoint, at different times during the loading
procedure [Desrues and Viggiani, 2004]. The successive deformation states of the specimen are tracked
by recording the local displacement of some points at the surface of the sample, perpendicular to the
shooting direction. This provides a full-field measurement of the incremental strain as a fictitious re-
lief within the specimen throughout the test. An illustrative example of such photographs taken by this
technique during a biaxial plane strain compression test on dry Hostun sand specimen 1 is presented in
Figure III–3(a) [Mokni and Desrues, 1999]. Results show a series of incremental strain maps obtained at
different states on the stress-strain response, evidencing the initiation of localisation just before the peak
load, between steps 3 and 4. The main downside of the method is that it is limited to two-dimensional
cases, tested under plane strain state in order to minimise measurements inaccuracies. On top of that,
results obtained with FRS suffer from a low level of spatial resolution which prevents the detection of
the start of localisation for small-scale micro-cracks, and paved the path for another range of techniques
capable of capturing the developing mechanisms at the grain scale, such as the DIC and the X-ray CT.

And so, the enhancement of the aforementioned technique has been achieved by having recourse to
the simplicity of digital image analysis. Originally implemented in the 1980s [Peters and Ranson, 1982],
DIC benefits from the computer technology by switching from analogue to digital photographs. The
computer software allows to assess the full-field surface displacement in material under deformation by
tracking and comparing a set of points at the specimen surface from one reference state to the next one.
The displacement field then corresponds to the transformation that matches the reference image to the
deformed one [Hall, 2012]. Initially applied to pictures of a 2D plane surface of a specimen [Sutton
et al., 1983], DIC has then been extended to 3D volumetric applications [Viggiani et al., 2010]. An
illustrative example of such technique during a plane strain compression test on Norwegian quick clay
specimen 2 is presented in Figure III–3(b) [Thakur et al., 2018]. Results show a series of slices of the
strain field obtained at different states on the stress-strain response, evidencing the transition from an
initial homogeneous strain field to a localised regime with a distinct shear band emerging from the upper
left edge of the specimen prior to the peak.

Next to the DIC, X-ray CT is another high-resolution technique elaborated at first to the field of
medicine [Hounsfield, 1975], which has then been transposed as a valuable tool to help understand-
ing stress- and time-dependent deformations in porous materials [Desrues et al., 1996], among a wide
range of other geosciences applications [Ketcham and Carlson, 2001, Cnudde and Boone, 2013]. The
use of traditional X-ray imaging in experimental geomechanics dates back to the 1960s, providing valu-
able qualitative results on localisation patterning in granular materials while suffering from a lack of
quantitative data on density changes and restriction to 2D images. X-ray CT is an improved imaging
method that has been devised to overcome these limitations. The principle of X-ray CT measurement
practically consists of recording X-ray radiographs of a sample at many different angular positions all
around the specimen. These multiple projections are assembled together to reconstruct a 3D image of
the investigated object applying relevant back-projection algorithms [Baruchel et al., 2000]. This way,
it allows quantitative observation of the specimen by giving information on the evolution of the density
field and internal features, and providing a 3D volume imaging. Since density transitions correspond to
boundaries between materials and phases, these data are valuable to detect shear bands in specimens un-
dergoing mass density changes (dilatancy or compaction). Nevertheless, in general the volumetric strain
in a shear band is small compared to the shear strain, and so if the localised deformation is isochoric,
i.e. closed shearing cracks with no volume change, then it is invisible in X-ray CT snapshots. This is

1. The Hostun sand is a fine angular siliceous sand coming from a natural sand deposit in Hostun, Drôme, France.
2. The clay chosen for this study is defined as quick clay because it liquefies completely upon remolding and was sampled

in Tiller, Norway.
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why X-ray CT and DIC are often complemented as an effective extension method to track the zones
of localised deformation, by quantifying not only the volume strain (mass density change) but the full
strain field including shear strain [Viggiani and Hall, 2012]. An illustrative example of such a technique
during a triaxial compression test on dry Hostun sand specimen is presented in Figure III–3(c) [Hall
et al., 2009]. Results show a series of vertical slices through the X-ray tomography images at different
stages in the test (top row), in which the specimen starts to lean to one side with a rotation of the upper
platen in the latter part of the test, but without clear evidence of localised deformation. If 3D volumetric
DIC is additionally carried out on consecutive pairs of 3D image volume, the incremental displacement
and strain fields are provided. This indicates relatively continuous displacement fields together with the
clear appearance of a localised band that traverses the sample diagonally. Lastly, it is worth pointing out
that with a view to further investigating the microstructure of shear bands, the last decades have seen the
emergence of the technique of micro-computed tomography (µ-CT), which enables the precise detection
of individual material grains, providing detailed particle position as well as contact maps and calculation
of void ratios [Oda et al., 2004].

This abundance of experimental works devoted to the investigation of strain localisation in geomate-
rials over the last decades has made it possible to gradually gain a refined knowledge of the phenomenon.
So far, the interpretation of strain localisation as the initiation of a sudden shear band or the propagation
of shear bands from a diffuse strain field related to the stress peak of the specimen’s response has pre-
vailed. This concept originates at first from observations of the samples after the tests from which a first
series of conclusions were drawn especially for soils and granular materials, listed as follows [Desrues
and Chambon, 2002, Desrues, 2005]:

• Strain localisation in shear band mode can be observed in most, if not all, laboratory tests leading
to rupture in geomaterials (at least at sufficiently low temperature and pressure).

• Complex localisation patterns may be the result of specific geometrical or loading conditions.

• Well marked stress peaks in stress–strain curves can be considered as the signature of an estab-
lished shear band system over the specimens.

• Simple measurements can be made to get an estimation of the orientation of the shear bands.

• Strain localisation is observed in both drained and undrained specimens, with a number of specific
features in the latter.

It was also demonstrated that several factors can impact the strain localisation process, including confin-
ing pressure, porosity, anisotropy of the granular deposit, or size and shape of both grains and specimens.
Geomaterials can also differ widely with respect to their mechanical and physical properties, and cover
a wide range of materials, either granular or cohesive, with fine or coarse grains, and ductile or brit-
tle. Thus, while shear band analysis is relevant for the prediction of the onset of strain localisation in
granular materials, it is not necessarily the case in rocks and other brittle materials for which the failure
mode belongs more to planar rupture surfaces. Furthermore, thanks to more advanced experimental and
imaging devices, recent investigations on a broad range of soils and porous rocks throughout the test
have provided important data concerning not only shear band features, but also patterns of shear band
formation and evolution. The results suggest that the transition from a diffuse regime to a localised one
is a progressive process. Localisation starts well before stress peak under the form of numerous parallel
and conjugated shear bands. Some of these bands are progressively deactivated leaving only a few bands
stay active close to the stress peak which are prone to compaction or dilatancy (volume strain) depend-
ing on the material and stress state [Bésuelle, 2021]. The acquired understanding about the onset and
development of strain localisation in geomaterials has been mainly established from a purely mechani-
cal point of view or from hydro-mechanical coupled problems. Yet, weakening mechanisms triggering
the occurrence of instabilities in geomaterials can be of various origins: mechanical, hydraulic, thermal,
chemical, etc. So, despite the lack of experimental investigation of the strain localisation process in other
multipysics context, there is a wide range of complex multiphysical loading likely to induce instabilities
that might be appropriate to briefly explore.
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Figure III–3 – Formation of shear strain localisation during compression tests with respect to different
steps in the global response curve: (a) results presented for the Hostun sand using a FRS method (mod-
ified after [Mokni and Desrues, 1999]), (b) total shear strain distribution computed for the Norwegian
quick clay using a DIC tool (modified after [Thakur et al., 2018]), and (c) vertical slices of the Hostun
sand extracted from the X-ray CT technique (top row), completed by discrete DIC-derived incremental
grain rotaion (middle row) and DIC-derived incremental maximum shear strain (bottom row, all modified
after [Hall et al., 2009, Hall et al., 2010]).
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7.2.2 Multiphysics processes

The occurrence of strain localisation as a precursor to failure in soils and rocks is now well evidenced.
More specifically, this phenomenon is largely favoured by the softening character of the material, al-
though shear banding can occur with positive or negative rate of strain hardening [Rudnicki and Rice,
1975]. This softening behaviour corresponds to a degradation of the material properties which can arise
from a trigger of any sort. Apart from the classical weakening mechanism induced by purely mechanical
loading, e.g. microcracks initiation, grain crushing or grain size reduction [Das et al., 2011], an array
of other multiphysical processes can be responsible for enhancing strain localisation in geomaterials
[Hueckel, 2021], either hydraulic like pore fluid pressurisation, thermal like shear heating, or chemical
like dissolution. These complex phenomena are often interpreted as scenarios of processes that are either
simultaneous or sequential, and that are coupled or result from an accumulation of dissipative processes.
The study of strain localisation in light of these coupled multiphysic processes is of importance in the
context of the present research. On the one hand, the rock formation hosting the deep geological repos-
itory is considered as a porous medium, where the pore space is filled with one or several fluids, which
means that the rock behaviour does not only depend on the skeleton response to a given loading (solid
phase), but also on the interactions taking place between the different phases of the medium. And on the
other hand, the long-term behaviour of the structure involve multiple external solicitations that are highly
thermo-hydro-mechanically coupled [Tsang et al., 2012]. Some of the main long-term phenomena acting
in the context of a deep geological disposal are succinctly described in the following.

The effect of an infiltrated pore fluid (liquid water) that interacts with a rock mass, can have a po-
tential impact on the localisation process [Collin et al., 2009b]. This phenomenon is conditioned by the
hydro-mechanical properties of the material and the boundary conditions of the problem. A hardening
or softening behaviour of the material can be obtained depending on the volumetric response of the rock,
either dilatant or contractant. For hydro-mechanical experiments under globally drained boundary con-
ditions, there is no impact of fluid flows on the localisation process as far as the permeability is high
enough with respect to the loading rate to avoid overpressure generation. Experimental findings then
correspond to the results under dry and purely mechanical conditions. Conversely, for hydro-mechanical
experiments under undrained boundary conditions, overpressures appear in the sample that impact the
localisation process. Due to the localised effects, fluid flows can occur through the sample even in an
undrained state. For instance, among other experimental campaigns, plane strain undrained tests carried
out on sands [Roger et al., 1998, Mokni and Desrues, 1999] have highlighted that while strain localisation
develop in loose specimens, it tends to be inhibited by liquid water transfers in dense dilatant specimens.
The onset of shear bands is delayed and occurs only until cavitation takes place within the pore fluid,
which could be also investigated numerically [Sieffert et al., 2014].

The effect of a fast heating of a saturated geomaterial induces thermal dilation of water, and pore
fluid pressurisation, which corresponds to another weakening mechanism that can thus have a potential
impact on the localisation process. Especially, the significant differential thermal expansion between soil
constituents, namely pore water and clay, draws particular attention in the field of nuclear waste disposal
in clay formations [Gens and Olivella, 2001]. The heat resulting from nuclear decay of the waste in the
canisters could strongly affect the thermo-mechanical behaviour of the surrounding medium and poten-
tially lead to instability, which has been highlighted experimentally for undrained heating at constant
total stress conditions [Hueckel and Pellegrini, 1991], and is even more exacerbated by the relatively
high thermal conductivity of the host rock compared to the very low permeability [Hueckel et al., 2011].

The effect of chemical reactions such as dissolution, precipitation or mineral transformation on the
solid phase of the medium is another mechanism prone to cause mechanical degradation and mate-
rial softening triggering possible strain localisation. The experimental evidence of strong chemo-poro-
mechanical coupling in soils and rocks [Xie et al., 2011] has been been validated in many works for a
wide class of geomaterials [Nova et al., 2003, Hu and Hueckel, 2007, Buscarnera, 2012]. On the one
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hand, chemical dissolution leads to an important increase in the porosity as a result of the degradation of
the intergranular connections, making the material more ductile and collapsible. On the other hand, com-
paction of saturated geomaterials progressively engenders a mechanical degradation of the solid skeleton
which amplifies the interface area of the reactants and consequently accelerates the rate of dissolution
of the solid phase. Chemical softening thus operates as a well-known feedback process [Rimstidt and
Barnes, 1980] that gradually damages the overall mechanical properties of the system, whose stability is
no more guaranteed. CO2 injection in a porous carbonate reservoir is another topical example in which
the interaction between gas and surrounding rock causes the system to be out of chemical equilibrium.
As a consequence, the material softens in due course of carbonate dissolution, providing the required
instability conditions for which compaction bands formation is possible [Stefanou and Sulem, 2014].

Lastly, the effect of drying process is highly coupled with the pore fluid flow which can lead to
localisation and subsequent cracking in geomaterials. In the field of soil mechanics, drying commonly
refers to the loss of water by evaporation linked either to preconsolidation or air invasion mechanisms
[Terzaghi, 1936]. The fluids flowing out of the specimen induce a negative liquid pressure (or suction) in
the deformable soil that is subjected to shrinkage in response. At that point, the ensuing phenomenon of
air entry can give rise to an instability of the fluid/gas interface which constitutes a defect around which
a stress concentration arises. This process could result in a tensile failure of the material in the form of
drying cracking.

7.2.3 Global response analysis

The fundamental aspects behind the localisation process in geomaterials can be generalised based on
the global stress-strain response obtained experimentally. Thanks to the abundant literature covering the
well-known uniaxial compression test performed on a wide variety of soils and rocks (e.g. granite [Peng
and Johnson, 1972], limestone [Olsson, 1974], clay [Hicher et al., 1994] or poorly consolidated sands
[Du Bernard et al., 2002]), it is possible to characterise the distribution and organisation of the specific
physical mechanisms inducing rupture. The typical response curve for a dominant brittle behaviour
material presented in Figure III–4 highlights a number of phases in the fracturing process which can be
classified as follows:

• The Zone I corresponds to the primary contraction of the sample under very low stress level which
may result in closure of the pre-existing micro-cracks and pores inside the sample. This tightening
phase is all the more reduced as a confining pressure is applied beforehand.

• The Zone II is a phase of either linear or non-linear elasticity. Most of the strain in the linear part of
the curve are attributable to elastic deformation of the pores and grains, while non-elastic strains
are sometimes observed, due to small displacements and relative sliding of the grains [Walsh,
1965]. The related energy dissipation results in a hysteresis effect during load-discharge cycles
[Cook and Hodgson, 1965]. The rock stiffness is indeed dependent on the confining pressure and
increases with it [Wilhelmi and Somerton, 1967]. At that point, the material is not yet tended to
micro-cracks reopening nor creation of new ones.

• The Zone III refers to the threshold of micro-cracking. As a result of the increase in the devi-
atoric stress increment, one observe the initiation, accumulation and stable propagation of first
cracks at simultaneous multiple locations within a large part of the specimen. The proliferation of
these micro-cracks is accompanied by a dilatancy tendency and appears to be more stable under
confinement.

• The Zone IV covers the pre-peak phase until the resistance peak. This phase first deals with the
intensification of micro-cracking. The creation of new cracks is observed which is followed by the
propagation and early coalescence of these micro-cracks. Confinement tends to have a stabilising
effect on the development of these cracks. The onset of micro-cracking processes depends on
local stress concentrations at the grain scale, which are directly influenced by local heterogeneities
and imperfections. Then in a second time, the unstable development and connection of cracks
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is observed. The strains in the specimen become strongly inhomogeneous at this time and are
localised in a thin band. The multiple mechanisms of localised deformation are then in competition
as the strain increases, and finally one of them takes over the others at peak stress to complete a
full formation of a shear band throughout the specimen, which corresponds to the future macro-
fracture.

• The Zone V corresponds to the post-peak (or post-localisation) phase where the macro-fracture
can initiate a progressive damage leading up to the general collapse of the sample. Especially in
triaxial conditions, the evolution of localisation in shear band mode after the peak is usually well
discernible. This process coincides with specimen softening, i.e. a drop in the material strength.

Figure III–4 – Schematic representation of the global stress-strain response of a material under uniax-
ial compression test, highlighting the main deformation zones occurring during the fracturing process.
Modified after [Haïed, 1995].

7.3 Theoretical framework

It is easily understood that the analysis of a material response in the failure regime, especially when
the strength is suddenly dropping, requires to understand what failure physically means. From an experi-
mental perspective, the large number of work performed on geomaterials and summarised in the previous
section 7.2 has highlighted that what appears as a failure plane is in fact a zone of strain localisation in
shear band mode. By evidencing the physical processes that control strain localisation, these numer-
ous studies [Vardoulakis, 1980, Sulem et al., 1999, Bésuelle et al., 2000, Desrues and Viggiani, 2004]
have served as basis for the formulation and validation of a robust theoretical framework. The latter has
thus to account for strain localisation onset, post-peak material behaviour, as well as hydro-mechanical
couplings.

7.3.1 Background

From a theoretical perspective, the strain localisation process refers to the stability theory [Lyapunov,
1892], stating that a system is physically stable if a small perturbation of the initial conditions does not
increase with time. With reference to this definition, the strain localisation process can be seen as an in-
stability that can be predicted from the pre-failure constitutive behaviour of the material [Sulem, 2010].
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In this sense, it is now generally linked to the bifurcation theory, referring to the loss of uniqueness of
the solutions of a given boundary problem [Hill, 1958, Rice, 1976, Chambon and Caillerie, 1999]. As
conceptually displayed in Figure III–5a, it corresponds to a point in the stress-state domain, for which
it exists an alternative solution in addition to the fundamental one for the next loading increment dur-
ing the evolution of a physical process. At this point, the material is thence subjected to spontaneous
change of deformation mode (instability) following the branch of alternative solution. Among the var-
ious modes proposed in the literature to characterise the bifurcation phenomenon such as necking [Hill
and Hutchinson, 1975], diffuse loss of homogeneity [Vardoulakis, 1979, Vardoulakis, 1981], surface
wave [Triantafyllidis, 1980], or shear banding [Rice, 1976], the emphasis is on the strain localisation in
shear band mode in this work, because it is the failure mechanism that is mainly evidenced in geoma-
terials [Finno et al., 1996, Vardoulakis et al., 1978, Desrues and Viggiani, 2004, Desrues, 2005]. The
bifurcation phenomenon is illustrated in Figure III–5b for a material under compression or shear [Thakur,
2007]. During the first compression part, the load-displacement curve of the global response of the ma-
terial firstly exhibits a linear behaviour. Under this elastic regime, the solution is unique corresponding
to a uniform distribution of strain. Then under elastoplastic softening regime at the peak stress, there is
a loss of uniqueness of the post-peak solution as a consequence of the strain softening in the material
behaviour. In fact, once the strength decreases beyond the peak strength, the material response can either
continue along the elastic unloading curve or follow the plastic loading curve, thus undergoing a plastic
strain increase and instigating an infinity of localised solutions with non-uniform strain distribution. For
the compression experiment of Figure III–5b, the loss of uniqueness may result in the development of
shear bands among the potential types of localised solutions. Such a discontinuity is characterised by
an elastic unloading outside the shear band, while the material remains under plastic loading inside the
shear band with a concentration of plastic strain.

(a) (b)

Figure III–5 – (a) Conceptual scheme of a bifurcation problem with fundamental and alternative solutions
and (b) example of a post-peak behaviour for a specimen under uniaxial compression. Modified after
[Thakur, 2007].

The necessary criterion for the emergence of localisation is determined by seeking the possible crit-
ical conditions for which a bifurcation point could exist and an alternative solution, corresponding to
a localised deformation into a planar band is possible [Rice, 1976, Vardoulakis, 1996a, Vardoulakis,
1996b]. A certain number of studies have been dealing with the development of appropriate consti-
tutive relationships which can predict satisfactory the initiation of failure in the form of the incipient
of a shear band. It has been especially particularised for soils [Rudnicki and Rice, 1975, Vardoulakis
et al., 1978] and soft rocks [Bésuelle, 1999, Sulem et al., 1999, Vardoulakis, 1984], considering non-
associative laws [Bigoni and Hueckel, 1991a, Bigoni and Hueckel, 1991b] and hypoplastic laws [Cham-
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bon, 2000, Desrues, 1989, Kolymbas, 1981, Tamagnini et al., 2000]. In the following is summarised the
criterion for strain localisation proposed by Rice and co-workers [Rudnicki and Rice, 1975, Rice, 1976],
which is based on the theoretical studies of material stability for elastic materials [Hadamard, 1903] and
later extended to inelastic materials [Thomas, 1961, Hill, 1962, Mandel, 1966].

7.3.2 Strain localisation criterion

The shear band, is regarded as a very thin layer bounded by two parallel material discontinuity sur-
faces B1 and B2 (shear band boundaries), separated by a distance 2b (shear band thickness), with an
incremental displacement gradient [Hill, 1962]. The theoretical scheme of a shear band is presented in
Figure III–6 where the superscripts 0 and 1 denote quantities outside and inside the shear band respec-
tively. The so-called Rice bifurcation criterion is defined to analyse the stress state and investigate the
eventuality of bifurcation occurrence in the stress and strain paths, for incrementally linear behaviour.
At the strain localisation appearance, the stress and strain fields are assumed to be continuous on a solid
body, and the discontinuity appears on the interfaces between the shear band and the outer material, for
the stress field rate σ̇i j and for the corresponding velocity gradient field Li j. Concretely, this criterion is
based on a static condition, a kinematic condition and on the constitutive equation.

The static condition expresses the surface equilibrium of the shear band interfaces with the outer
material and the discontinuity of the stress field rate. In rate form, it reads:

ni
(
σ̇

1
i j− σ̇

0
i j
)
= 0 (III–1)

where σ̇i j is the Cauchy stress rate, and ni is the normal unit vector to the shear band.

The kinematic condition expresses the discontinuity of the velocity gradient field Li j across the shear
band interfaces in its normal direction as a dilatant strain jump and a shear strain jump, but without any
longitudinal strain jump:

L0
i j = L1

i j + ςin j (III–2)

which is equivalent to:

ςin j =
∂
(
u̇1

i − u̇0
i

)
∂x j

(III–3)

where u̇i is the velocity field, and ςi is an additional velocity gradient field of the shear band that specifies
the band mode and is defined as:

ςi =
∂
(
u̇1

i − u̇0
i

)
∂ξ

(III–4)

where ξ is the shear band normal coordinate axis.

The constitutive law expresses the relationship between the stress and strain fields increments. Ma-
terials usually exhibit elasto-plasticity with an incrementally non-linear relationship. However, the strain
localisation criterion was initially established for classical materials under associated plasticity and incre-
mentally linear behaviour. Thence, following the rather strong assumption of linearity, the constitutive
law reads in the general form:

σ̇i j =Ci jklLkl (III–5)

where Ci jkl is the elastoplastic constitutive tangent tensor for small strains and rotations.
If continuous constitutive tensors are supposed across the shear band, that is to say C0

i jkl = C1
i jkl =

Ci jkl , then a continuous bifurcation is the first possibility of bifurcation appearance. Yet it is much more
common for a bifurcation phenomenon to be discontinuous [Rice and Rudnicki, 1980]. It implies plastic
loading inside the shear band and elastic unloading in the outer material, for which different constitutive
tensors are assumed, i.e. C0

i jkl =Ce
i jkl and C1

i jkl =Ci jkl respectively. Hence, considering a discontinuous
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Figure III–6 – Theoretical scheme of a shear band.

bifurcation and using the static condition (III–1), the kinematic condition (III–2) and the constitutive
equation (III–5) gives a third order equation system where the unknown is the vector ςi:

ni
(
C1

i jkl
(
L0

kl + ςknl
)
−C0

i jklL
0
kl
)
= 0 (III–6)

The trivial solution ςi = 0 is always possible but means that no shear band can occur for the unique
solution L1

i j = L0
i j. Other non-trivial solutions can be found for ςi 6= 0 although the difference between

the constitutive tensors inside and outside the shear band makes the bifurcation analysis more intricate.
Assuming that continuous bifurcation always precedes discontinuous bifurcation [Rice and Rudnicki,
1980, Simo et al., 1993], the bifurcation condition (III–6) can be particularised as follows:(

niCi jklnl
)

ςk = 0 (III–7)

The non-trivial solutions ςi 6= 0 in this case are met if and only if the determinant of the acoustic
tensor is less or equal to zero, i.e. det

(
niCi jklnl

)
≤ 0. Provided that Ci jkl is the elastoplastic constitu-

tive tensor, it has been demonstrated that this criterion holds in the case of a classical single-mechanism
elastoplastic model [Chambon, 1986].

It is worth noted that the strain localisation criterion can be extended to two-dimensional plane state
problems, for which a double orientation of the shear is obtained, indicating that shear band can initiate
in two conjugated bifurcation directions. The criterion can also be generalised to large strain problems
[Wang, 1993] given that the elastoplastic constitutive tangent tensor is written for large strains and ro-
tations, to no-classical (non-associated) elastoplasticity [Raniecki and Bruhns, 1981], or to materials
exhibiting hardening of the plastic properties in addition to softening [Rudnicki and Rice, 1975]. Fi-
nally, it should be pointed out that all these developments are valid for pure mechanical analysis. In a
multiphysics context, it has been shown that evenif the much more complex localisation patterns can
be obtained in coupled hydro-mechanical problems [Vardoulakis, 1996b], the localisation condition de-
pends only on the material drained properties [Loret and Preost, 1991].
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8. Strain localisation modelling

It has been exposed so far that rupture in a localised mode is observed experimentally, and that
theoretical tools are available to characterise this phenomenon when the conditions of occurrence are
met. The next step is to define a robust modelling approach for strain localisation. In that purpose, this
chapter tackles the general aspects related to the computational modelling of strain localisation in shear
band mode.

The first part (Section 8.1) emphasises the practical implications behind the numerical implementa-
tion of such a process. The distinction between the continuous and discrete descriptions of fracture is
briefly broached, with an emphasis on the former that is the one in use in the LAGAMINE FE code. The
spatial discretisation dependency associated to the use of this approach with a classical finite element
method is a major modelling issue that is also discussed. Some of the suitable regularisation techniques
allowing to alleviate this mesh sensitivity are presented in the second part (Section 8.2). Finally, the last
part (Section 8.3) of the chapter raises the question of the interactions between physical phenomena such
as gas migration and the localisation process, and endorses the purpose of the numerical developments
that will be presented in the next chapter.

8.1 Modelling issues

When it comes to the modelling of shear strain localisation, questions arise about how to represent
discontinuities, either continuously or discontinuously, as well as how to mitigate mesh dependency,
particularly if the former approach is used.

8.1.1 Continuous vs discontinuous approaches

An accurate numerical modelling of the entire failure process of a material subjected to strong solic-
itations has to account for the successive steps leading to material rupture, as described in section 7.2.3.
The material first undergoes damage which subsequently generates strain localisation leading to the ap-
pearance of fractures with additional modifications of the properties inside, and in fine to the definitive
rupture. The material damage by micro-cracking can be handled by a continuous approach correspond-
ing to the progressive degradation of the elastic or plastic strength properties of the material, initiating a
non-linear mechanical response. The large variety of computational techniques dedicated to the material
damage in the context of continuum mechanics ensures the preservation of the description while repro-
ducing the process of micro-cracking. They range from macroscopic and phenomenological methods
[Kachanov, 1958, Lemaitre et al., 2009] to multi-scale or micro-mechanical methods, which include the
microstructure effects on the solid properties [Budiansky and O’connell, 1976, Horii and Nemat-Nasser,
1983] or for which microcrack-induced damage can be produced [Zhu et al., 2008, Levasseur et al.,
2013]. As a possible consequence of softening damage behaviour, the strain localisation phenomenon
inducing discontinuities and fractures can occur. Among the existing models able to numerically rep-
resent the material discontinuities instigated by the fracturing process, the numerical analysis of strain
localisation has traditionally fallen into two main categories:

• Continuous approach: The fracture is simulated presuming a smooth and continuous displace-
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ment field everywhere in a material. As a result of the differentiability of this field, a strain field can
also be specified at all positions within the body. From these assumptions, the material can be seen
as a continuous medium and be investigated according to the continuum theory. This approach
includes material damage without explicitly reproducing the fractures and their discontinuities.

• Discontinuous approach: The fracture is simulated assuming the development of jumps in the
displacement field of the material, which translates into the creation of failure surfaces within the
material. This approach is therefore dedicated to the physical replication of fractures.

Conceptually, the techniques pertaining to discontinuous failure models as e.g. [Armero and Garikipati,
1996, Larsson et al., 1999, Wells, 2001, Callari et al., 2010] that actually reproduce the appearance of
failure surfaces within a material, exhibit a weak discontinuity (see Figure III–7a) or a strong disconti-
nuity (see Figure III–7b) in the displacement field to model the strain localisation. On the other hand,
the techniques related to continuous failure models as e.g. [Ortiz and Leroy, 1989, Chambon et al.,
2001a, Collin et al., 2006, Salehnia et al., 2013, Pardoen et al., 2015b] consider continuous kinematic
fields with a jump in the strain rate field involving potentially steep gradients across a small region to
model the strain localisation (see Figure III–7c).

(a) (b) (c)

Figure III–7 – Conceptual representation of the displacement and strain fields for the numerical treatment
of a localised zone (section A-A

′
): (a)-(b) discontinuous failure model applied for weak and strong

discontinuities respectively, (c) continuous failure model . After [Wells, 2001].

From a physical standpoint, the choice between continuous and discontinuous models is rather depen-
dent on the type of material that is studied. Discrete cracks (displacement jump) occur almost instanta-
neously while the yield strength of very brittle materials, like glass, is reached. By contrast, displacement
jumps develop just at the last stage of failure, well past the peak load and just prior the ultimate collapse
for highly ductile materials. As reported in [Wells, 2001], it becomes more difficult to opt for the most
suitable approach when considering quasi-brittle materials that cover a large range of engineering mate-
rials, such as polymers, some metals, concrete or rocks, including those envisaged for deep geological
disposals. For such materials, two main stages can be identified in the failure process, namely phases IV
and V in Figure III–4. In the pre-peak phase dealing with the intensification and coalescence of micro-
cracks, continuum formulations are more appropriate as the development of damage or plastic flow can
be represented as a degradation of the continuum, i.e. strain softening. By contrast, discontinuous formu-
lations are more suitable at the very last phase just before the destructive failure, when the displacement
jumps across material surfaces may reach a critical point.

In this work, special attention is paid to clayey rocks likely to host underground waste repository,
such as Boom Clay and Callovo-Oxfordian claystone, for which shear fracture in band mode is the pre-
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dominant source of fracturing caused by the excavation process [Wileveau and Bernier, 2008, Armand
et al., 2014]. Shear strain localisation can thus be seen as the predictive mechanism of the fracturing pro-
cess leading up to failure. In light of these observations, it makes sense to opt for a continuous approach
as it is implemented in the LAGAMINE code. The modelling of strain localisation in this framework will
thus induce the development of shear bands with non-uniform strain distribution that may engender a
displacement discontinuity between both sides of a shear band, but without explicitly reproducing the
fractures.

8.1.2 Mesh dependency

Following the continuous approach, the strain localisation phenomenon is perceived as the appear-
ance of a discontinuity in the strain rate, i.e. a localised shear band, which is a marker of the loss of
uniqueness of the solution. Reaching the bifurcation criterion for continuum models applied to fail-
ure analysis is generally caused by some intrinsic features of the material behaviour, among which the
strain softening is the driving mechanism [Lemaitre et al., 2009]. Material softening reflecting the de-
crease in load carrying capacity of a material under accumulated inelastic strains can be considered as
the macroscopic reflection of the inhomogeneities propagation at the microscopic scale, such as micro-
cracks, pre-existing defects, imperfections, etc. In that sense, the strain localisation response achieved
by continuous models could be regarded as the degradation of continuum, that is, strain softening.

(a) Classical finite element method (b) Regulation technique

Figure III–8 – Modelling of a plane strain compression test with two distinct meshes of 10× 20 and
20×40 elements: total deviatoric strain using (a) a classical finite element method and (b) a regularisation
technique of second gradient type.

Nevertheless, classical finite element models are not capable of effectively predict the behaviour of
a material as soon as highly heterogeneous deformations become involved, as it is the case in the post-
bifurcation, or post-localisation regime. If one refer to the experimental observations presented in Section
7.2, these models do not take into account the microstructural mechanisms, such as the rearrangement
of grains in granular materials or the development of micro-cracks in cohesive materials which lead to
the sudden appearance of localisation bands and govern the width of these deformation zones. From a
theoretical point of view, the governing equations in classical finite element methods do not provide any
information on the band width, which is controlled by the intrinsic properties of the material at a lower
scale and so, an infinity of solutions is possible. From a numerical point of view, the use of such kind of
models to predict strain localisation upon softening leads to a mathematically ill-posed boundary value
problem in the post-localisation regime suffering of a pathological dependency to the mesh size and
orientation as widely reported in the literature [Pietruszczak and Mróz, 1981, De Borst and Mühlhaus,
1992, Zervos et al., 2001, Wu and Wang, 2010] and illustrated in Figure III–8a. This means that the
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thickness of the shear band concentrates in a narrow band zone which is proportional to the element size
of the mesh used to approximate the geometry of the problem. The physical implication gets reflected
when a very refined finite element discretisation is considered with an element size tending towards zero
[De Borst et al., 1993]. In this case, the localisation zone becomes vanishingly small, causing zero energy
dissipation as far as it is entirely concentrated inside the zones of localised strains. It implies that the
energy from the deformation of the material is totally conserved [Bažant and Belytschko, 1985] which is
physically inadmissible.

In order to put in evidence the deficiency of classical tools, one can go back to simple compression
tests as illustrated in Figure III–5b and modelled in Figure III–8. With these tools, the thickness of
the shear band under softening plastic loading is a priori undetermined and a mesh-dependency of the
model response is observed as far as the problem is ill-posed. For the most localised solution (strong
discontinuity), the shear band thickness reduces to the size of the smallest element, and may theoreti-
cally cancel for an increasing number of elements [De Borst et al., 1993]. Another study [Kotronis et al.,
2008] has exemplified that the situation is even worse, when solving the one-dimensional layer problem
of thickness L subjected to shear loading. If the thickness l of the localised zone is larger than the overall
thickness of the layer L, then it has been noticed that the solution of the shearing problem remains homo-
geneous, whereas if the thickness of the localised band l tend towards zero, the response of the material
gets closer to its elastic regime. Such trivial examples evidence the need for an internal length scale in
order to properly model the post-peak behaviour (Figure III–8b). Several regularisation techniques have
been proposed to tackle the dependence to the finite element discretisation of such kind of problem, as
listed in the next section.

8.2 Regularisation techniques

From previous observations, it appears that classical models require the introduction of one additional
material parameter, defined as the internal length scale, in order to reflect the heterogeneous mechanisms
at the microscopic scale and to control the width of the zone in which strains localise at the macro-
scopic level (the shear band thickness), in the post-localisation regime. By specifying the width of the
failure zone, the non-physical case of complete collapse with zero energy dissipation is avoided, while
setting the length scale to zero, classical continuum theory is recovered. This way, these adapted mod-
els - referred to as non-classical models - are capable to maintain well-posed governing equations for
mode-II loading in the presence of strain softening [Pijaudier-Cabot and Bažant, 1987, De Borst, 1991],
by restoring the mesh objectivity but not the uniqueness of the solution. They can be considered as en-
hancements of the classical models in the sense that they preserve the continuum concepts of continuous
displacements and strains and are based on the same kinematic considerations.

In the literature, these enhanced approaches are basically gathered in two main categories described
in the following: one consists in the enrichment of the constitutive law, and the other one consists in the
enrichment of the continuum kinematics with microstructure effects.

Apart from that, some models propose to introduce the viscosity as a procedure to regularize the
elastic-plastic solid [Needleman, 1988]. Other methods avoid the need to integrate an internal length
scale by enriching the finite element formulation, and treat the localisation zone as a zero-thickness band
[Simo and Rifai, 1990]. Even if these former techniques have difficulty controlling the band width and
the latter ones relate more to a discontinuous-oriented approach which is not the one applied in this
work, it seems coherent to give a few words about their potential applications dealing with shear band
modelling.

8.2.1 Enrichment of the constitutive law

This kind of theory proposes to introduce the internal length scale at the level of the constitutive
model, and constitutes a first solution to properly represent the experimental results involving strain
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localised pattern. The constitutive law can be enriched with several types of strategies including the
following.

The non-local approach

Originally formulated for elastic media [Kröner, 1967, Eringen, 1972], and later extended to the
elasto-plasticity framework [Cemal Eringen, 1981], the classical non-local approach was then enhanced
to handle strain softening in finite element analysis in a consistent manner, while at the same time avoid-
ing spurious mesh sensitivity and precluding strain localisation to a vanishing volume [Bazant et al.,
1984, Pijaudier-Cabot and Bažant, 1987]. Such a theory has proven to be applicable to concrete [Bazant
et al., 1987] or to soils [Brinkgreve, 1994] and especially multiphase porous media [Lazari, 2016], reg-
ularising boundary value solutions when strain localisation takes place in the form of shear zones and
cracks.

Figure III–9 – Non-local approach on a representative material volume.

The non-local integral theory states that the response of the material is determined not only by the
corresponding state at the point under consideration but also by the state of its neighbouring points. The
non-local variable v̊ at a material point xi can be defined as an averaging value of the local variable v in
a considered region Ω near that point (Figure III–9), and it is performed by a weighted spatial averaging
function that contains the internal length used to regularise the numerical solution. For instance, the yield
condition with isotropic hardening can be written as follows according to [De Borst et al., 2012]:

f (ε̊,κ) = ε̊−κ (III–8)

where ε̊ is the non-local strain invariant that replaces the equivalent deviatoric strain, and κ is an internal
variable.

Following the non-local theory, the non-local strain ε̊ is spatially averaged as follows:

ε̊(xi) =
1

ψ(xi)

∫
Ω
Ψ(yi,xi)εs(yi)dΩ with ψ(xi) =

∫
Ω
Ψ(yi,xi)dΩ (III–9)

where xi is the coordinate vector of the material point where the non-local variable is considered and on
which the representative volume Ω is centred, yi is the coordinate vector of the infinitesimal volume dΩ,
and Ψ(yi,xi) is a given non-local weight function scaling ε̊ to ε̊ = εs for a homogeneous and isotropic
distribution of the variable. This distribution is usually defined in a Gaussian frame and depends on
the distance ‖xi− yi‖ and on a characteristic length parameter lc that represents the internal length scale
related to the microstructure.

The gradient plasticity approach

The gradient-dependent plasticity approach stems from pioneering works [Aifantis, 1984] that pro-
pose to incorporate the influence of gradients (of the first or higher orders) of internal variables in the
yield condition [Mühlhaus, 1991] and in the flow-rule [Vardoulakis and Aifantis, 1991, Zervos et al.,
2001]. This explicit gradient formulation can be derived from the non-local integral approach by in-
troducing gradient of internal variable, expanding the local variable into a Taylor series [Bazant et al.,
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1984, Lasry and Belytschko, 1988], using the weight function definition of Equation (III–9), and ne-
glecting terms above the second order. It has been applied in the framework of multiphase porous media
to analyse dynamic instabilities in fully and partially saturated granular materials [Zhang and Schrefler,
2000] and to derive an enhancement of the Cam-clay plasticity model [Stankiewicz and Pamin, 2006].

The explicit gradient formulation of the regularised variable can be derived explicitly from the local
variable and its gradient. Getting back to the example of the equivalent deviatoric strain εs, the regularised
expression of ε̊ comes from the Taylor expansion of εs and its truncation after the second-order terms,
under the assumption of isotropy, as:

ε̊ = εs + l̄
∂2

εs

∂xi∂xi
(III–10)

where l̄ is the gradient parameter with a dimension of [L2] so
√

l̄ can be related to the internal length
scale lc introduced to regularise the model.

The implicit gradient plasticity approach

The presence of second derivatives of the strain tensor in Equation (III–10) which involves first order
derivatives of the displacements, leads to continuity requirements for the internal variable that has to be
a continuously differentiable function [De Borst et al., 2012]. To overcome this necessity of class C1

function (whose derivative is continuous) in the explicit gradient model, an alternative implicit gradient
formulation close to the structure of the explicit non-local model has been proposed [Peerlings et al.,
1996, Peerlings et al., 2001]. The non-local internal variable is an additional unknown of the problem
and defined as the solution of the Helmholtz differential equation, which corresponds to an approximation
of Equation (III–9) similar to Equation (III–10):

ε̊− l̄
∂2

εs

∂xi∂xi
= εs (III–11)

The solution of this Equation (III–11) is of the same form as the non-local Equation (III–9) [Zauderer,
1989], given that an additional boundary condition on ε̊ is provided, such as [Lasry and Belytschko,
1988]:

∂ε̊

∂xi
ni = 0 (III–12)

where ni is the normal unit vector to the external boundary. Such formulations, initially proposed for
gradient damage [Peerlings et al., 1996], have been also adapted for gradient plasticity [Engelen et al.,
2002].

8.2.2 Enrichment of the kinematics

While the previous approaches with the enrichment of the constitutive law introduce the effect of
the microstructure indirectly through non-local or gradient terms, this second kind of theory proposes to
enrich the classical kinematics of the continuum medium with a proper description of the microstructure
kinematics. Adding some mathematical constraints to general media with microstructure, also called
micromorphic media [Eringen, 1970], yields a large panel of models including the following.

Macro-kinematic preliminaries

In the framework of classical continuum medium, the kinematics of a material particle of volume Ω
is described at the macroscopic scale by its (macro) displacement field ui, function of the coordinates
denoted xi. The classical kinematic fields and their related rate forms are then defined as:
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• The (macro) deformation field corresponding to the gradient of the displacement field, and the
related velocity gradient field:

Fi j =
∂ui

∂x j

rate form−−−−−→ Li j =
∂u̇i

∂x j
(III–13)

• The (macro) strain field corresponding to the symmetric part of Fi j, and the related strain rate field:

εi j =
1
2
(Fi j +Fji)

rate form−−−−−→ ε̇i j =
1
2
(Li j +L ji) (III–14)

• The (macro) rotation field corresponding to the antisymmetric part of Fi j, and the related spin rate
field:

ri j =
1
2
(Fi j−Fji)

rate form−−−−−→ ωi j =
1
2
(Li j−L ji) (III–15)

Cosserat models

The most ancient model dealing with continua with microstructure that is reported can be traced
back to Cosserat brother’s seminal works [Cosserat and Cosserat, 1909]. In the Cosserat elastic theory,
the displacements at each point of the classical continuum are enriched with local rotation degrees of
freedom rc

i , as presented in Figure III–10. Due to the particle rotation, additional kinematic fields are
introduced [Vardoulakis and Sulem, 1995], and defined as:

• The micro-rotation fields (antisymmetric tensor):

rc
i j = ei jkrc

k (III–16)

where ei jk is the alternating tensor.

• The gradient of the particle rotation, or curvature:

Kc
i j =

∂rc
i

∂x j
(III–17)

Figure III–10 – Cossert elastic continuum theory: Kinematic degrees of freedom.

It can be added that a relative strain ε̄i j = Fi j− rc
i j is deduced from the difference between the macro-

deformations and the micro-rotations. Its symmetric part corresponds to the macro-strains εi j, while its
antisymmetric part coincides with the difference between the macro- and micro-rotations ri j− rc

i j, and
represents the relative rotation of a material point with regard to the rotation of its neighbourhood.

Furthermore, additional components are added to the stress and strain tensors. In particular, the cou-
ple of torques introduced in the former characterises bending and torsion at each material point. The
kinematic and static components related to the micro-rotations are linked together by a bending modu-
lus. The ratio between this latter and the Young modulus has the dimension of a length scale parameter
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whose introduction in the constitutive equations makes it possible to regularise the numerical problem.

The Cosserat theory has been first applied to granular materials [Brown and Evans, 1972], to predict
the state of bifurcation, the shear band orientation and the evolution of its thickness in sand specimens
[Muhlhaus and Vardoulakis, 1987], to reproduce the elastoplastic behaviour of a sandstone sample under
triaxial compression test [Sulem and Vardoulakis, 1990], or to study saturated and non-saturated condi-
tions in the framework of multiphase porous media [Ehlers and Volk, 1998]. According to [Calvetti et al.,
1997, Matsushima et al., 2003], it seems reasonable to assume that the mean value of the micro-rotations
of the grains is comparable to the macro-rotation of the material in granular specimens. Localisation
studies [de Borst and Sluys, 1991, Sluys and de Borst, 1992] have also been carried out with a Von
Mises plasticity model formulated within the framework of the Cosserat continuum, highlighting that
the regularisation effect is predominantly efficient when rupture occurs under high shearing deformation
(mode II). Although the Cosserat continuum theory has existed for several decades [Papamichos, 2010],
some questions still arise with regard to the direct measurement of the material moduli characterising the
model or to the prescription of boundary conditions for the micro-rotations [Kunin, 1982, Kunin, 1983].

Toupin and Mindlin’s principles

Other famous principles of materials with microstructure have been established in the 1960s by
Toupin [Toupin, 1962] and Mindlin [Mindlin, 1964, Mindlin, 1965]. It is supposed that a marco-volume
Ω includes smaller particles at the microscopic scale, which can be materialised by a micro-volume Ωm

embedded into the material volume Ω. A micro-displacement field um
i is specified independently of the

macro-displacement ui. Then, the kinematic fields at the microscopic scale are defined as:

• The micro-deformation field corresponding to the gradient of the micro-displacement field:

vi j =
∂um

i
∂x j

(III–18)

which is homogeneous in the micro-volume Ωm but not in the macro-volume Ω.

• The micro-strain field corresponding to the symmetric part of νi j:

ε
m
i j =

1
2
(vi j + v ji) (III–19)

• The micro-rotation field corresponding to the antisymmetric part of νi j:

rm
i j =

1
2
(vi j− v ji) (III–20)

with the micro-rotation being the rotation components of the Cosserat model in Equation (III–
16), i.e. rm

i j = rc
i j. The Cosserat theory can thus be seen as a particular case of the media with

microstructure, in which the micro-deformations are assumed to be equal to zero.

• The micro second gradient field:

hi jk =
∂νi j

∂xk
=

∂2um
i

∂x j∂xk
(III–21)

It can be added that the relative deformation of the microstructure ε̄i j = Fi j− νi j is deduced from
the difference between the macro and the micro-deformations. Its symmetric part corresponds to the
difference between the macro and the micro-strains εi j− εm

i j, while its antisymmetric part coincides with
the difference between the macro and micro-rotations ri j− rm

i j .
Furthermore, additional stresses are introduced, namely the microstress τi j which is an additive stess

field associated to the microstructure, and the double stressΣi jk. Following Toupin and Mindlin’s frame-
work, the constitutive law is computed from a potential, which implies to suppose a system with constant
energy [Mindlin and Eshel, 1968].
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(a) (b)

Figure III–11 – Kinematics of microstructure continuum: (a) initial configuration and (b) configuration
after external solicitations with relative displacement of the microstructure.

Germain’s general theory

A few years later, Germain’s theory [Germain, 1973a, Germain, 1973b] proposes a more generalised
version of the formulation based on the works of Toupin and Mindlin, where the kinematics of the
microstructure is kept independent of the kinematics of the macrostructure. Rather than deriving the
constitutive law from a potential energy-density which is a function of the strain and the rotation-gradient
[Mindlin and Eshel, 1968], the virtual power principle is introduced to provide a global framework for
the microstructure continuum formulation. This principle states that for any kinematically admissible
virtual field, i.e. which respects the solid continuity and boundary conditions, the equality between the
internal and external virtual power (produced by all stresses and forces acting on a mechanical system)
ensures the local equilibrium at every point of the domain, and thus the global equilibrium of the solid.
Since Germain’s theory serves as basis for many enhanced models including the local second gradient
model presented hereafter, the virtual work principle will be used for the formulation of a coupled finite
element in Section 6.5.

Second gradient models

Among the wide class of constitutive models which account for materials microstructure, the sec-
ond gradient models belonging to continuum models with higher deformation gradients (higher grade
continuum) have been widely used over the last three decades [Fleck and Hutchinson, 1997, Chambon
et al., 1998, Shu et al., 1999, Zervos et al., 2001, Collin et al., 2006]. This subclass includes the local
second gradient model 1 developed in Grenoble [Chambon et al., 1998, Chambon et al., 2001a] and more
particularly used in this work, which is briefly introduced in the following and whose entire numerical
framework is set out in the next Section 9.

The contemporary formulation of such a model finds its roots in the successive evolutions of the
theory of enhancement of the kinematics previously presented [Toupin, 1962, Mindlin, 1964, Germain,
1973a]. In particular, the local second gradient theory ensures that the material response at each point
does not only depend on the first gradient of strain but also on the second gradient of strain. More-
over, it is based on the main assumption that there is no relative deformation of the microstructure, i.e.
ε̄i j = 0, entailing the equalities between the (macro) deformation (Equation III–13) and micro-kinematic
(Equation III–18) gradients and between the related virtual entities:

vi j = Fi j =
∂ui

∂x j
implying v∗i j = F∗i j =

∂u∗i
∂x j

(III–22)

This hypothesis allows to reformulate the principle of virtual work as further explained in Chapter 9.
Using this approach, it is possible to obtain mesh-independent numerical solutions thanks to the

inclusion of an internal length represented by the constitutive parameter of the second gradient law

1. The term local refers to the constitutive equations which remain local.
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(specified in the next chapter, Section 9.3). Following preliminaries one-dimensional applications on a
bar in traction [Chambon et al., 1998, El-Hassan, 1997, Matsushima et al., 2002] or two-dimensional
applications on a thick-walled cylinder under radial stress [Sieffert et al., 2009, Caillerie et al., 2011],
several works during the last years have proved that the second gradient model is a competitive alternative
to not only model strain localisation in monophasic media [Matsushima et al., 2002, Chambon and
Moullet, 2004, Bésuelle et al., 2006] but also in multiphasic media [Collin et al., 2006, Pardoen et al.,
2014].

8.2.3 Rate-dependent models

The adoption of rate-dependent models by substituting plasticity with visco-plasticity and by using
the time-dependent viscosity parameter to tackle strain localisation has proven to be an effective tech-
nique especially in rate-dependent problems. Such an approach has been used in several works [Loret
and Preost, 1991, Sluys and de Borst, 1992, Wang et al., 1997, Díez et al., 2000, Regueiro and Foster,
2011]. It is possible to demonstrate mathematically that the addition of this term implicitly introduces
an internal length scale into the constitutive model, thus removing the pathological mesh dependency
associated to strain localisation [Needleman, 1988]. Nevertheless, when the load velocity decreases,
the visco-plastic solution tends towards the elasto-plastic one, vanishing the regularising effect for rate-
independent or quasi-static problems. Therefore, one of the limitations of these models comes from the
band width that is not exclusively determined by the material parameters but is mostly dependent on the
load velocity.

8.2.4 Discontinuity approaches

The representation of a crack or a fracture in a discrete way dates back to the initial studies on frac-
ture mechanics, first devoted to linear elastic behaviour of brittle materials [Griffith, 1921] and further
enriched with the plastic considerations of ductile materials [Irwin, 1948, Orowan, 1949]. Numeri-
cally, discontinuous fracture modelling with elements techniques comprises the cohesive zone method
[Dugdale, 1960, Barenblatt, 1962, Xu and Needleman, 1994], discontinuous mesh interface or contact
elements [Zhong and Mackerle, 1992], the strong-discontinuity approach [Simo et al., 1993], remeshing
methods [Bouchard et al., 2003], or extended finite element methods [Moës et al., 1999].

The so-called strong-discontinuity approach [Simo et al., 1993] is an efficient alternative when a
shear band evolves as a fault, making it impossible for the material to support highly localised strains
especially in the post-localisation regime. The principle is to model the crack growth implicitly by a
jump in the displacement field [Simo and Rifai, 1990]. In that sense, discontinuity approaches provide
a better kinematic description of highly discontinuous displacement fields than pure continuum models
that smear the displacement jumps uniformly over the entire element as reported in Section 8.1.1. In
particular, such approaches have been originally dedicated to solids, showing good results for deviatoric
plasticity models with a constant post-localisation softening modulus [Armero and Garikipati, 1996,
Simo et al., 1993], before being applied to geomechanics problems in the early 2000s [Borja, 2000,
Regueiro and Borja, 2001, Borja, 2002], and especially to saturated porous media [Armero and Callari,
1999], later generalised to partially saturated conditions [Callari et al., 2010].

To overcome the dependency of the strain approximations on both parts of the element separated by
a strong discontinuity [Jirásek, 2002], the Extended Finite Element Method (XFEM) [Belytschko and
Black, 1999] propose to enrich only the nodal displacements surrounding the discontinuities and not
the elements. Practically, XFEM has been employed for modelling shear bands as strong discontinuities
within a continuum mechanics context [Samaniego and Belytschko, 2005, Areias and Belytschko, 2006],
within a higher-order continuum model based on the Cosserat theory to simulate shear band localisation
[Khoei and Karimi, 2008], or for modelling shear band localisation using non-associated plasticity mod-
els [Daneshyar and Mohammadi, 2013, Liu, 2015].

122



8. Strain localisation modelling Part III : Modelling gas transport in the EDZ

8.3 Hydro-mechanical couplings and model’s raison d’être

The aim of numerically reproducing the phenomenon of gas migrations through the excavation dam-
aged zone requires the extension of the employed regularisation techniques to multiphasic materials and
multiphysics problems, which raises the question of the interactions between physical problems and lo-
calisation processes, and how to model them.

So far, the development of the EDZ has been only considered from a purely mechanical point of view.
Considering that material rupture is generally preceded by localised deformations in shear band mode
that can lead to material damage, micro-cracks and fractures, shear strain localisation is used as the pre-
cursor of fractures appearance numerically. This first step of numerical modelling can be undertaken via
continuous or discontinuous methods provided that a suitable regularisation technique is implemented.
Although some studies have highlighted the effects of permeability on shear band development and sta-
bility [Loret and Preost, 1991] and that permeability plays the role of an internal length parameter for a
certain domain of values in dynamic coupled models [Zhang et al., 1999, Zhang and Schrefler, 2002],
the irreversible impact of the fracturing process on flow characteristics is another aspect to address, par-
ticularly when it comes to gas transfers.

Indeed, besides the mechanical aspects discussed through continuous and discontinuous cracking,
the fracturing process is also dominated by hydro-mechanical property changes, inducing significant
modifications in the flow and transport behaviour of the studied zone [Wileveau and Bernier, 2008, Ar-
mand et al., 2014]. On the one hand, the intrinsic permeability can drastically vary of several or-
ders of magnitude in the damaged zone, which impacts the potential gas transfers and must be taken
into account numerically. The different methods aiming at modelling the influence of the fracturing
on permeability range from classical approaches based on fracture aperture [Snow, 1969, Witherspoon
et al., 1980] to more complex approaches based on hydraulic properties damage [Dormieux and Kondo,
2004, Barthélémy, 2009, Levasseur et al., 2013] or include a dependency of the permeability with a
mechanical parameter, such as strain or plastic deformation for instance [Liu et al., 1999, Chen et al.,
2007, Olivella and Alonso, 2008, Pardoen et al., 2016]. In this work, the latter approach is prescribed
with a hydro-mechanical coupling involving a deformation-dependent evolution of the material intrinsic
permeability based on a power formulation, as defined in the next chapter in Section 9.4. As far as the
fractured rock is modelled as a continuous medium at the macro-scale, the evolution of the intrinsic per-
meability directly relies on the mechanical deformations. Such an evolution is responsible for the more
important increase in permeability within the shear bands owing to the strain localisation effect. On the
other hand, the retention behaviour is another property of the material that can evolve with the cracking
and damage. In particular, the fracturing process in porous materials can induce modifications of the
pore network morphology, thus affecting the water retention curve, the gas entry pressure (and the per-
meability) [Arson and Pereira, 2012, Pereira and Arson, 2013, M’Jahad et al., 2015]. Again, considering
the fractured rock as a continuous medium at the macro-scale, this additional hydro-mechanical coupling
can be implemented by assuming an evolution of the retention curve with the mechanical deformations
[Olivella and Alonso, 2008, Gerard, 2011]. For such an evolution, an increase in the pore size under
fracturing results in a decrease in the gas breakthrough pressure as highlighted in Section 5.4 of the liter-
ature review, which tends to amplify the desaturation of the damaged zone for a given capillary pressure.

In short, numerical models that can properly handle strain localisation phenomena in rocks consid-
ering HM [Plassart et al., 2013, Marinelli et al., 2015, Pardoen et al., 2016] or THM [Sieffert et al.,
2011, Rattez et al., 2018] couplings have already been proposed, but without focussing explicitly on
the presence of gas. The effect of the EDZ on the hydro-mechanical properties evolution is well cap-
tured [Pardoen et al., 2016] but direct interactions with gas migrations has only been briefly investigated
by means of a simplified model of gas pressure evolution [Autio et al., 2006] or with a coupled HM-
damaged model [Xue et al., 2018]. Yet in both cases, the rigorous and representative development of
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the EDZ is eluded. This lack of numerical modelling which combines all the aspects inherent to gas mi-
grations in damaged clay rock materials at once has stimulated the undertaking of the present numerical
developments. This contribution aims thence at developing a second gradient H2M model (standing for
two-phase flow hydro-mechanical model) in order to simultaneously capture the multi-physics couplings
related to gas transfers in partially saturated clay formations and the strain localisation aspects associated
with the creation of the EDZ. More specifically, this model pays special attention to the modelling of
HM couplings prone to occur in the EDZ and susceptible to affect the kinetics of gas transfers.

In practise, the second gradient H2M model implemented in the LAGAMINE code following a number
of serial contributions [Collin et al., 2006, Pardoen et al., 2015a] constitutes the basis of the developments
described hereafter. With respect to these previous works, the presence of gas implies its proper degree
of freedom. In particular, the following main axes of novelties are proposed:

• Introduction of an additional degree of freedom for variable gas pressure.

• Implementation of the stiffness matrix terms capturing the coupling of the mechanics on the fluids.

• Definition of appropriate retention models and relative permeability curves to simultaneously deal
with variable water and gas pressures.

• Formulation of the hydro-mechanical couplings linking the fluid transfer properties to the defor-
mations, to refine the modelling of the gas transport kinetics.

• Creation of suitable FE meshes to deals with gas propagation in different clay materials at different
scales.
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9. A second gradient H2M model

This chapter focusses on the second gradient model originally elaborated by [Chambon et al., 1998,
Chambon et al., 2001a] that is integrated in the LAGAMINE code, on the successive improvements made
to this technique over the past decades, and on the novelties that the present work aims to provide. In
particular, this chapter addresses the adaptations to the balance equations (Section 9.2) and the specific
constitutive laws (Section 9.3) that are required when using a regularisation method with microstructure
enriched medium in the finite element code. Some advanced hydro-mechanical couplings essential for
a better representation of the hydraulic properties modifications induced by fracturation in the EDZ are
also defined (Section 9.4). Finally, the theoretical developments leading to the formulation of the second
gradient H2M coupled finite element SGRT, including the linearisation of the field equations and the
finite element discretisation are proposed (Section 9.5).

9.1 Review of the local second gradient model

As emphasised in previous Chapter 8, the proper reproduction of strain localisation in geomaterials
with finite element methods requires an appropriate enhanced model. Among the extensive collection
of available tools, the local second gradient model elaborated within the framework of microstructure
continuum theory is the one that is chosen in the present work. This section aims to review the existing
literature related to this model, by detailing the successive computational developments and advances
regarding the implementation of this regularisation technique.

The origins of the local second gradient model can be traced back to the early 2000s in Grenoble,
following innovative works of [Chambon et al., 1998, Chambon et al., 2001a], which aimed at provid-
ing a general framework to deal with local second gradient methods within theories with microstructure,
keeping in mind future applications for geomaterials. The starting point of these numerical developments
was that specific elasto-plastic local models with microstructure, such as Cosserat second gradient and
local second gradient models, had promising features to model granular materials and cohesive geomate-
rials respectively. In the framework of microstructure continuum theory, a microkinematic gradient field
νi j is introduced to describe strain and rotation at the micro-scale, and additional stresses are integrated,
namely the micro-stress τ which is an additive stress field associated to the microstructure, and the double
stress Σi jk. The local second gradient model is based on the main assumption that the micro-kinematic
gradient is equal to the deformation gradient, as recalled from Equation (III–22):

vi j = Fi j =
∂ui

∂x j
implying v∗i j = F∗i j =

∂u∗i
∂x j

(III–23)

Concretely, this technique introduces an implicit internal length scale in the model that removes the
pathological mesh dependency when strain localisation occurs. In elasticity, this parameter is propor-
tional to the ratio of the two constitutive moduli defined by the first and second gradient constitutive laws
as it will be specified in Section 9.3.

A variational formulation of the general expression of the second gradient model has been first de-
rived from the virtual power principle [Germain, 1973a], for monophasic media in one dimensional
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configurations [Chambon et al., 1998]. Second order derivatives of displacements are included in the
virtual power principle. It means that the kinematically admissible field u∗ as well as the displacement
field u have to be two times differentiable implying the necessity of C1 finite elements to be implemented
in a FE code. This can be avoided by making use of Lagrange multipliers to enforce the relation be-
tween the micro-kinematic gradient and the spatial derivatives of the corresponding displacements. At
that time, this first version of the second gradient theory was also extended to two dimensional cases,
within the framework of either small deformations, that is to say all the configurations of equilibrium
of a solid body remain infinitely close, or large deformations [Matsushima et al., 2000, Chambon et al.,
2001a, Matsushima et al., 2002].

Later on, the second gradient theory was extended from monophasic to biphasic medium in order
to model saturated and partially saturated porous media [Collin et al., 2006]. As specified in Chapter
6.1, the medium includes incompressible solid grains, under isothermal and quasi-static conditions. The
solid and fluid phases are assumed as immiscible and phase changes, like evaporation and dissolution,
are not taken into account. According to the more general formulation in which the second gradient
effects are also associated to the fluid phase [Sciarra et al., 2007], the pore fluid equation could eventu-
ally introduce its own internal length scale in the system. Yet it is assumed that the pore fluid does not
have an influence at the microstructure level, entailing that pore water pressure variations do not gener-
ate micro-kinematic gradient. This additional hypothesis was first formulated on a Cosserat model for
biphasic medium [Ehlers and Volk, 1998]. Similarly to classical poromechanics, the effect of water on
the total stress is defined according to Terzaghi’s effective stress postulate [Terzaghi, 1936], contrary to
the double stressΣi jk that is only related to the solid phase and is independent of the pore water pressure.

On the basis of the second gradient model was derived a simplified theory within the framework of
constrained micromorphic models involving only the micro-volumetric strain [Fernandes et al., 2008].
Provided the use of an additional penalty term in the numerical treatment, this hydro-mechanical second
gradient dilation model turns out to be quite efficient to regularise problems capturing behaviours with
plastic volumetric strain such as the ones of geomaterials. This model is characterised by a reduction of
the number of degree of freedoms which makes it less time consuming than the more general ones. It
has thus been put into practise for 2D problems such as the biaxial compression test [Fernandes et al.,
2008] or the drilling of a borehole, as well as for a very simple 3D problem dealing with a triaxial test
[Fernandes et al., 2011].

Other important advances have been carried out to enrich the second gradient model with coupled
and multiphysics phenomena. In order to take into account the potential heat exchanges occurring within
geomaterials, the thermal effects were added to the initial HM model developed by [Collin et al., 2006],
to come up with a local second gradient model involving thermo-hydro-mechanical couplings [Sieffert
et al., 2011]. With this extension of the model implemented, it was more specifically possible to deal
with the important topic of the evolution of an excavation damage zone under thermal load in the de-
sign of nuclear waste disposals. For this study, the analysis was restricted to saturated conditions, with
a dependence of the solid grain density, of the liquid density and of the viscosity of the fluid on the
temperature. Subsequently, the second gradient model has also been adapted for partially saturated con-
ditions with constant gas pressure and permeability evolution [Pardoen et al., 2014]. Considering the
fractured rock as a continuous medium at the macroscale, the intrinsic hydraulic permeability evolution
is reproduced through a strain-dependent relation [Pardoen et al., 2016]. Some applications dedicated to
the modelling of the excavation of a nuclear waste storage gallery in the Callovo-Oxfordian claystone
have been performed, showing good agreement with in situ large-scale measurements and observations
of the excavation damaged zone evolution.

Finally, other major efforts have been undertaken more recently to extent the local second gradient
model to the multi-scale approach, by replacing the classical constitutive law by finite element simula-
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tions performed at the micro-scale. Some contributions [Marinelli, 2014, van den Eijnden, 2015] have
implemented the finite element squared (FE2) framework, in which the finite element method is run at
both scales, i.e. micro and macro [van den Eijnden et al., 2016]. In particular, this model is applied
for modelling hydro-mechanical coupling in the Callovo-Oxfordian claystone during the simulation of
gallery excavation in the context of radioactive waste repositories [van den Eijnden et al., 2017]. An
alternative was also proposed based on a FEM × DEM multi-scale approach [Argilaga, 2016], namely a
method that couples Discrete Elements at the micro-scale and Finite Elements at the macro-scale, with
with applications to mechanical problems [Desrues et al., 2019]. Finally, some works [Plúa, 2018] have
attempted to exploit the characteristics of Isogeometric Analysis (IGA) for the numerical solution of cou-
pled hydro-mechanical problems in saturated and partially saturated second gradient poro-elastoplastic
geomaterials. Among the most relevant features of IGA, its smoothness, its convergence rate and partic-
ularly its intrinsic higher-order continuity between elements represent a definite improvement over the
standard FEM, with advantages in terms of computational efficiency.

9.2 Balance equations

As for classical continuum framework presented in chapter 6, the material is considered as a porous
medium and the balance equations are based on averaging theories. In the proposed developments, the
local second gradient model is extended from a biphasic to a multiphasic medium (solid particles, gas
and water), with a view of taking variable gas pressure into account (H2M). Then, starting from the
balance equations of the multiphasic problem in classical poromechanics presented in Section 6.2, a
micro-kinematic gradient field νi j is introduced in the framework of microstructure continuum theory in
order to describe strain and rotation at the micro-scale, under the assumption of no relative deformation
of the microstructure (νi j = Fi j and ν∗i j = F∗i j). Moreover, when dealing with the second gradient theory
in multiphasic context, the hypothesis of no pore fluids influence at micro-scale such that fluids pressure
variations do not generate any micro-kinematic gradients generally holds [Ehlers and Volk, 1998]. It
means that the second gradient effects are only taken into account for the solid phase. In the following,
the balance equations of the second gradient H2M model are presented in usual differential local form
using an updated Lagrangian configuration which corresponds to the current material configuration (as
stated in Subsection 6.1.3). These equations consist of the balance of momentum of the mixture, the
solid mass balance equation and the fluids mass balance equations, both for the water and gas species.

9.2.1 Momentum balance equation

Starting from the general form of the balance of momentum of classical poromechanics, additional
terms are incorporated in Equation (II–48) to account for microstructure effects. Consequently, the local
momentum balance equation including both macro and micro quantities reads:

∂σi j

∂x j
−
∂2Σi jk

∂x j∂xk
+ρgi = 0 (III–24)

whereΣi jk is the double stress dual of h∗i jk, which needs an additional constitutive law introducing the in-

ternal length scale, h∗i jk =
∂ν∗i j

∂xk
is the virtual micro second gradient. Developing the mixture homogenised

density in this equation gives:

ρ = ρs(1−φ)+ρwSrwφ+ρg(1−Srg)φ (III–25)

where φ = Ωv
Ω is the porosity with Ω the current volume of a given mass of skeleton and Ωv the corre-

sponding porous volume, ρs is the solid grain density, ρw is the water density, ρg is the gas density, and
Srw is the water degree of saturation.
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9.2.2 Mass balance equations

The formulation of the mass balance equations follows the compositional approach of [Panday and
Corapcioglu, 1989], which balances chemical species rather than phases, thence cancelling out the terms
related to phase transfer. The model is elaborated for the solid particles, the water species and a single
gas species corresponding to the predominant gas release in the case of a deep geological repository of
high-level nuclear wastes. Finally, it is worth reminded that the different phases of the porous medium are
assumed to be in thermodynamic equilibrium, following the restrictions (II–110) to (II–112) introduced
in Section 6.4 and required to close the mass balance equations.

Solid mass balance equation

Thanks to a Lagrangian description (see Subsection 6.1.3), the reference system follows the solid
phase and the conservation of the solid mass is necessarily met. For a given volume of mixture, the gen-
eral form of the solid mass balance equation of classical poromechanics (Equation (II–55)) is conserved
and reads:

Ṁs =
∂

∂t
(ρs(1−φ)Ω) = 0 (III–26)

where Ms is the solid mass inside the current porous material configuration Ω, and ρs is the density of
solids, i.e. the clay rock matrix density.

Water mass balance equation

Following the particular hypothesis that second gradient effects are only assumed for the solid phase
[Ehlers and Volk, 1998], it follows that the pore water pressure does not have an influence at the mi-
crostructure level so that pore water pressure variations do not generate micro-kinematic gradients. The
water mass balance equation of classical poromechanics (Equation (II–60)) is thus conserved and reads
for a unit porous medium (Ω= 1):

∂ fw,i

∂xi
+ Ṁw︸ ︷︷ ︸

Liquid water

+
∂ fv,i

∂xi
+ Ṁv︸ ︷︷ ︸

Water vapour

−Qw = 0 (III–27)

where fw,i and fv,i are the mass flows of liquid water and water vapour defined in the two-phase flow
model in Section 6.3.1, Qw is the water source/sink term, and Mw and Mv are the masses of liquid water
and water vapour respectively, which are given in rate form to express the change in fluid storage:

Ṁw =
∂

∂t
(ρwφSrwΩ) (III–28) Ṁv =

∂

∂t

(
ρvφSrgΩ

)
(III–29)

where ρw and ρv are the densities of liquid water and water vapour respectively. In these expressions, the
time partial derivatives express the change in fluid storage in the porous medium, while the divergence
of fluxes corresponds to the difference between the input and output fluxes of a given volume of mixture.

Gas mass balance equation

Similarly, following the particular hypothesis that second gradient effects are only assumed for the
solid phase [Ehlers and Volk, 1998], it follows that the gas pressure does not have an influence at the
microstructure level so that gas pressure variations do not generate micro-kinematic gradients. The gas
mass balance equation of classical poromechanics (Equation (II–60)) is thus conserved and reads for a
unit porous medium (Ω= 1):

∂ fg,i

∂xi
+ Ṁg︸ ︷︷ ︸

Dry gas

+
∂ fdg,i

∂xi
+ Ṁdg︸ ︷︷ ︸

Dissolved gas

−Qg = 0 (III–30)
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where fg,i and fdg,i are the mass flows of dry gas and dissolved gas defined in the two-phase flow model
in Section 6.3.1, Qg is the gas source/sink term, and Mg and Mdg are the masses of dry gas and dissolved
gas respectively, which are given in rate form to express the change in fluid storage:

Ṁg =
∂

∂t

(
ρgφSrgΩ

)
(III–31) Ṁdg =

∂

∂t
(ρdgφSrwΩ) (III–32)

where ρg and ρdg are the densities of dry gas and dissolved gas respectively. In these expressions, the
time partial derivatives express the change in fluid storage in the porous medium, while the divergence
of fluxes correspond to the difference between the input and output fluxes of a given volume of mixture.

9.3 Constitutive equations

A certain number of dependent variables such as the degree of saturation, fluid flows or densities are
involved in the balance equations presented in the previous Section 9.2. All these variables are directly
dependent on the main unknowns of the problem. They include the displacement fields ui, the fluids
pressure fields pw and pg, the micro-deformation field νi j describing the kinematics at micro-scale, and
an additional unknown field of Lagrange multipliers λi j which will be introduced later for the FE method
implementation. The constitutive equations are the specific relationships that make the link between
these variables, in order to fully describe the behaviour of a multiphasic porous medium. The consti-
tutive equations of the second gradient two-phase flow hydro-mechanical model include the multiphase
flow model defined in Section 6.3.1 and the retention model of Section 6.3.2 which are not recalled in the
present section. As for the mechanical model defined in Section 6.3.3, it remains applicable provided to
define an additional relationship that accounts for the microstucture effects due to the presence of double
stress in Equation (III–24).

With a view to extending the second gradient model to multiphasic materials, the balance equations
remain valid as long as the total stress σi j is defined. In particular, the total Cauchy stress tensor intro-
duced in the momentum balance Equation (III–24) must be related to the main unknowns of the problem.
The mechanical behaviour of porous media is not entirely controlled by the total stress, but it is also in-
fluenced by the presence of fluids in the pore space. This behaviour is thus described by an alternative
effective stress definition. Accounting for the partially saturated conditions with Biot’s definition [Biot,
1941] to consider the solid phase compressibility, the Bishop’s postulate introduced in Equation (II–92)
can be written as:

σ
′
i j = σi j−bi j(Srw pwδi j +(1−Srw) pgδi j) (III–33)

where σ′i j is the Bishop’s effective stress, Srw is the water degree of saturation, pw and pg are the pore
water and gas pressures respectively with s = pg− pw the matrix suction, δi j is the Kronecker symbol,
and bi j is the Biot’s tensor that represents more particularly the compressibility of the solid grain skeleton
relative to the skeleton compressibility. Finally, it is worth reminded that in previous Equation (III–33),
the stress field is defined under soil mechanics convention in which compressive stress is positive.

Second gradient constitutive equation

Similarly to classical media for which a constitutive equation relates σ′i j to the kinematic history, the
second gradient mechanical model requires an additional constitutive stress-strain relation between the
kinematics and the double stress at micro-scale. Assuming that the latter is decoupled of the classical
first gradient part and independent of fluid pressures, an isotropic linear elastic law has been initially
proposed by [Mindlin, 1965]:

Σ̃i jk = Di jklmn
∂v̇lm

∂xn
(III–34)
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where Σ̃i jk is the Jaumann double stress rate expressed as a function of the micro second gradient rate
ḣi jk:

Σ̃i jk = Σ̇i jk +Σl jkωli +Σimkωm j +Σi jpωpk (III–35)

and Di jklmn is the elastic constitutive tangent tensor for second gradient law, which depends on only one
constitutive elastic parameter D in its simplified version derived in [Matsushima et al., 2002] and reads
for two-dimensional problems:
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(III–36)

where D is the second gradient elastic modulus that symbolises the physical microstructure and is related
to the internal length scale relevant for the shear band width [Chambon et al., 1998, Collin et al., 2009a].

It has been demonstrated from an identification procedure based on experimental triaxial tests [El
Moustapha, 2014], that it is possible to determine the parameter D of the second gradient law just like
the other parameters of an elasto-plastic law. Moreover, it is possible to show that continuous media of
the second gradient type can integrate an internal length by carrying out the dimensional analysis of the
internal virtual work as follows [Marinelli, 2014]:

W ∗I

[
ML
T 2

1
L2

]
gives


σi jε

∗
i j

[
ML
T 2

1
L2

]
[−] First gradient

Σi jk
∂u∗i
∂x j∂xk

[
ML
T 2L

][
1
L

]
Second gradient

(III–37)

From a dimensional point of view, the constitutive parameter D has the dimensions of a force as
making explicit in the following equation:

σi j =Ci jklεkl

[
ML
T 2

1
L2

]
=

[
ML
T 2

1
L2

]
[−] First gradient

Σi jk = Di jklmn
∂u∗i
∂x j∂xk

[
ML
T 2

1
L

]
=

[
ML
T 2

][
1
L

]
Second gradient

(III–38)

Thence, from the ratio between the dimensions of the first and second gradient constitutive laws, it
follows that an internal length parameter has been introduced into the formulation of the equilibrium. A
rough estimation of the value of the band thickness can be extrapolated from the following square root
expression:

|D|
|C|

=
[
L2] lc =

√
|D|
|C|

(III–39)

9.4 Advanced hydro-mechanical couplings

Advanced hydro-mechanical couplings are added to the second gradient hydro-mechanical model
in partial saturation, in order to reproduce the preferential propagation of gas within the excavation
damage zone. The primary motivation behind these developments arises from experimental evidences
that gas transport is mainly governed by the hydraulic properties modifications induced by fractura-
tion [Tsang et al., 2005, Armand et al., 2014]. In particular, one can consider that gas propagation in
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low-permeable clay materials is associated with the development of preferential paths along existing or
pressure-dependent discontinuities. In these materials, the fracture opening can be induced by hydro-
mechanical loadings, such as an increase of fluid pressure related to gas release or an effective unloading
of the medium. For the clay host rock studied in this work, shearing can be relevantly considered as
the predominant fracture mechanism around the storage galleries because of the high in situ stress state
emphasised in Chapter 4. In the numerical model elaborated through this chapter, the shear fractures are
represented at macro-scale by shear strain localisation in band mode using a second gradient regulari-
sation technique. Knowing that the flow transfer properties are not homogeneous in the fractured zone,
the basic idea consists in enriching the model with appropriate hydro-mechanical couplings that are es-
tablished from a dependence with the deformations and are able to cause intense changes in the transfer
properties inside the shear bands. More specifically, multiphysical interactions between pathways aper-
ture and hydraulic properties, namely the permeability and the gas entry pressure are introduced on the
basis of the intrinsic permeability based models [Pardoen et al., 2016] presented in Section 6.6.2.

9.4.1 Evolution of the intrinsic permeability with the deformations

On the one hand, the impact of fracturing on the flow transfer characteristics is captured by a strain-
dependent isotropic evolution of the hydraulic permeability tensor based on a power (cubic) formulation,
put forward in Equation (II–156):

kw,i j = kw,i j,0
(
1+βper〈γper〉3

)
(III–40)

where kw,i j,0 is the initial intrinsic water permeability tensor, βper is an evolution parameter, 〈〉 are the
Macaulay brackets, and γper is a deformation parameter for which different expressions are envisaged
hereafter. For such an Equation (III–40), the time derivative reads:

k̇w,i j =
∂kw,i j

∂εkl
ε̇kl =

∂kw,i j

∂εkl

∂u̇k

∂ul
(III–41)

where
∂kw,i j

∂εkl
=
∂kw,i j

∂γper

∂γper

∂εkl
= kw,i j,0 3 βperγ

2
per
∂γper

∂εkl
(III–42)

with ∂γper

∂εkl
depending on the expression of γper. The Equation (III–42) can be substituted in the Equations

(III–83) and (III–84) to calculate the two sub-matrix terms involving the water and gas permeability
evolution with strain in the FE computation process.

Among the different possible value of deformation that can be assigned to the parameter γper [Par-
doen, 2015], a pertinent compromise to obtain a good agreement with the experimental permeability
measurements for all the directions and with the permeability contrast between the intact rock and the
fractured zone, is to slightly adapt the Equation (III–40) and account for the plastic deformations and a
part of the elastic ones, as:

kw,i j = kw,i j,0

(
1+βper〈Y I−Y Ithr〉ε̂3

eq

)
(III–43)

where the deformation parameter γper = ε̂
p
eq is taken as the Von Mises’ equivalent deviatoric plastic strain

to consider the plastic deformation in the permeability evolution, which rate form reads:

˙̂εp
eq =

√
2
3

˙̂εp
i j

˙̂εp
i j (III–44)

where ˙̂εp
eq is the deviatoric part of the plastic strain rate tensor:

˙̂εp
i j = ε̇

p
i j−

ε̇
p
kk
3

δi j (III–45)
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and Y I and Y Ithr are respectively the yield index and a threshold value below which the intrinsic per-
meability variation is not considered. The yield index is defined as the reduced second deviatoric stress
invariant:

Y I =
IIσ̂′

IIp
σ̂′

(III–46)

with Y I < 1 if the current state of the material is elastic and Y I = 1 if it is plastic (on the yield surface). In
addition, it is to mention that fracture closure or material sealing/healing under elastic unloading, leading
to permeability decrease in the fracture zone is not treated in the present work. Permeability increases are
thus assumed irreversible, which is implemented by keeping only the maximal estimation of permeability
between the current and the last computed values, for every iterative step of the resolution process, that
is to say:

kτ
w,i j = max

(
kt

w,i j,k
τ
w,i j
)

(III–47)

9.4.2 Evolution of the gas entry pressure with the deformations

On the other hand, the water retention property is another aspect that can be influenced by the crack-
ing and the material damage. The second enhanced HM coupling that is introduced in the model deals
with the evolution of the water retention curve with strains and reproduces the effect of the modification
of the pore network morphology on the water retention of the material [Olivella and Alonso, 2008, Ger-
ard, 2011]. Concretely, the evolution of the parameter Pr, standing for the gas (Hydrogen) entry value
in van Genuchten’s model is correlated to the permeability evolution, and so to the deformations, as
introduced in Equation (II–161):

Pr = Pr,0

3
√

ki j,0
3
√

ki j
(III–48)

where Pr is the van Genuchten’s parameter for the current gas entry pressure, Pr,0 is the van Genuchten’s
parameter for the initial value of gas entry pressure, ki j is the current permeability, ki j,0 is the initial
permeability.

This expression of the gas entry pressure is then integrated in the retention curve formulation. It
follows that the minimal capillary force needed to desaturate the material pores is lowered by the damage
process, leading to an amplification of the desaturation of the medium for a given capillary pressure.

9.5 Finite element formulation

The local second gradient H2M model described along this chapter is formulated as a set of balance
equations derived in a strong form. In order to obtain a well-posed problem, initial and boundary condi-
tions are also mandatory besides balance equations (Section 9.5.1). Furthermore, with a view to solving
the problem with finite element analysis [Zienkiewicz and Taylor, 2000], the balance equations need to
be expressed in a weak form (Section 9.5.2). It also requires to linearise the field equations (Section
9.5.4), and discretise continuous time and space into finite time steps and finite elements (Sections 9.5.3
and 9.5.5). Finally, solving the system of linear equations (Section 9.5.6) gives the global solution of
the problem (Section 9.5.7). This section summarizes all these theoretical developments leading to the
formulation of a second gradient H2M coupled finite element.

9.5.1 Initial and boundary conditions

For a proper finite element implementation of the coupled hydro-mechanical problem, initial and
boundary conditions are required to complete the balance equations. While these equations characterise
the static equilibrium of an elementary volume, boundary conditions ensure the equilibrium at the exter-
nal surface of the domain and initial conditions are needed for model closure.
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The initial conditions describe the entire fields of displacement, water pressures, gas pressures,
micro-deformations and Lagrange multipliers to start from at the beginning of the simulation (t = t0):

u = u0 pw = pw,0 pg = pg,0 νi j = νi j,0 λi j = λi j,0 on Ω (III–49)

The boundary conditions of Dirichelet type correspond to imposed displacements, fluid pressures or
second gradient variables at the boundary of the system (at all time t > t0):

u = û on δΓu pw = p̂w on δΓpw pg = p̂g on δΓpg (III–50)

νi j = ν̂i j on δΓνi j λi j = λ̂i j on δΓλi j (III–51)

The boundary conditions of Neumann type correspond to imposed force or fluid flux. With respect
to the classical poromechanics, the classical traction force per unit area acting on a part of the external
surface and introduced in Equation (II–115) needs to be enriched with microstructure effects leading to
non-classical conditions for a second gradient model:

t̄i = σi jn j−nkn jDΣi jk−
DΣi jk

Dxk
n j−

DΣi jk

Dx j
nk +

Dnl

Dxl
Σi jkn jnk−

Dn j

Dxk
Σi jk (III–52)

T̄i = P̄i jn j =Σi jkn jnk (III–53)

where ni is the unit vector normal to the boundary Γ, σi j is the Cauchy total stress tensor, t̄i is the
(classical) imposed traction force per unit area and T̄i is an additional external (double) force per unit
area, both applied on a part Γt

σ of the boundary of Ω, Σi jk is the double stress, P̄i j is an additional
external double surface traction acting on a part ΓT of the boundary Γ, and Γσ = {Γt

⋃
ΓT} regroups the

classical and additional external solicitations.
As for the boundary conditions for prescribed water and gas fluxes, the expressions of the classical

poromechanics listed in Section 6.5.1 are conserved on the boundary, namely on a part Γqw or Γqa of Γ,
and recalled hereafter:

q̄w +( fw,i + fv,i) ·ni = 0 on δΓqw q̄a +( fa,i + fda,i) ·ni = 0 on δΓqg (III–54)

where q̄w and q̄g are the input water and gas masses (positive for inflow) per unit area imposed on Γ̄qw

and Γ̄qg respectively and fw,i and fg,i are internal total fluxes of water and gas species in both liquid and
gas phases, as defined in the constitutive equations in Section 6.3. The different boundary conditions of
the material system in the current configuration Ω are represented schematically in Figure III–12.

Figure III–12 – Current configuration of the material system with boundary conditions for the second
gradient H2M model.
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9.5.2 Weak form of the balance equations

The governing Equations (III–24), (III–26), (III–27) and (III–30) presented in Section 9.2 are written
in usual differential local form. However, a weak formulation of these equations is required in order to
address boundary-value problems over large domains within a finite element framework.

Momentum balance equation

A weak form of the local momentum balance Equation (III–24) is obtained by using the principle
of virtual work. As a reminder, it states that for any kinematically admissible virtual field, i.e. which
respects the solid continuity and boundary conditions, the equality between the internal W ∗I and external
W ∗E virtual power (produced by all stresses and forces acting on a mechanical system) ensures the local
equilibrium at every point of the domain, and thus the global equilibrium of the solid.

Extending the scope of virtual work principle from classical kinematic theory of first gradient (see
Equations (II–117) and (II–118)) to media with microstructure [Germain, 1973a] requires to adjoin a de-
scription of the kinematics at micro-scale to the classical (macro) displacement field. These microstruc-
ture effects are incorporated into the model by means of a micro-kinematic gradient field vi j, which
defines strain and rotation at micro-scale as defined in Equation (III–18) following Toupin and Mindlin’s
principles [Toupin, 1962, Mindlin, 1964]. With respect to the classical continuum mechanics, additional
terms are thus added up in the internal virtual work of a given body whose expression reads for any
virtual quantities:

W ∗I =
∫
Ω

(
σi j
∂u∗i
∂x j
− τi j(F∗i j− v∗i j)+Σi jkh∗i jk

)
dΩ (III–55)

where σi j is the Cauchy total stress field, v∗i j is the virtual micro-kinematic gradient, F∗i j is the virtual
macro-deformation gradient, ε̄∗i j = F∗i j−v∗i j is the virtual relative deformation of the microstructure, τi j is

an additional stress associated to the microstructure, also called the micro-stress, h∗i jk =
∂v∗i j

∂xk
is the virtual

micro second gradient, and Σi jk is the double stress dual of h∗i jk, which needs an additional constitutive
law introducing the internal length scale.

On the other hand, assuming that the boundary Ω is regular, the external virtual work W ∗ext of the
classical kinematic theory defined in Equation (II–118) is enriched with contributions coming from the
additional stresses associated to the microstructure, and reads:

W ∗ext =
∫
Ω

ρmixgiu∗i dΩ+
∫
Γσ

(
t̄iu∗i +Pn,iv∗n,i +Pt,i j(v∗t,i j−∇tu∗i )

)
dΓ (III–56)

where ρmix is the mass density of the mixture defined in Equation (II–49), gi is the gravity, t̄i is the classi-
cal external traction force per unit area acting on a part Γt of the boundary Γ, P̄i j is an additional external
double force tensor per unit area acting on a part ΓT of the boundary Γ, and Γσ = {Γt

⋃
ΓT} regroups

the classical and additional external solicitations. It is assumed that P̄i j and ν∗i j can be decomposed into
normal and tangential parts [Jouan et al., 2022]:

P = Pn⊗n+P
t

(III–57) v∗ = v∗n⊗n+ v∗
t

(III–58)

where,
Pn = P.n and P

t
= P◦Q⊥ ; v∗n = v∗.n and v∗

t
= v∗ ◦Q⊥ (III–59)

in which the symbol "◦" denotes the composition product of two linear operators, n is the external normal
at some smooth point of δΩ and Q⊥ is the normal projection onto the tangential plane.
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The principle of virtual works implies that the internal virtual work is equal to external one, which
leads to the following weak form of the momentum balance equation:∫

Ω

(
σi j
∂u∗i
∂x j
− τi j(F∗i j− v∗i j)+Σi jkh∗i jk

)
dΩ︸ ︷︷ ︸

W ∗I

=
∫
Ω

ρmixgiu∗i dΩ+
∫
Γσ

(
t̄iu∗i +Pn,iv∗n,i +Pt,i j(v∗t,i j−∇tu∗i )

)
dΓ︸ ︷︷ ︸

W ∗E

(III–60)

However, the local second gradient model [Chambon et al., 2001a] integrates a kinematic constraint
in order to obtain a local second gradient continuum medium. This hypothesis formulated in Equation
(III–23) supposes no relative deformation of the microstructure, i.e. ε̄i j = 0, entailing the equalities
between the micro-kinematic and macro-deformation gradients and between the related virtual entities
which can be recalled as:

vi j = Fi j =
∂ui

∂x j
implying v∗i j = F∗i j =

∂u∗i
∂x j

(III–61)

Assuming that T̄i = P̄n,i, the principle of virtual work can be rewritten as follows:∫
Ω

(
σi j
∂u∗i
∂x j

+Σi jk
∂2u∗i
∂x j∂xk

)
dΩ︸ ︷︷ ︸

W ∗I

=
∫
Ω

ρmixgiu∗i dΩ+
∫
Γσ

(
t̄iu∗i + T̄i

∂u∗i
∂x j

nk

)
dΓ︸ ︷︷ ︸

W ∗E

(III–62)

Following the above assumption, the second derivative of the virtual displacement field is involved in
the formulation. Hence, to implement the momentum balance Equation (III–62) in a finite element code,
the displacement field has to be a continuously differentiable (C1) function [Zervos et al., 2001]. To avoid
such function while fulfilling the continuously differentiable requirement, the kinematic restrictions of
Equation (III–61) are introduced in the momentum balance equation through a field of Lagrange multi-
pliers λi j related to the weak form of the aforementioned constraint [Chambon et al., 1998]. Thence, the
first two field equations of the coupled problem read for every kinematically admissible virtual displace-
ment field u∗i :∫

Ω

(
σi j
∂u∗i
∂x j

+Σi jk
∂v∗i j

∂xk
−λi j

(
∂u∗i
∂x j
− v∗i j

))
dΩ=

∫
Ω

ρmixgiu∗i dΩ+
∫
Γσ

(t̄iu∗i + T̄iv∗iknk)dΓ (III–63)

∫
Ω

λ
∗
i j

(
∂ui

∂x j
− vi j

)
dΩ= 0 (III–64)

With a view to extending the second gradient model to multiphasic materials, the previous equations
remain valid provided to define the total stress σi j according to the Bishop’s postulate [Bishop, 1959] as
presented in Section 6.3.3.

Water mass balance equation

The water mass balance equation is written in a weak form in a similar way as the momentum
balance equation. Nevertheless, assuming that the double stress Σi jk is independent of water pressures
(second gradient effects occur solely for the solid phase) and that pore fluids have no influence at the
micro-scale, the variations of water pressures do not generate any micro-kinematic gradient. According
to this additional assumption formulated in [Ehlers and Volk, 1998], the weak form of the water mass
balance equation of classical poromechanics (see Equation (II–120)) is conserved and reads for every
kinematically admissible virtual pore water pressure field p∗w:∫

Ω

[
Ṁw p∗w + Ṁv p∗w− fw,i

∂p∗w
∂xi
− fv,i

∂p∗w
∂xi

]
dΩ=

∫
Ω

Qw p∗wdΩ−
∫
Γq

q̄w p∗wdΓ (III–65)
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where Ṁw and Ṁv are the mass variations of liquid water and water vapour respectively (see Section
6.2.2), fw,i and fv,i are the mass flows of liquid water and water vapour respectively (see Section 6.3.1),
Qw is the sink mass term of water, and Γq is the part of the boundary where the input water mass per unit
area q̄w is prescribed.

Gas mass balance equation

The gas mass balance equation is written in a weak form in a similar way as the momentum balance
equation. Regarding the second gradient effects, the similar assumptions as for the water mass balance
can be formulated, entailing that the weak form of the gas mass balance equation of classical porome-
chanics (see Equation (II–120)) is conserved and reads for every kinematically admissible virtual pore
water pressure field p∗g:

∫
Ω

[
Ṁg p∗g + Ṁgd p∗g− fg,i

∂p∗g
∂xi
− fgd ,i

∂p∗g
∂xi

]
dΩ=

∫
Ω

Qg p∗gdΩ−
∫
Γq

q̄g p∗gdΓ (III–66)

where Ṁg and Ṁgd are the mass variations of dry gas and dissolved gas respectively (see Section 6.2.2),
fg,i and fgd,i are the mass flows of dry gas and dissolved gas respectively (see Section 6.3.1), Qg is the
sink mass term of gas, and Γq is the part of the boundary where the input gas mass per unit area q̄g is
prescribed.

9.5.3 Time discretisation

The balance Equations (III–63) to (III–66) should be verified at any time t. Yet, the continuous
loading process has to be discretised into finite time steps ∆t to be able to numerically solve this non-
linear problem. The time derivative of the problem unknown fields are defined using a fully implicit
difference scheme, expressed in Equation (II–122) for the rate of any quantity a.

9.5.4 Linearisation

The second gradient two-phase flow hydromechanical model detailed here hinges on a series of bal-
ance Equations (III–63), (III–64), (III–65) and (III–66) expressed in a weak form in order to be imple-
mented in a finite element code. Solving the loading process of a boundary condition problem consists
in determining the unknown fields (ui, pw, pg, νi j, λi j) for which the equilibrium equations are valid.
However, since these governing equations include numerous hydro-mechanical couplings and advanced
constitutive relationships, the whole system is characterised by high non-linearities which make the an-
alytical resolution almost impossible. Since this system of highly non-linear relations is a priori not
numerically satisfied at any instant t, an iterative procedure of Newton-Raphson type is employed. The
aim of this section is to define an auxiliary linear problem deriving from the non-linear system follow-
ing the approaches of [Borja and Alarcón, 1995, Chambon et al., 2001b], and to find a solution for the
unknown fields for which equilibrium is achieved.

The main steps of the linearisation of such a system of equations have been described in Section
6.5.4 for classical hydro-mechanical two-phase flow models. The application of these steps to obtain a
linearised system of field equations for the second gradient H2M model and the analytical developments
are reported in Appendix D.

9.5.5 Space discretisation

The classic finite element method lies on the spatial discretisation of the continuum medium Ω into
ne finite elements of volume Ωe such that it is approximated by the Equation (II–133) and illustrated in
Figure III–13b. In this part of the work, the coupled finite element developed to model the solid bodies
is referred to as the SGRT element in the LAGAMINE code. This 2D isoparametric element is composed
of eight nodes for the displacement fields ui, the water pressure field pw and the gas pressure field pg,
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four nodes for the microkinematic gradient field νi j and one node for the Lagrange multiplier field λi j as
presented in Figure III–13c.

(a) Continuum (b) Discretisation (c) SGRT element

Figure III–13 – Spatial discretisation of the continuum: (a) continuum volumeΩ, (b) discrete counterpart
composed by ne finite elements Ωe, (c) 2D finite element SGRT (top left) and its corresponding parent
element (right).

The Jacobian matrix Ji j of the transformation from the global (natural) coordinates (x1,x2) to the
local (parent) coordinates (ξ,η) is defined in Equation (II–134). Let us specify the nodal unknowns
coordinates ulk , each node k having l degrees of freedom, then the coordinates ue

l (ξ,η) and displacements
∆ue

l (ξ,η) are interpolated over the parent element using the shape functions F k(ξ,η):

ue
l (ξ,η) =

ne

∑
k=1

F k(ξ,η)ulk and ∆ue
l (ξ,η) =

ne

∑
k=1

F k(ξ,η)∆ulk (III–67)

where ne = 9 is the number of nodes of the element Ωe, and l = 12 since each node has 12 degrees of
freedom: two global coordinates x1,x2, a pore water pressure pw, a gas pressure pg, a field of micro-
displacement νi j and a field of Lagrange multipliers λi j.

Using Equation (III–60) to express the mechanical part of the virtual internal power of a single
element Ωe, together with a Gauss integration scheme and the Jacobian matrix of Equation (II–134), one

can express the mechanical internal nodal forces of that element
[
FΩe

I,ik

]T
. Similary deriving hydraulic

nodal forces from the expressions of internal virtual work of Equations (III–65) and (III–66), all these

nodal forces can be gathered in a generalised equivalent vector
[
FΩe

I,lk

]T
. According to Equation (II–

133), the global vector of internal energetically equivalent nodal forces is obtained by assembling the
contributions of the ne individual finite elements composing the continuous body:

FI,lk =
ne⋃

e=1

FΩe
I,lk (III–68)

It is worth notifying that the global vector of external energetically equivalent nodal forces is derived in
the same way from external virtual power.

9.5.6 From the element computation to the global solution

Formulating the balance Equations (D–13) to (D–16) of the linear auxiliary problem in matrix form
helps defining the stiffness (tangent) matrix of an element.∫

Ωt

[
U∗,t(x1,x2)

]T [
Et
][

dU t
(x1,x2)

]
dΩt = −∆t

1−∆t
2−∆t

3−∆t
4 (III–69)
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where [Et ] is the stiffness matrix,
[
dU t

(x1,x2)

]
is the vector of the unknown increments of nodal variables,[

U∗,t(x1,x2)

]
is a vector having the same structure with the corresponding virtual quantities. These two latter

are defined as:[
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The finite element spatial discretisation is introduced in Equation (III–69) using the transformation
matrices [T t ] and [B] that connect the current element vector

[
dU t

(x1,x2)

]
to the parent element vector[

dU t
(ξ,η)

]
and to the nodal variables

[
dU t

(Node)

]
:[

dU t
(x1,x2)

]
=
[
T t
][

dU t
(ξ,η)

]
=
[
T t
][

B
][

dU t
(Node)

]
(III–72)

Integrating Equation (III–69) on each parent element yields:∫
Ωt

[
U∗,t(x1,x2)

]T [
Et
][

dU t
(x1,x2)

]
dΩt =

[
U∗,t(x1,x2)

]T ∫ 1

−1

∫ 1

−1
[B]T

[
T t]T [Et][T t] [B]det(Jt)dξdη︸ ︷︷ ︸

[kt ]

[
dU t

(x1,x2)

]
(III–73)

where [kt ] is the local element stiffness matrix, det(Jt) is the determinant of the Jacobian matrix of the
transformation between the parent (ξ,η) and the current (x1,x2) elements, and [Et ] is the stiffness matrix
storing the different terms of the linearised balance equations, which reads:

[
Et
]
=


Et

MM Et
WM Et

GM Et
νM Et
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Et
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WW Et
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νW Et
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νλ

Et
λλ

 (III–74)

where the matrices [Eτ1
MM], [Eτ1

WW ], [Eτ1
GG] are the classical stiffness matrices for mechanical, water flow

and gas flow problems, while the off-diagonal matrices contain the multi-physical coupling terms. With
a view to addressing the impact of fracturing on the rock transport properties, the stiffness matrices
capturing the influence of mechanics on the fluids is of particular interest in the present study and are
thus specifically detailed below, with a complete development available in Appendix D. The derivation of
the other sub-matrices can be found in [Chambon and Moullet, 2004] for a monophasic medium further
extended in [Collin et al., 2006, Sieffert et al., 2014] to account for a multiphasic system.
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where:

Aw,t
i jk = −ρ

t
w

kt
rw

µw
kint

i j
∂pt

w

∂xt
k
−ρ

t
v
kt

rg

µg
kint

i j
∂pt

g

∂xt
k

and Ag,t
i jk = −ρ

t
H2

kt
rg

µg
kint

i j
∂pt

g

∂xt
k
−ρ

t
Hd

2

kt
rw

µw
kint

i j
∂pt

w

∂xt
k

(III–77)
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Cw,t =
ρB

wSB
rw

∆t

(
φ

B +(b−φ
A)

V B

V A

)
+

ρB
v SB

rg

∆t

(
φ

B +(b−φ
A)

V B

V A

)
Cg,t =

ρB
Hd

2
SB

rg

∆t

(
φ

B +(b−φ
A)

V B

V A

)
+

ρB
Hd

2
SB

rw

∆t

(
φ

B +(b−φ
A)

V B

V A

) (III–80)

Fw,t
i = f t

w,i + f t
v,i and Fg,t

i = f t
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Hd
2 ,i

(III–81)

Mw,t = Ṁw + Ṁv and Mg,t = ṀH2 + ṀHd
2

(III–82)

Lastly, the two terms [Kw,t ] and [Kg,t ] are added in Equations (III–75) and (III–76) to consider the in-
trinsic permeability evolution. The constitutive Equations (III–47) and (III–48) of Section 9.4 are used
to capture the effect of shear strain localisation on gas transport properties. For such a permeability
evolution with the strain tensor, the two submatices are then described as follows:
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[
Kg,t]= (ρ

t
H2

kt
r,g

µg

(
∂pt

g

∂xt
j
+ρ

t
gg j

)
+ρ

t
Hd

2

kt
r,w

µw

(
∂pt

w

∂xt
j
+ρ

t
wg j

))
∂kint

1 j

∂ε11

∂kint
1 j

∂ε12

∂kint
1 j

∂ε21

∂kint
1 j

∂ε22
∂kint

2 j

∂ε11

∂kint
2 j

∂ε12

∂kint
2 j

∂ε21

∂kint
2 j

∂ε22

0 0 0 0

 (III–84)

In Equation (III–69), the residual terms are computed locally for each element from this relationship
including the elementary out of balance force vector [ f t

OB]:

−∆t
1−∆t

2−∆t
3−∆t

4 =
[
U∗,tNode

]T [ f t
OB

]
(III–85)
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9.5.7 Global solution

Similarly to the developments presented in Section 6.5.7, a monolithic fully-coupled procedure is
adopted, where the entire stiffness matrix is computed at each iteration of the Newton-Raphson strategy.
The global solution is found by solving the global linear auxiliary system:[

Kt][
δU t

Node
]
=−

[
F t

OB
]

(III–86)

where
[
δU t

Node

]
is the global correction vector of the nodal degrees of freedom, and the global stiffness

matrix [Kt ] and the global out-of-balance force vector
[
F t

OB

]
of the whole continuum are obtained by

assembling the elementary stiffness matrices and elementary out-of-balance force vectors, computed
respectively from Equations (III–73) and (III–85).

After solving the system of linearised forms of equations (D–13) to (D–16), corrections are added
to the generalised degrees of freedom to actualise the current configuration. The new configuration gets
closer to the well-balanced configuration and its equilibrium is verified, leading to a new iteration or to
the end of the loading step of the iterative procedure.
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10. Applications

The objective of this chapter is to apply the numerical model elaborated in the previous Chapter 9 to
practical cases in order to assess its ability to reproduce the creation of a damage zone in a clay host rock
and to simulate gas transport processes through such a fractured zone.

On the one hand, numerical simulations are performed at the intermediate scale of in situ experiments
to verify the good implementation of the model. The experimental set-up in question is the set of E4 and
E5 gas injection experiments, introduced in Section 5.4.2 of Part II that was conducted in Boom Clay
using Helium at the HADES URL, in Belgium, as part of the MEGAS EC project.

On the other hand, numerical simulations are performed at nuclear waste disposal scale from the
excavation time and over a period long enough to cope with gas generation and migration. The selected
case study is close to the current design of a storage drift for long-lived intermediate-level waste (MAVL)
according to the French concept managed by the ANDRA.

10.1 Field-scale MEGAS experiment in Boom Clay

In the following section, a synthetic description of the two gas injection tests conducted in Boom
Clay is first proposed on the basis of the relevant information and data collected in the final project
reports [Volckaert et al., 1995, Ortiz et al., 1997]. Subsequently, all the ingredients required to establish
a proper numerical framework for reproducing these experiments are detailed. Finally, the numerical
results for the different phases of the simulations are provided and analysed.

10.1.1 Description of the experiments

Practically, the MEGAS project consists of two in situ experiments drilled in the low-permeable
Boom Clay rock, and respectively referred to as E4 and E5 gas injection tests. This section covers in
particular the design and course of the tests, the geometry of the problem, the mesh of the model, the
initial boundary conditions as well as the successive steps of the simulations carried out by means of
boundary conditions update.

10.1.1.1 Design

The design of the E4 in situ gas injection experiment consists of a vertical piezometer installed under
the bottom of the first shaft at HADES URL, as sketched in Figure II–27 of the literature review. The
diameter of the borehole is about 85 mm, while the diameter of the piezometer is 60 mm. This piezome-
ter is about 17 m long and extends from the underside of the shaft at a depth of -229.3 m to a depth of
-247 m. It is composed of eleven filters, including two injection filters (No.6 and No.9) and nine detec-
tion filters. The piezometer has only one connection tube to each filter, with an internal diameter of 2 mm.

The design of the E5 in situ gas injection experiment consists of four horizontally installed piezome-
ters along the first meters of the test drift at the HADES URL, as sketched in Figure II–27 of the literature
review. More precisely, the boreholes A, B, and D were drilled in the horizontal plane, while the borehole
C was digged 3% upward inclined with respect to this horizontal plane. This configuration was chosen
because the breakthrough is expected to occur more easily in the horizontal direction than in the vertical
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one, on the basis of the anisotropy in the hydraulic conductivity. The drilling of these boreholes was
performed in a destructive way, namely without core drill.

The central piezometer A is used for gas injections, and is geometrically characterized by a length
of about 15.25 m, a borehole diameter of 102 mm, and an outer diameter of the inserted tubing equal
to 88.9 mm. This piezometer is composed of 5 filters with a 10 mm wall thickness, and inner and outer
diameters of 79 mm and 89 mm respectively. The filter No.19 has a length of 100 cm, while the other
filters (No.17, No.18, No.20 and No.21) have a length of 9 cm. All these filters are equipped with twin
tubing having a 2 mm internal diameter. More detailed information about the injection piezometer is
attached in Appendix F. The three additional monitoring piezometers B, C and D used for the detection
of pressure changes caused by gas or water injection, are not the subject of the numerical modelling.

10.1.1.2 Course

The E4 experiment was drilled and installed on the site of the URL during one day 1. There is no
available information about the imposed drilling rate, reason why, in the rest of this section, a drilling
speed of 1 m/h will be assumed.

The drilling phase caused drainage of the interstitial water around the piezometer, leading to the
decrease in the pore water pressure. After this step, time was thus let to the pore water pressures to
re-establish and to stabilize in the surrounding zone, prior to any operation of injection 2.

In the next step running for about one month, gas was injected through the injection filters No.6 and
No.9 at such a pressure that it could expel the water contained in the connection tube and in the dead
volume of the filters into the clay massif, while remaining under the threshold pressure for gas flow.

Following this water expulsion phase from the system, a series of gas injections using Helium was
performed through the piezometer. Without taking into account the modification of the geomechanical
properties due to the drilling, the local total stress value was estimated to be in the range [2.5 MPa - 4.0
MPa], so that a pressure of 2.5 MPa was taken as the upper limit for the gas injection pressure in order
to avoid any fracturation of the clay rock. The initial value for gas pressure was chosen at 2.25 MPa, i.e.
between the local estimated total stress and the interstitial water pressure, established around 2.2 MPa.

As for the E5 experiment, the central injection piezometer was drilled up to 10 m depth the first day,
assuming eight hours per day of working regime, completed up to 15.9 m the next day, considering the
same drilling rate (v = 1.25 m/s), and it was finally let converge up to the casing. For the surrounding
detection piezometers, the drilling and the installation were performed on the same day, assuming the
same working regime. The pore water pressure evolution in the filters of the E5 experimental set-up has
been monitored since its installation, in order to determine the moment when all the pressures would
have reached equilibrium.

A hydraulic test was firstly performed to evaluate some hydraulic parameters. In a second time, the
gas injection was started 3 after that the hydrostatic pressures of the piezometers had reached equilibrium.
Helium injection pressure was first set at 0.1 MPa above the local pore water pressure, equal to 1.67 MPa,
in the same filter No.20 and then increased weekly by an increment of 0.1 MPa until gas breakthrough
was detected. It occurred 44 days after the beginning of the injection 4 through the 1m long filter No.19
located on the same piezometer, at a gas pressure of 2.36 MPa, i.e. 0.69 MPa above the original pore
water pressure.

10.1.1.3 Initial conditions

At the level of the URL, 223m below the surface, the Boom Clay is assumed to be saturated and
the total vertical stress and pore water pressure are respectively 4.5 MPa and 2.2 MPa, defining a verti-

1. On the 18th of December 1986.
2. Between the 3rd of December 1991 and the 3rd of November 1992.
3. On the 11th of April 1994.
4. On the 7th of June 1994.
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cal effective stress of 2.3 MPa [Bernier et al., 2007a]. In Chapter 4, it has also been noted that Boom
Clay presents an in situ stresses anisotropy, with an earth pressure coefficient at rest K0 ranging from
0.8 to 1, on the basis of laboratory and in situ investigations [Bernier et al., 2002]. Boom Clay is also
characterised by complex phenomena such as hardening/softening processes, and a strong anisotropy of
the mechanical properties induced by the clay structure which displays horizontal bedding planes with
alternating clay and silt layers.

Considering a studied section at the level of the injection filters No.6 (E4) and No.9 (E5) respectively,
the initial conditions in the Boom Clay for the respective orientations of the piezometers are defined as:

E4: σ
′
x,0 = σ

′
1 = 1.84 MPa, σ

′
y,0 = σ

′
3 = 1.84 MPa, σ

′
z,0 = σ

′
2 = 2.3 MPa, pw,0 = 2.2 MPa (III–87)

E5: σ
′
x,0 = σ

′
1 = 1.84 MPa, σ

′
y,0 = σ

′
2 = 2.3 MPa, σ

′
z,0 = σ

′
3 = 1.84 MPa, pw,0 = 2.2 MPa (III–88)

where σ′x,0, σ′y,0, and σ′z,0 are respectively the horizontal, vertical and out-of-plane (initial) effective
stresses in the local coordinate system, and pw,0 is the initial pore water pressure. In this configuration,
the coefficient of earth pressure at rest K0 takes a value of 0.8. In addition, the initial gas pressure is set to
the atmospheric pressure of pg,0 = 0.1 MPa, while the temperature is maintained constant at T0 = 20◦C
throughout the simulations.

10.1.1.4 Geometry

The geometry of the E4 experiment corresponds to a 60 mm diameter piezometer that is numer-
ically replicated for a specific cross-section located at the level of the injection filter No.6 5 using a
two-dimensional plane strain hydro-mechanical model. Similarly, the geometry of the E5 experiment
corresponds to a 89 mm diameter piezometer that is numerically replicated for a specific cross-section
located at the level of the injection filter No.9 6 using a two-dimensional plane strain hydro-mechanical
model. Infinitely rigid contact elements are employed to reproduce the casing of the piezometers, having
a radius of 0.03 m and 0.0445 m in the E4 and E5 configurations respectively. A schematic representation
of the numerical models involving the mesh and the different boundary conditions is illustrated in Figure
III–14.

Assuming moreover symmetry along the x and y local axes, only a quarter of the studied cross-
section is discretised in both cases. And so, the geometry extension covers a domain of 10 m × 10 m,
thus establishing far-field boundary conditions in the LAGAMINE code.

For the built meshes, the boundary conditions consist in imposing the initial total stress, pore water
pressure and gas pressure to a constant value at the mesh outer boundary. On the wall of the piezometer,
the initial boundary conditions in terms of stresses and fluid pressures will be progressively adapted as
a function of the successive phases of the simulation. Moreover, the symmetry condition is established
along the symmetry axes by considering no normal displacements and impervious boundaries (water and
gas flows blocked to zero).

Regarding the second gradient boundary conditions, a special attention must be dedicated to the
kinematic boundary conditions required to establish the symmetry, as stipulated in [Zervos et al., 2001].
Due to the presence of gradient terms in the equilibrium Equations (III–63) to (III–66) of the H2M second
gradient model, higher order constraints have to be characterised in addition to the classical boundary
conditions on the normal displacements. It implies that the radial displacement ur must be symmetric
on both sides of the symmetry axes, which means that the normal derivative of ur with respect to the
tangential direction θ, has to cancel:

∂ur

∂θ
= 0, equivalent to

∂ux

∂y
= 0 and

∂ux

∂y
= 0 (III–89)

5. At about 6.70 m underneath the shaft of the URL.
6. At about 15.70 m away from the main tunnel of the URL.
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Finally, natural boundary conditions for the double force Ṫi = 0 are assumed on the different boundaries
and gravity is not taken into account. Schematic representations of the numerical models of the E4 and
E5 boreholes involving the mesh and the boundary conditions are detailed in Figure III–14b.

(a) (b)

Figure III–14 – (a) Location of the studied cross-sections in the E4 and E5 configurations. (b) Geometry
and boundary conditions of the 2D plane strain models with a zoom on the refined zone of the mesh.

10.1.1.5 Boundary condition evolution

Now that the initial states, the geometries and the boundary conditions have been defined in the
two cases, the piezometers installation and the subsequent gas pressure variations on the domains can
be characterised. This sequential evolution of the problem is translated into a boundary value problem
which is conducted by progressively adjusting the boundary conditions along the inner walls of the E4
and E5 boreholes using the LAGAMINE code.

Excavation phase

The drilling of the piezometer boreholes is performed with the convergence-confinement method
which is an approximation method for tunnelling that allows transforming a whole 3D study of tunnel
excavation into a 2D analysis in plane strain state, based on an identical gallery convergence assumption
[Bernaud and Rousset, 1992]. The effect of the excavation front progress is taken into account by apply-
ing a fictive pressure σΓr on the borehole wall that depends on the vicinity of the excavation front to the
studied borehole section through a deconfinement rate ζ (Figure III–15a):

σ
Γ
r = (1−ζ)σr,0 (III–90)

where σΓr is the total radial stress, σr,0 is the initial mechanical pressure on the borehole wall that corre-
sponds to the initial stress in the material, and ζ is the deconfinement rate ranging from 0 to 1.

The expression of the deconfinement rate 1− ζ depends on the ratio of the distance between the
excavation front and the studied cross-section z, and the borehole radius r. In the present work, a rate of
1 m/h is considered for both E4 and E5 in situ experiments, implying that the excavation front crosses
the studied section after ∼ 6h42min and ∼ 10h36min, and that the excavation is fully completed after ∼
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6h48min and ∼ 10h42min in the E4 and E5 configurations respectively. The evolution of the deconfine-
ment rates with time are detailed in Figure III–15b, top and bottom.

The pore water pressure at the borehole wall pΓw is also affected during the excavation phase and
starts to decrease quickly and linearly from its initial value towards the atmospheric pressure when the
deconfinement starts. A pore water pressure rate ζw can thus be defined in the same manner as for the
total radial stress:

pΓw = (1−ζw)pw,0 (III–91)

where pΓw is the pore water pressure at gallery wall, pw,0 is the initial water pressure on the borehole wall,
and ζw is the deconfinement rate ranging from 0 to 1.

In addition, this stress imposition is also conditioned by the support of the borehole. Concretely, the
borehole wall is supposed to stop converging once the contact with the support, namely the steel casing
of the inserted piezometer (modelled by an interface element and assumed to be in infinitely rigid) is
reached. This first step is simulated during 24 hours.

(a) (b) (c)

Figure III–15 – (a) Theory of deconfinement rate during tunnel excavation. (b) Applied deconfinement
curves for the total radial stress and for the pore water pressure during E4 and E5 boreholes excavation.
(c) Profile of gas pressures during Helium injection.

Phase of stabilisation of the pore water pressure

After the excavation of the borehole, and the convergence of the circumferential wall to the casing
of the piezometer, the system is supposed to be impervious. From this time, a period of pore water pres-
sures stabilisation initiates since there is no more drainage of these water pressure through the excavated
profile. It is numerically simulated by considering an impervious inner wall of the borehole as updated
boundary condition. This second phase ranges from 1 day to 1 year.

Phase of gas migration

After the excavation of the borehole and a one-year phase of water pressure re-establishment, a last
phase of gas migration is considered. It is simulated by imposing a variation of the gas pressures at the
interface between the outer face of the E4 (or E5) piezometer and the rock according to the profile given
in Figure III–15c, while keeping the rest of the boundary conditions similar to those imposed during the
previous phase. In practise, gas starts to be injected in the system in the form of Helium pressure change,
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starting from the atmospheric pressure at 0.1 MPa to a peak of gas pressure at around 4.5 MPa. This last
step is simulated for one additional year, during which the pressure ramp is imposed for one hour and
then the maximum pressure is maintained constant for the rest of the year.

10.1.2 Constitutive models and parameters

The constitutive models of the Boom Clay and the piezometer casing and their related parameters re-
quired to study the E4 and E5 numerical applications are presented in this section. The hydro-mechanical
description of the Boom Clay behaviour includes a mechanical model for the classical first gradient part
related to the macrostructure, a mechanical model for the second gradient part related to the microstruc-
ture, and a hydraulic model to reproduce the water and gas flows in the partially saturated porous media.

Since the E4 piezometer is vertically installed, while the E5 piezometer is horizontally installed,
the studied cross-section for the E4 experiment is characterised by isotropic conditions (parallel to the
bedding), while anisotropy is prevailing in the plane of the E5 experiment (perpendicular to the bedding).
This is the origin of the differences in the constitutive laws between the two experiments.

10.1.2.1 First gradient mechanical model

An elasto-plastic internal friction model with cross-anisotropy and horizontal isotropic bedding planes
is considered for the mechanical behaviour of the Boom Clay, which can be decomposed into an elastic
and a plastic components, as introduced in section 6.3.3:

ε̇i j = ε̇
e
i j + ε̇

p
i j (III–92)

where εe
i j and ε

p
i j are the elastic and plastic components of the total strain rate.

Elastic component

The linear elastic behaviour of the rock is based on the classical Hooke’s law (Equation (II–96)),
where the elastic compliance tensor is expressed as a function of only two parameters (ν and E or G
and K) for an isotropic material which is the case in the E4 orientation. However, the Boom Clay is
also characterised by a strong anisotropy of its mechanical properties between the directions parallel
and perpendicular to the bedding planes as it is the case for the E5 orientation. Switching to such a
configuration with anisotropic elasticity increases the total number of required independent parameters.
In cross-anisotropic materials, such as the Boom Clay formation [Chen et al., 2011], the behaviour
remains isotropic in the parallel bedding planes which requires only 5 independent parameters [Amadei,
1983], as stipulated in Equation (II–99).

Plastic component

The elasto-plastic behaviour of the Boom Clay is characterised by an internal friction model with
a non-associated plasticity and a Van Eekelen yield surface [Van Eekelen, 1980] (under soil mechanics
convention with positive compressive stress) defined in Equation (II–102). Furthermore, the model re-
produces isotropic hardening or softening of the cohesion and of the friction angles upon loading.

The elasto-plastic geomechanical parameters used in the mechanical law of the Boom Clay for the
E4 and E5 modelling are taken from [Ortiz et al., 1997, François, 2014] and reported in Tables III–1 and
III–2 respectively.
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10.1.2.2 Second gradient mechanical model

In the context of microstructure media, the second gradient mechanical model gives an additional
constitutive stress-strain relation between the kinematics and the stress at microscale. Based on refer-
ence works [Mindlin, 1965], it is an isotropic linear elastic law which relates the double stress to the
rate of micro second gradient as defined in Equation (III–34) exposed in Section 9.3, and depends on
one constitutive elastic parameter D in its simplified version proposed by [Matsushima et al., 2002].
This elastic modulus symbolises the physical microstructure of the material and is directly related to
the internal length scale introduced to regularise the problem and which is suitable for shear band width
[Chambon et al., 1998, Collin et al., 2009b].

The value of this modulus has been selected on the basis of the results of specific numerical modelling
of biaxial compression tests, detailed in the next Section 10.1.3.

10.1.2.3 Hydraulic model

The hydraulic model used for the Boom Clay is based on the water-gas seepage and water diffusion
constitutive law for partially saturated porous media, introduced in Section 6.3.1. The transfer of the
liquid phase (water and gas) by advection is thus defined by the generalised Darcy’s law [Darcy, 1856]
introduced in Equations (II–70) and (II–71):

qw,i = −
kint

i j krw

µw

(
∂pw

∂x j
+ρwg j

)
(III–93) qg,i =−

kint
i j krg

µg

(
∂pg

∂x j
+ρgg j

)
(III–94)

where krw and krg are the water and gas relative permeabilities, µw and µg are the dynamic viscosities
of water and gas respectively, and kint

i j is the anisotropic tensor of intrinsic permeability of the material,
defined by two components k‖ and k⊥ respectively parallel and perpendicular to the isotropic planes:

kw,i j =

kw‖ 0 0
0 kw⊥ 0
0 0 kw‖

 (III–95)

Note that in the present simulations, the hydraulic permeabilities are isotropic in the horizontal plane
considered for the E4 experiment, while it exists a ratio of about 2 between the components of the intrin-
sic permeability in the direction parallel and perpendicular to the bedding in the vertical plane defined
for the E5 experiment, i.e. kw‖/kw⊥ = 2.

The material retention behaviour is represented by a retention curve of van Genuchten’s type [van
Genuchten, 1980] introduced in Equation (II–82) of Section 6.3.2, linking the capillary pressure to the
degree of water saturation (Figure III–16b):

Srw = Srw,res +(Sr,max−Srw,res)

(
1+
(

s
Pr

)N
) 1

N −1

(III–96)

where Pr = 12.5 MPa is the parameter of gas entry pressure taken as a mean value between those pro-
posed in [Prime et al., 2016, Gonzalez-Blanco et al., 2016] as detailed in Section 5.3.4 of the literature
review, Sr,max = 1 and Srw,res = 0.2 are the maximum and residual degrees of water saturation, s is the
suction, and N = 1

1−F = 2.5 is a model parameter, fitted to obtain a good agreement with the experi-
mental data in Figure III–16b.

Moreover, the Mualem - van Genuchten’s model [Mualem, 1976] introduced in Equation (II–83) of
Section 6.3.2 is used to express the water relative permeability, while the cubic law [Charlier et al., 2013]
introduced in Equation (II–86) of Section 6.3.2 is adopted to describe the gas relative permeability:

147



Part III : Modelling gas transport in the EDZ 10. Applications

krw =
√

Srw

(
1−
(

1−S
1

M
rw

)M
)2

(III–97) krg = (1−Se)
L

((
S

1
M
rw

)M
)2

(III–98)

where Se =
Srw−Srw,res

1−Srw,res−Srg ,res
, with Srw the degree of water saturation, Srw,res the residual degree of water

saturation, Srg,res the residual degree of gas saturation, and M = 1.1 and L = 3 are model parameters, is
a model parameter, fitted to obtain a good agreement with the experimental data in Figure III–16a.

On top of that, enhanced hydro-mechanical couplings are integrated into the model in the form of a
strain-dependent isotropic evolution of the hydraulic permeability tensor introduced in Equation (III–43),
together with an evolution of the water retention curve with strain introduced in Equation (III–48):

kw,i j = kw,i j,0

(
1+βper〈Y I−Y Ithr〉ε̂3

eq

)
(III–99) Pr = Pr,0

3
√

k0
3
√

k
(III–100)

where kw,i j,0 is the initial intrinsic water permeability tensor, βper is an evolution parameter, ε̂
p
eq is taken

as the Von Mises’ equivalent deviatoric plastic strain, Y I is the yield index, Y Ithr is a threshold value
below which there is no intrinsic permeability variation, Pr is the current gas entry pressure, Pr,0 is the
initial value of gas entry pressure, k is the current permeability and k0 is the initial permeability.

All the parameters governing the hydraulic behaviour of Boom Clay are collected from the literature
[Ortiz et al., 1997, Prime et al., 2016, Gonzalez-Blanco et al., 2016], and summarized in Table III–1 and
Table III–2, for the E4 and E5 configurations respectively. More specifically, the value of the parameter
βper which controls the permeability evolution is established from the results of the numerical modelling
of biaxial compression tests, detailed in the next Section 10.1.3, in such a way as to obtain a variation of
about one order of magnitude of the value of the permeability.

(a) (b)

Figure III–16 – Hydraulic model for the E4 and E5 numerical simulations: (a) experimental data for
relative permeability in Boom Clay, after [Volckaert et al., 1995] together with model fitting, (b) ex-
perimental data for water retention curve in Boom Clay, after [Gonzalez-Blanco et al., 2016] with van
Genuchten’s numerical fitting.

10.1.2.4 Interface model

As exposed in Section 10.1.1, E4 and E5 boreholes are supported by the casings of the piezome-
ters, which avoids the potential collapse of the hole during the drilling operations and ensures a limited
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convergence of the surrounding rock mass. Two-dimensional interface elements having their own me-
chanical and flow constitutive laws are employed to model these rigid supports.

The mechanical contact behaviour of the interface elements can be established based on the Coulomb’s
yield criterion, as it is widely used in soil and rock mechanics to deal with contact problems [Charlier
and Cescotto, 1988, Laursen and Simo, 1993, Wriggers and Zavarise, 2004]. Since the two sides of the
interface never match perfectly, the global behaviour of this zone is characterised by a normal contact
constraint and a tangential contact constraint. Given that the regularisation of the contact condition is
mathematically enforced via a penalty method, a linear elastic relation is assumed between the variations
of stresses and gap function, which yields:[

ṗN

τ̇T

]
=

[
KN 0
0 KT

][
ġN

ġT

]
(III–101)

where the normal contact constraint pN is the component related to the interpenetration of the two bodies
in the contact zone, and the tangential contact constraint τT describes the shear behaviour of the interface.

In case of sticking, there is no relative tangential displacement of the two faces of the contact zone
in the plane of the interface, developing a non-zero shear stress. In case of sliding, a relative tangential
displacement occurs and the shear stress is limited by a Coulomb’s criterion:

τmax = µp′N (III–102)

where µ is the Coulomb’s friction coefficient.

To fully characterize the hydro-mechanical behaviour of the contact elements, fluid flows through
( fw,N) and along ( fw,L) the interface are also considered since these zones constitute a preferential path
for the groundwater. The transversal fluid flow includes flows from the surrounding rock mass to the
inside of the interface and a second one from the inside to the foundation, while the longitudinal flow
is given by the well-known Darcy’s equation, where the minus sign stands for a flow from high to low
pressures:

fw,N = ρw Tw ∆pw (III–103) fw,L =−ρw
kl

µw
∇pw + ρwg∇z (III–104)

where Tw is the transmissivity. Pratically, the longitudinal and transverse transmissivities are set to zero
in order to symbolise the impervious nature of the casing.

Further details about the contact element are available in [Cerfontaine et al., 2015]. All the param-
eters of the contact laws are reported in Table III–1 and Table III–2 for the E4 and E5 configurations
respectively.

149



Part III : Modelling gas transport in the EDZ 10. Applications

Table III–1 – Set of Boom Clay parameters used in the E4 configuration, from [François, 2014].

Parameter Symbol Value Unit

Geomechanical

Young’s elastic modulus E 300 [MPa]

Poisson’s ratio ν 0.125 [−]

Shear modulus G 133 [MPa]

Initial cohesion ci 300 [kPa]

Final cohesion c f 100 [kPa]

Cohesion softening parameter Bc 0.01 [−]

Initial friction angle ϕi 5 [°]

Final friction angle ϕ f 18 [°]

Friction angle hardening parameter Bϕ 0.01 [−]

Dilatancy angle ψ 0 [°]

Solid grain density ρs 2650 [kg/m3]

Microstructure Second gradient elastic modulus D 1.0 [kN]

Hydraulic

Initial porosity n 0.39 [−]

Intrinsic permeability k 4.6×10−19 [m2]

Water density ρw 1000 [kg/m3]

Gas density (He) ρg 0.1663 [kg/m3]

Water dynamic viscosity µw 0.001 [Pa.s]

Gas dynamic viscosity (He) µg 2.0×10−6 [Pa.s]

Water compressibility χ−1
w 5×10−10 [Pa−1]

Henry coefficient (He) Hi 0.0091 [−]

Gas entry pressure (1st coeff. of Srw ) Pr 12.5 [MPa]

Parameter (2nd coeff. of Srw ) N 2.5 [−]

Parameter (1st coeff. of krw ) M 1.1 [−]

Parameter (1st coeff. of krg ) K 3 [−]

Max. degree of water saturation Sr,max 1 [−]

Residual degree of water saturation Srw,res 0.2 [−]

Evolution parameter βper 1×104 [−]

Tortuosity τ 0.6 [−]

Contact

Friction coefficient µ 0.5 [−]

Normal penalty coefficient KN 5×109 [Pa/m]

Tangential penalty coefficient KT 5×109 [Pa/m]

Transmissivity Tw 0.0 [m/Pa/s]
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Table III–2 – Set of Boom Clay parameters used in the E5 configuration, from [François, 2014].

Parameter Symbol Value Unit

Geomechanical

Parallel Young’s modulus E‖ 400 [MPa]

Perpendicular Young’s modulus E⊥ 200 [MPa]

Poisson’s ratio ν‖‖ 0.125 [−]

Poisson’s ratio ν‖⊥ 0.125 [−]

Poisson’s ratio ν⊥‖ 0.0625 [−]

Shear modulus G‖⊥ = G⊥‖ 178 [MPa]

Shear modulus G‖‖ 178 [MPa]

Solid grain density ρs 2650 [kg/m3]

Initial cohesion ci 255 (0°) [kPa]

240 (45°) [kPa]

330 (90°) [kPa]

Ratio of cohesion softening ξc 3 [−]

Cohesion softening parameter Bc 0.01 [−]

Cohesion softening shifting decc 0 [−]

Initial compressive friction angle ϕc,0 5 [°]

Final compressive friction angle ϕc, f 18 [°]

Friction angle hardening parameter Bϕ 0.01 [−]

Friction angle hardening shifting decϕ 0 [−]

Dilatancy angle ψc 0 [°]

Microstructure Second gradient elastic modulus D 1.0 [kN]

Hydraulic

Initial porosity n 0.39 [−]

Initial parallel intrinsic permeability kw,‖,0 4×10−20 [m2]

Initial perp. intrinsic permeability kw,⊥,0 1.33×10−20 [m2]

Water density ρw 1000 [kg/m3]

Gas density (He) ρg 0.1663 [kg/m3]

Water dynamic viscosity µw 0.001 [Pa.s]

Gas dynamic viscosity (He) µg 2.0×10−5 [Pa.s]

Water compressibility χ−1
w 5×10−10 [Pa−1]

Henry coefficient (He) Hi 0.0091 [−]

Gas entry pressure (1st coeff. of Srw ) Pr 12.5 [MPa]

Parameter (2nd coeff. of Srw ) N 2.5 [−]

Parameter (1st coeff. of krw ) M 1.1 [−]

Parameter (1st coeff. of krg ) K 3 [−]

Max. degree of water saturation Sr,max 1 [−]

Residual degree of water saturation Srw,res 0.2 [−]

Evolution parameter βper 1×104 [−]

Tortuosity τ 0.6 [−]

Contact Friction coefficient µ 0.5 [−]

Normal penalty coefficient KN 5×109 [Pa/m]

Tangential penalty coefficient KT 5×109 [Pa/m]

Transmissivity Tw 0.0 [m/Pa/s]
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10.1.3 Modelling of biaxial compression tests

Plane strain biaxial compression tests are numerically modelled in order to evaluate the constitutive
elastic modulus D associated to the second gradient mechanical law on the one hand, and the evolution
parameter βper involved in the strain-dependent evolution of the permeability on the other hand. A good
assessment of these values is of paramount importance since they have an influence on the fractured zone
extent and on the fluid flows through this zone, that will directly impact the gas migrations in the EDZ.

Figure III–17 gives a sketch of the hydro-mechanical model in plane strain state, with all the boundary
conditions. The considered sample has a height H of 1 m and a width H/2 of 0.5 m, and is meshed by a
variable number of finite elements, i.e. 200 FEs (10×20), 450 FEs (15×30) and 800 FEs (20×40). To
model the vertical compression of the 2D specimen, the vertical displacement u of all the nodes of the
sample upper surface (smooth and rigid boundary) is increased during the test with a constant loading
strain rate of 5.10−7 m

s up to a total vertical strain εy of 3%. The vertical displacement of all the nodes
of the bottom surface is blocked (rigid boundary) and the displacement of the central node is blocked
in the horizontal and vertical directions in order to avoid rigid body motion. The constitutive laws and
parameters assigned to the model are those which are used for the E4 and the E5 models (see Section
10.1.2). Strain localisation can be triggered through the introduction of an imperfection in the specimen,
which consists of a weaker element, located at the bottom left of the sample.

Figure III–17 – Geometry and boundary conditions of the numerical model used for the simulations of a
plane strain biaxial compression test.

10.1.3.1 Evaluation of the second gradient elastic modulus D

As previously mentioned, the second gradient mechanical law depends on one constitutive elastic
modulus D which characterises the internal length scale of the second gradient model and controls the
width of the localised shear bands.

First, the biaxial compression test is simulated for the 10× 20 mesh with different values of D, to
examine the dependency of the shear band thickness to the choice of the second gradient elastic modulus.
The results are presented at the end of the computation time to highlight the localised shear band that
appears across the sample. The strain localisation patterns induced by the imperfection can be visualised
through the Gauss integration points under softening plastic loading (red squares) and the contour of
total deviatoric strain. The Figure III–18 shows the development of strain localisation for a value of D
ranging from 1 N to 1000 N, and by considering the E4 (top) or the E5 (bottom) set of parameters.

With regard to the four different values of D that are represented, which implicitly signifies four
different material internal length, the obtained results demonstrate that the higher the value of D, i.e. the
larger the internal length scale, the larger the width of the shear bands. Several graphical observations
make it possible to converge to an adequate value of the modulus. For D ≥ 1000 N, there are so many
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Gauss integration points falling into the plastic domain compared to the size of the mesh, that it is not
possible to discern the precise location of the shear bands. For D ≤ 100 N, less than three elements
compose the shear band width, which might be problematic from a modelling point of view, regarding
the numerical precision of the post-localisation plastic behaviour within the bands [Bésuelle et al., 2006].
This last remark is corroborated by the scattering of some plastic points with regards to the zone where
these points are concentrated. In light of this, the suitable value of the D modulus for the studied model
belongs to the range [100 N - 1000 N]. The same conclusions can be drawn for both biaxial compression
tests, either it is the E4 parameters (Figures III–18a to III–18d) or the E5 parameters (Figures III–18e
to III–18h) that are considered. In the end, to fix the scattered plastic points and to properly describe
the shear band width, a suitable value of D = 300 N is selected, and kept constant in the following
simulations of the biaxial compression test.

(a) E4: D = 1N (b) E4: D = 10N (c) E4: D = 100N (d) E4: D = 1000N

(e) E5: D = 1N (f) E5: D = 10N (g) E5: D = 100N (h) E5: D = 1000N

Figure III–18 – Localisation patterns represented by the plastic zone (left) and the total deviatoric strain
(right) for different values of the D modulus: (a)-(d) E4 set of parameters, (e)-(h) E5 set of parameters.

To ensure the consistency of these results, the biaxial compression test is subsequently simulated for
two finer meshes of 15×30 elements and 20×40 elements. From Figure III–19a to III–19f related to the
E4 and E5 configurations, one can notice that the representation of the shear band is constant no matter
the element size, implying that the shear strain localisation is well mesh-independent and that the chosen
value of D is consistent.

However, the sizes of the elements in the different meshes simulated for the biaxial compression
tests are of the order of the cm, while the size of the finite elements around the borehole in the E4
and E5 meshes of Figure III–14 are of the order of magnitude of the mm, as reported in Table III–3.
Therefore, the value of the second gradient elastic modulus which has been established on the basis of
the simulations of the biaxial compression tests needs to be scaled down to the sizes of the E4 and E5
models.

To this end, a rough estimation of the band thickness is first of all evaluated on the basis of the
formula introduced in Equation (III–39):

lc =

√
|D|
|E|

(III–105)

Where lc is the estimation of the fracture thickness, D is the second gradient elastic modulus, and E is
the Young’s elastic modulus.
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(a) E4: 10 × 20 (b) E4: 15 × 30 (c) E4: 20 × 40

(d) E5: 10 × 20 (e) E5: 15 × 30 (f) E5: 20 × 40

Figure III–19 – Localisation patterns represented by the plastic zone (left) and the total deviatoric strain
(right) for different mesh sizes and a value of D=300 N: (a)-(c) E4 set of parameters, (d)-(f) E5 set of
parameters.

The ratio R of this band thickness value to the size of the mesh net x can then be assessed for the
different meshes of the biaxial compression test, and must be kept constant for the meshes of the in
situ experiments. Considering a mean value of E = 300 MPa for the Boom Clay, it is thus possible to
determine an estimation of the band thickness in the E4 and E5 configurations, knowing the size of the
thinnest mesh net in these domains. From then on, the adapted value of the D modulus is computed
by going back to Equation (III–105), and following the procedure proposed in Table III–4. From the
deduced values, a second gradient modulus D of 1 N is chosen.

Table III–3 – Size of the thinnest mesh elements.

Model Biaxial test E4 E5

10×20 15×30 20×40

Element size [m] 0.05 0.033 0.025 0.0035 0.0035

Table III–4 – Evaluation of the second gradient modulus D for the E4 and E5 meshes.

Model Db [N] lcb =
√

Db
Eb

[m] xb [m]
lcb
xb

= R = lc
x x [m] lc [m] D [N]

10×20 300 1×10−3 0.05 1
50 0.0035 7.0×10−5 1.47

Biaxial 15×35 300 1×10−3 0.033 1
33 0.0035 1.06×10−4 3.37

20×40 300 1×10−3 0.025 1
25 0.0035 1.40×10−4 5.88

10.1.3.2 Evaluation of the parameter βper

As exposed in Section 10.1.2.3, a strain-dependant evolution of the hydraulic permeability is imple-
mented in order to capture its increase in the fractured zones. Practically, it has been established from
the state-of-the-art description in Section 4.3.6 that this rise in permeability should be about one order
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of magnitude in the damaged zone around the excavation in Boom Clay. It is controlled by the evolution
parameter βper. In Figures III–20b and III–20c and Figures III–20e and III–20f, the evolutions of the
permeability and of the entry pressure parameter along the height of the sample is sketched for different
values of the βper parameter, and for the E4 and E5 sets of parameters respectively. In order to reproduce
the desired permeability modification, the selected value of βper is 1×104 for both sets of parameters.

(a) (b) (c)

(d) (e) (f)

Figure III–20 – Location of the studied cross-section (left), variations of the permeability (centre) and of
the entry pressure (right) along the sample: (a)-(c) E4 set of parameters, (d)-(f) E5 set of parameters.

10.1.4 Results and discussion

In this section, various numerical results, computed with the finite element code LAGAMINE for the E4
and E5 models are presented and discussed, for the three steps of the problem. In addition, three mod-
elling cases are investigated to emphasise the effect of the EDZ on gas migrations. In the first reference
simulation, the development of the EDZ is supposed to induce no alteration of the hydraulic properties
in this zone. In the two subsequent simulations, the enhanced couplings between fluids transfers (water
and Helium) and the mechanical behaviour of the fractured zone are taken into account.

10.1.4.1 Reference simulation

The first performed simulation focuses on the development of the EDZ following the drilling process
of the different boreholes. The main purpose is to characterise the extent of fractures induced by rock
deconfinement during the excavation phase. These fractures are reproduced by shear banding and no
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modification of the hydraulic properties in the damaged zone is taken into account at this point.

By analysing first the results in terms of convergence, it can be deduced from Figure III–21a that
for the considered parameters of the E4 configuration, the total convergence of the unsupported borehole
is in the same order of magnitude as the other boreholes drilled in the vicinity. The radial convergence
of Boom Clay during the excavation phase of the E4 and E5 boreholes is presented in Figure III–21b.
In each configuration, the borehole wall is assumed to be supported when it enters in contact with the
casing of the piezometer, which means that the borehole wall converges from 0.0425 m to 0.03 m in the
E4 scenario, and from 0.051 m to 0.0445 m in the E5 scenario. Once the first contact is established, there
is almost no residual convergence . Moreover, regarding the two studied nodes A and B in the horizontal
and vertical directions respectively, the isotropic stress state in the E4 configuration induces an isotropic
convergence. As for the E5 configuration, the initial anisotropic stress state and the subsequent stress
redistribution leads to a higher convergence in the horizontal direction than in the vertical one.

(a) (b)

Figure III–21 – (a) Comparison of the convergence without support for different boreholes, modified after
[Rousset, 1988]. (b) Evolution of the convergence of a borehole drilled in the E4 and E5 configurations.

The creation and evolution of the fractured zone can be observed through the development of shear
strain localisation. The numerical results are presented in terms of the Von Mises’ equivalent devia-
toric total strain (total deviatoric strain), the plastic zone, i.e. the plastic loading integration points (red
squares), and the deviatoric strain increment, which represents the band activity:

κeq =
˙̂εeqdt∫ ˙̂εeqdt

(III–106)

where κeq is the deviatoric strain increment, ε̂eq =
√

2
3 ε̂i jε̂i j is the total deviatoric strain, and ε̂i j =

εi j− εkk
3 δi j is the deviatoric part of the strain tensor.

Provided that the specific second gradient boundary condition is well implemented [Zervos et al., 2001],
the results from a quarter of a drift can be extrapolated to the full section of the borehole. Hence, Figures
III–22 and III–23 illustrate the creation of the damaged zone through the evolution of the strain local-
isation around the studied boreholes in the course of the drilling process. In both cases, the modelling
exhibits a symmetric shear band pattern, whose onset and shape can be attributed to the anisotropy of the
material and of the initial stress state. Therefore, the shear banding zone is more concentrated all around
the borehole in the E4 configuration presenting an isotropic stress state, while it develops preferentially
in the direction of the minor principal stress, i.e. horizontal, in the E5 configuration with an anisotropic
stress state. By the end of the drilling process, the plastic zone has expanded over about 0.015 m to

156



10. Applications Part III : Modelling gas transport in the EDZ

(a) (b) (c)

Figure III–22 – Development of shear bands during the drilling process of the E4 borehole: (a) deviatoric
strain increment, (b) total deviatoric strain and (c) plastic loading points.
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(a) (b) (c)

Figure III–23 – Development of shear bands during the drilling process of the E5 borehole: (a) deviatoric
strain increment, (b) total deviatoric strain and (c) plastic loading points.
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0.020 m in the horizontal and vertical directions. Yet, compared to the case of an unsupported excavation
process, the installation of the piezometer has the consequences of limiting additional convergence of the
borehole wall, thus limiting the points in plastic charge in the surrounding rock mass and inhibiting any
further development of localisation.

The time evolution of pore water pressure at the borehole wall in the E4 and E5 configurations is
exhibited in Figure III–24a. These curves detail the progressive update in water pressures from the initial
condition of pw = 2.2 MPa to the atmospheric pressure imposed by the deconfinement during the drilling
and then back to the reference pressure during a phase of pressure stabilisation. However, this decrease
in water pressure propagates further in the rock mass around the E5 set-up (up to ∼ 1 m) than around
the E4 one (up to ∼ 0.6 m), as it is shown in Figures III–24b and III–24c respectively. Generation of
overpressures is also apparent in the latter Figure III–24c which can be attributed to the hydro-mechanical
couplings linked to the anisotropy of the initial stress state and permeability in the orientation of the E5
test. The effect of strain localisation on these pressure profiles is mostly observed when the band activity
is intense which is reflected by a localised decrease in the pore water pressure located in the near vicinity
of the borehole.

(a) Time evolution (b) E4 (c) E5

Figure III–24 – (a) Time evolution of pore water pressure during the successive phases of the simulation.
(b)-(c) Evolution of pore water pressure along the domain for the E4 and E5 configurations.

The evolution of the effective stresses can be visualised by plotting the stress paths in the drift wall
zone, as shown in Figure III–25a where the first stress invariant and the second deviatoric stress invariant
are respectively defined as:

Iσ′ = σ
′
i jδi j = σ

′
ii and II′

σ̂
=
√

0.5σ̂′i jσ̂
′
i j (III–107)

where σ̂′i j = σ′i j−
σ′kk
3 δi j is the deviatoric part of the effective stress tensor.

The evolution of the radial and orthoradial effective stresses with time during the excavation of the E4
and E5 boreholes are displayed along the domain in Figures III–25b and III–25c. It appears that the
radial stress tends to decrease and vanish at the gallery wall while the orthoradial stress is increased.
This results in an overall increase in the deviatoric stress invariant until the stress state reaches the plastic
criterion.

Finally, gas transfers in the form of Helium are taken into account in the long-term part of the sim-
ulation, according to the evolution profile given in Figure III–15c of section 10.1.1. In Figures III–26a
and III–26b (solid lines), gas pressure profiles are displayed along the horizontal section of the domain,
highlighting the progressive propagation of Helium over a thin zone of about 1m across the rock mass.
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(a) Stress path (b) E4 (c) E5

Figure III–25 – (a) Evolution of the stress paths at the drift wall throughout the simulation. (b)-(c)
Evolution of the radial (dashed line) and orthoradial (solid line) effective stresses along the domain for
the E4 and E5 configurations.

(a) E4
(b) E5

Figure III–26 – Evolution of gas (Helium) pressures as a function of the radial distance for different time
steps for the (a) E4 and (b) E5 configurations: reference case (solid line), evolution of the permeability
(dashed line) and of the retention curve (dash-dotted line) with strain.

Once the maximum gas pressure of about 4.5 MPa is reached at the piezometer wall, a slight desaturation
of a few percent associated to this peak of Helium pressure can be seen in both configurations in Figures
III–29b and III–29d. These desaturation profiles can be put into perspective with the dissolved and total
Hydrogen flows profiles displayed in Figures III–29a and III–29c respectively. Close to the injection
zone, it appears that dissolved gas in the water phase is not sufficient enough to ensure transfers of
Helium in the Boom Clay under the largest gas production sequences. This quantity of dissolved Helium
is indeed physically limited by Henry’s law, which leads to the creation of a gaseous phase, and the
desaturation of the rock over a certain radial distance. Since total Helium fluxes decrease with the radial
distance, dissolved Helium becomes predominant again at the transition between saturated and partially
saturated zones.
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10.1.4.2 Influence of the HM couplings

So far, the behaviour of the EDZ has been limited to the development of fractures in the form of
shear strain localisation bands. However, this process of fracture generation tends to substantially affect
the flow properties of the in situ material. In this second part of the simulations, the hydro-mechanical
behaviour of the EDZ is considered in order to end up with a more accurate representation of the phe-
nomena related to gas migration. As detailed in Section 10.1.2, the impact of fracturing on the transfer
characteristics is addressed by relating the evolutions of the intrinsic permeability and of the water reten-
tion curve with the mechanical deformations according to expressions recalled in Equations (III–99) and
(III–100).

The variations in parallel (solid line) and perpendicular (dashed line) intrinsic water permeabilities
around the boreholes are presented during the drilling process in Figures III–27b (E4) and III–28b (E5)
respectively, and put into perspective with the creation of the plastic zone in Figures III–27a (E4) and
III–28a (E5). Include a strain-dependent evolution of the intrinsic permeability in the simulation gives
rise to additional hydro-mechanical couplings slightly interfering with the initiation of localisation, while
leading to the same extent of the EDZ. Permeability variations are well visible in the part of the damaged
zone which is the closest to the boreholes wall, and more particularly inside the strain localisation dis-
continuities where an increase of one order of magnitude (E4) or a bit less (E5) is obtained. This slight
discrepancy directly results from the more important convergence of the E4 borehole, with respect to the
E5 one.

From these observations, it follows that Helium tends to enter the damaged zone more easily, which
is reflected by a slight horizontal offset of the dashed lines in Figures III–26a (E4) and III–26b (E5). Like
in the reference case, the analysis of the Helium fluxes shown in Figures III–29e (E4) and III–29g (E5)
reveals that for the largest amount of Helium, a distinct gas phase appears which desaturates the rock
mass in the vicinity of the piezometers as displayed in Figures III–29f (E4) and III–29h (E5).

(a) (b) (c)

Figure III–27 – E4 configuration: (a) evolution of the intrinsic permeability in relation to the development
of the plastic zone by the end of the drilling stage. Variations of (b) intrinsic permeability and (c) entry
pressure as a function of the radial distance.

Next to the increase in the hydraulic permeability with strains, the evolution of the water retention
curve with strain is also considered in order to obtain a more faithful representation of the influence of the
EDZ on the hydraulic kinetics. The variations of the entry pressure parameter Pr in the horizontal (solid
line) and vertical (dashed line) directions during the drilling process are given in Figures III–27c (E4)
and III–28c (E5). These results attest to the global drop in Pr in the EDZ, correlated to the evolution of
intrinsic permeability previously observed, which means that the minimum capillary pressure required
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to desaturate the rock mass is lowered by the cracking process. As for the evolution of the intrinsic
permeability displayed in Figures III–27b (E4) and III–27b (E5), the influence of shear bands on Pr is
also clearly visible.

Regarding the gas migration phase, it emerges from the horizontal offset of the dash-dotted lines in
Figures III–26a and III–26b that the evolution of the retention curve with the deformations has a clear
effect on Helium migrations. The reduction of the gas entry pressure in the EDZ facilitates even more
the penetration of gas into the Boom Clay. Once the Helium pressure reaches the maximum value set at
4.5 MPa, gas progresses in the form of a front through the zone affected by a reduction of the gas entry
value. The distinct gas phase that emerges when the largest amounts of Helium are released is clearly
discernible in Figures III–29i (E4) and III–29k (E5). In the EDZ, Helium is no longer dissolved in water
but is almost only transferred in the gaseous state, which contributes to a more rapid and important
decrease in the degree of water saturation around the boreholes than in the previous simulations, as
reported in Figures III–29j (E4) and III–29l (E5).

(a) (b) (c)

Figure III–28 – E5 configuration: (a) evolution of the intrinsic permeability in relation to the development
of the plastic zone by the end of the drilling stage. Variations of (b) parallel (solid line) and perpendicular
(dashed line) intrinsic permeability and (c) entry pressure as a function of the radial distance.

10.1.5 Conclusions

The performed numerical simulations provide a representative characterisation of rock fracturing
within the EDZ of Boom Clay during the drilling phase. Under gas injection sequences, it appears that
dissolved gas is not sufficient enough to transport Helium under large production of gas, which leads
to the creation of a gaseous phase along with the desaturation of the first centimetres of the rock mass.
Incorporate the HM effects of strain on permeability and retention behaviour in the modelling leads to
a permeability increase of about one order of magnitude and an amplification of the desaturation of the
rock mass. It consequently results in an even more rapid progression of Helium in the form of a gaseous
front, which is limited to the EDZ close to the drift wall and tends to attenuate deeper in the rock mass.
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(a) E4 (b) E4 (c) E5 (d) E5

(e) E4 (f) E4 (g) E5 (h) E5

(i) E4 (j) E4 (k) E5 (l) E5

Figure III–29 – Comparison between dissolved Helium and total Helium flux (log scale along the Y-axis
[Webber, 2013]), and corresponding saturation profiles as a function of the radial distance for the E4 and
E5 configurations: (a)-(d) reference case, (e)-(h) evolution of the permeability with strains and (i)-(l)
evolution of the retention curve with strains.
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10.2 Large-scale MAVL drift in COx claystone

After having successfully demonstrated the ability of the model to reproduce the interactions be-
tween the fluids transfers and the damage at the scale of in situ experiments, the next step is to progress
to the larger scale of a storage gallery. The first part of this section deals with the description of the
numerical simulations of the MAVL storage drift drilled in the COx claystone, focussing particularly on
the geometry and on the evolution of the boundary conditions. Three phases are specifically reproduced:
the excavation of the gallery, the ventilation process when the storage drift is in operation and the gen-
eration and migration of Hydrogen on the long term. Then, the constitutive models and the associated
parameters used for the simulations are given. Finally, the numerical results for the different phases of
the simulations are provided and analysed in the last part of this section.

10.2.1 Description of the application

Concretely, MAVL galleries are made up of several hundred metres in length, 10.4 m in excavated
diameter, and of concrete structural support ensuring stability, and are drilled in the low-permeable
Callovo-Oxfordian claystone. In this section, the ingredients of the numerical simulations are described,
covering in particular the geometry of the problem, the mesh of the model, the initial boundary con-
ditions as well as the successive steps of the simulations carried out by means of boundary conditions
update.

10.2.1.1 Initial conditions

The configuration of the MAVL storage gallery consists in a circular section drift of radius R =
5.2 m, parallel to the major in situ principal stress. From Chapter 4, it is known that the level of the
Meuse/Haute-Marne URL is characterised by an anisotropic stress regime, with a major principal stress
in the horizontal direction, a vertical stress more or less equal to the minor principal horizontal stress and
a homogeneous water pressure [Wileveau et al., 2007], such that:

σx,0 = 12.4 MPa, σy,0 = 12.7 MPa, σz,0 = σH = 16.1 MPa, pw,0 = 4.7 MPa (III–108)

where σx,0 is the minor horizontal principal total stress, σy,0 is the vertical principal total stress and σz,0

corresponds to the major horizontal principal total stress, while pw,0 is the initial pore water pressure.
In this confiduration, the coefficient of earth pressure at rest K0 takes a value of about 0.7. In addition,
the initial gas pressure is set to the atmospheric pressure of pg,0 = 0.1 MPa, while the temperature is
maintained constant at T0 = 20◦C throughout the simulations.

10.2.1.2 Geometry

As presented in Figure III–30b, MAVL galleries are reinforced by structural concrete support ensuing
stability, namely stuffing layers and precast arch segments. It is worth noted that these latter are modelled
as a continuous shell, without considering the joints between the segments. This gives a final usable
circular cross-section with a radius of R = 4.35 m.

In the treated problem, the HM modelling of the tunnel is performed in two-dimensional plane strain
state. A schematic representation of the numerical model involving the mesh and the different bound-
ary conditions is illustrated in Figure III–30a. Assuming symmetries of the problem along the x− and
y−axes, only a quarter of the gallery cross-section is discretised. The geometry extension covers a do-
main of 300 m × 300 m in the horizontal and vertical directions, establishing two far field boundary
conditions, and integrates a more refined discretisation close to the tunnel.

Concerning the boundary conditions, the initial stresses, pore water pressure and gas pressure are
imposed constant at the mesh external boundaries. On the wall of the tunnel, the initial boundary condi-
tions in terms of stresses and fluid pressures will be progressively adapted as a function of the successive
phases of the simulation. Moreover, the symmetry condition is established along the symmetry axes by
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(a) (b)

Figure III–30 – (a) Geometry and boundary conditions of the 2D plane strain model. (b) Zoom on the
refined support zone, with stress state and bedding plane orientation.

considering no normal displacements and impervious boundaries (water and gas flows blocked to zero).
Regarding the second gradient boundary conditions, a special attention must be dedicated to the kine-
matic boundary conditions required to establish the symmetry, as stipulated in [Zervos et al., 2001]. The
presence of gradient terms in the equilibrium Equations (III–63) to (III–66) of the H2M second gradient
model requires that the radial displacement ur must be symmetric on both sides of the symmetry axes.
This supplementary kinematic condition implies that the normal derivative of ur has to cancel with re-
spect to the tangential direction θ, i.e. ∂ur

∂θ
= 0. Finally, natural boundary conditions for the double force

Ṫi = 0 are assumed on the different boundaries and gravity is not taken into account.

10.2.1.3 Boundary condition evolution

In practice, the three-step application discussed in this section is divided into the storage gallery
excavation, the tunnel ventilation and finally the gas generation and migrations. This sequential evolution
of the problem is translated into a boundary value problem which is carried out by progressively adjusting
the boundary conditions using the LAGAMINE code.

Excavation phase

The drilling of the tunnel is performed with the convergence-confinement method which is an ap-
proximation method for tunnelling that allows transforming a whole three dimensional study of tunnel
excavation into a two dimensional analysis in plane strain conditions, based on an identical gallery con-
vergence assumption [Bernaud and Rousset, 1992]. The effect of the excavation front progress is taken
into account by applying a fictive pressure σΓr on the drift wall that depends on the vicinity of the exca-
vation front to the studied drift section through a deconfinement rate ζ (Figure III–31):

σ
Γ
r = (1−ζ)σr,0 (III–109)

where σΓr is the total radial stress, σr,0 is the initial mechanical pressure on the gallery wall that corre-
sponds to the initial stress in the material, and ζ is the deconfinement rate ranging from 0 to 1.

An excavation rate of 18 m per day is considered here, implying that the excavation front crosses
the studied section after about 10 hours and that the excavation is fully completed after about 24 hours.
The evolution of the deconfinement rate with time is detailed in Figure III–32a where the origin of the
time axis corresponds to the moment when the studied section starts to be influenced by excavation of the
previous sections of the tunnel. Pore water pressure at drift wall pΓw is also affected during the excavation
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Figure III–31 – Theory of deconfinement rate during drift excavation.

phase and starts to decrease quickly and linearly from its initial value towards the atmospheric pressure
when the deconfinement starts. In addition, the stress imposition at the gallery wall is also conditioned by
the support structure. Practically, the three layers of support are supposed to be applied simultaneously
at 96% deconfining as depicted in Figure III–32a.

(a) (b) (c)

Figure III–32 – (a) Applied deconfinement curves for the total stress and for the pore water pressure
during drift excavation. (b) Profile of pore water pressures during ventilation. (c) Profile of gas pressures
during Hydrogen injection.

Ventilation phase

So far, there is no ventilation inside the gallery, which means that the air is fully saturated with
water vapour. This maximum concentration corresponds to air with 100% of Relative Humidity (RH)
according to Kelvin’s law:

RH =
pv

p0
v
=

ρv

ρ0
v
= exp

(
−pcMv

ρwRT

)
(III–110)

where pv is the partial pressure of water vapour, p0
v is the pressure of saturated water vapour, and ρ0

v is
the saturated vapour concentration, Mv is the molar mass of water vapour, R = 8.314 [J/molK] is the gas
constant and T = 298.15 [K] is the absolute temperature.

Afterwards, the drift is ventilated during the operation phase in order to regulate the temperature
according to workers needs. The ventilation imposes a RH of about 70% which modifies the hydraulic
boundary condition at the drift wall by reducing the pore water pressure from 0.1 MPa to −49.1 MPa.
This process is initiated 35 days after the excavation starts, the RH is progressively decreased during
a period of 3 months to reach the planned value of Pw after 125 days as exposed in Figure III–32b.
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Ventilation is then maintained constant in the tunnel during an exploitation period of about 100 years.
Modelling this ventilation phase is of particular interest since the generated suction may drain the water
from the rock through the support, desaturate it, and thence modify the fracturing pattern as well as the
size of the fractured zone.

Phase of gas migration

Finally, after the 100-year phase of ventilation, the storage gallery is supposed to be entirely filled
with waste packages, properly sealed and closed. From this time, the system becomes impervious to
water and a period of pore water pressures stabilisation initiates since there is no more drainage imposed
by the ventilation of the drift. It is worth noting that concurrently to the installation of the canisters, a
significant rise in temperature would normally occur around the storage but this effect falls beyond the
scope of the present study. Subsequently, gas starts to be generated in the form of Hydrogen arising
from steel corrosion. Hydrogen migrations are simulated by imposing a variation of gas pressures at the
intrados of the support structure according to the H2-profile given in Figure III–32c [Talandier, 2005].
This last phase ranges from 100 years to a million years, with peak value of gas pressures reached around
66000 years.

10.2.2 Constitutive models and parameters

The constitutive models of the Callovo-Oxfordian claystone and the support, and their related pa-
rameters required for the numerical application are presented in this section. The hydro-mechanical
description of the COx behaviour includes a mechanical model for the classical first gradient part related
to the macrostructure, a mechanical model for the second gradient part related to the microstructure and
a hydraulic model to reproduce water and gas flows in the partially saturated porous medium.

10.2.2.1 First gradient mechanical model of the COx claystone

An elasto-visco-plastic model with cross-anisotropy and horizontal isotropic bedding planes is con-
sidered for the mechanical behaviour of the rock, which can be decomposed into an elastic, a plastic and
a viscous component, as introduced in section 6.3.3:

ε̇i j = ε̇
e
i j + ε̇

p
i j + ε̇

vp
i j (III–111)

where εe
i j, ε

p
i j and ε

vp
i j are the elastic, plastic and viscous components of the total strain rate.

Elastic component

The linear elastic behaviour of the rock is based on the classical Hooke’s law (Equation (II–96)).
For cross-anisotropic materials such as the COx formation, the behaviour remains isotropic in the par-
allel bedding planes which requires 5 independent parameters to express the elastic compliance tensor
[Amadei, 1983], as stipulated in Equation (II–99).

Plastic component

The elasto-plastic behaviour of the COx claystone is characterised by an internal friction model with
a non-associated plasticity and a Van Eekelen yield surface [Van Eekelen, 1980] (under soil mechanics
convention with positive compressive stress) defined in Equation (II–102). Furthermore, the model is
able to generate isotropic hardening or softening of the cohesion and of the friction angles upon loading.

The elasto-plastic geomechanical parameters used in the mechanical law of the COx claystone, re-
ported in Table III–5 are taken from [Argilaga et al., 2019] after [Pardoen and Collin, 2017] where
calibration is realised based on experimental data.
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Viscoplastic component

Viscoplasticity is also taken into account to reproduce the creep deformations characterising the long
term behaviour of the claystone [Shao et al., 2003]. A single viscoplastic flow mechanism decoupled
from elastoplasticity is considered, with the viscoplastic loading surface f vp defined in Equation (II–
108) controlled by the delayed viscoplastic hardening function αvp defined in Equation (II–109).

A complete description of this viscoplastic model is available in [Jia et al., 2008, Zhou et al., 2008]
and details about its implementation in the gallery excavation can be found in [Pardoen and Collin, 2017].
The viscoplastic parameters of the COx claystone, detailed in Table III–6, are taken from [Argilaga et al.,
2019], after [Pardoen and Collin, 2017] and calibrated against laboratory tests.

10.2.2.2 Second gradient mechanical model of the COx claystone

The second gradient mechanical model gives an additional constitutive stress-strain relation between
the kinematics and the stress at micro-scale. Based on [Mindlin, 1965], it is an isotropic linear elastic
law which relates the double stress to the rate of micro second gradient as defined in Equation (III–34)
exposed in Section 9.3, and depends on one constitutive elastic parameter D in its simplified version
proposed by [Matsushima et al., 2002]. This elastic modulus symbolises the physical microstructure of
the material and is directly linked to the internal length scale relevant for the shear band width [Chambon
et al., 1998, Collin et al., 2009b].

The value of this modulus selected to suitably regularise the problem is reported in Table III–5.

10.2.2.3 Hydraulic model of the COx claystone

In the hydraulic model used for the COx claystone and introduced in Section 6.3.1, the transfer of the
liquid phase (water and gas) by advection in an unsaturated porous medium is defined by the generalised
Darcy’s law [Darcy, 1856]:

qw,i = −
kint

i j krw

µw

(
∂pw

∂x j
+ρwg j

)
(III–112) qg,i =−

kint
i j krg

µg

(
∂pg

∂x j
+ρgg j

)
(III–113)

where krw and krg are the water and gas relative permeabilities, µw and µg are the dynamic viscosities
of water and gas respectively, and kint

i j is the anisotropic tensor of intrinsic permeability of the material,
defined by two components k‖ and k⊥ respectively parallel and perpendicular to the isotropic planes:

kw,i j =

kw‖ 0 0
0 kw⊥ 0
0 0 kw‖

 (III–114)

The material retention behaviour is represented by a retention curve of van Genuchten’s type [van
Genuchten, 1980] introduced in Equation (II–82) of Section 6.3.2, linking the capillary pressure to the
degree of water saturation (Figure III–33a):

Srw = Srw,res +(Sr,max−Srw,res)

(
1+
(

s
Pr

)N
) 1

N −1

(III–115)

where Pr = 15 MPa is the parameter of gas entry pressure taken from [Gerard et al., 2014, Pardoen et al.,
2015b] as detailed in Section 5.3.4 of the literature review, Sr,max = 1 and Srw,res = 0.01 are the maximum
and residual degrees of water saturation, s is the suction, and N = 1

1−F = 1.49 is a model parameter,
fitted to obtain a good agreement with the experimental data in Figure II–21b of the state of the art.

168



10. Applications Part III : Modelling gas transport in the EDZ

Moreover, the Mualem - van Genuchten’s model [Mualem, 1976] introduced in Equation (II–83) of
Section 6.3.2 is used to express the water relative permeability in Figure III–33b, while the cubic law
[Charlier et al., 2013] introduced in Equation (II–86) of Section 6.3.2 is adopted to describe the gas
relative permeability in Figure III–33c:

krw =
√

Srw

(
1−
(

1−S
1

M
rw

)M
)2

(III–116) krg = (1−Se)
L

((
S

1
M
rw

)M
)2

(III–117)

where Se =
Srw−Srw,res

1−Srw,res−Srg ,res
, with Srw the degree of water saturation, Srw,res the residual degree of water

saturation, Srg,res the residual degree of gas saturation, and M = 0.33 and L = 3 are model parameters,
fitted to obtain a good agreement with the experimental data in Figure II–23b of the state of the art.

On top of that, enhanced hydro-mechanical couplings are integrated into the model and include
the strain-dependent isotropic evolution of the hydraulic permeability tensor and of the water retention
property introduced in Equations (III–43) and (III–48) respectively:

kw,i j = kw,i j,0

(
1+βper〈Y I−Y Ithr〉ε̂3

eq

)
(III–118) Pr = Pr,0

3
√

k0
3
√

k
(III–119)

where kw,i j,0 is the initial intrinsic water permeability tensor, βper is an evolution parameter, ε̂
p
eq is taken

as the Von Mises’ equivalent deviatoric plastic strain, Y I is the yield index, Y Ithr is a threshold value
below which there is no intrinsic permeability variation, Pr is the current gas entry pressure, Pr,0 is the
initial value of gas entry pressure, k is the current permeability and k0 is the initial permeability.

The hydraulic parameters of the COx claystone, reported in Table III–7, are taken from [Pardoen and
Collin, 2017], after [Charlier et al., 2013] where a synthesis of the claystone parameters is detailed. The
calibration is obtained from laboratory experiments and results, available in the literature.

(a) (b) (c)

Figure III–33 – Definition of (a) water retention curve, (b) water relative permeability and (c) gas relative
permeability.

10.2.2.4 Effective stress definition

In the context of unsaturated and anisotropic material dealing with water and gas, Bishop’s formu-
lation of effective stresses presented in Equation (II–92) is used. In this expression, the Biot’s tensor is
expressed in orthotropic axes according to Equation (II–93). The prescribed values of parallel and per-
pendicular Biot’s coefficients for the COx claystone are respectively given by b‖ = 0.6 and b⊥ = 0.64.
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10.2.2.5 Support behaviour

As exposed in Section 10.2.1, MAVL drifts are reinforced by different layers of support with the
aim of avoiding partial collapse of the tunnel during drilling operations and limiting convergence of the
surrounding rock. Practically, the classic and compressible stuffing layers have a thickness of 0.15 m
and 0.2 m respectively while the arch segments are 0.5 m thick. The concrete arch segments and the
classic stuffing layer are characterised by an elasto-plastic mechanical behaviour while the compressible
stuffing layer is assumed to have a linear elastic behaviour. The mechanical parameters of the support
layers are retrieved from [Andra, 2016, Gerard et al., 2008] and gathered in the first part of Table III–8.

Hydraulically, the same model as for the COx claystone (described in Equations (III–112) to (III–
116)) is used for the support, without considering any evolution of hydraulic properties with strain. The
specific hydraulic parameters assigned to each layer of the support structure are gathered in the second
part of Table III–8.

Table III–5 – Set of COx elasto-plastic mechanical parameters.

Parameter Symbol Value Unit

Geomechanical

Parallel Young’s modulus E‖ 5 [GPa]

Perpendicular Young’s modulus E⊥ 4 [GPa]

Poisson’s ratio ν‖‖ 0.24 [−]

Poisson’s ratio ν‖⊥ 0.325 [−]

Poisson’s ratio ν⊥‖ 0.26 [−]

Shear modulus G‖⊥ = G⊥‖ 1.63 [GPa]

Shear modulus G‖‖ 2.016 [GPa]

Parallel Biot’s coefficient b‖ 0.6 [−]

Perpendicular Biot’s coefficient b⊥ 0.64 [−]

Solid grain density ρs 2750 [kg/m3]

Initial cohesion ci 4.1 (0°) [MPa]

Cohesion parameter A11 0.117 [−]

Cohesion parameter b1 14.236 [−]

Ratio of cohesion softening ξc 5 [−]

Cohesion softening parameter Bc 0.003 [−]

Initial compressive friction angle ϕc,0 10 [°]

Final compressive friction angle ϕc, f 23 [°]

Initial extensive friction angle ϕe,0 7 [°]

Final extensive friction angle ϕe, f 23 [°]

Friction angle hardening parameter Bϕ 0.001 [−]

Dilatancy angles ψc = ψe 0.5 [°]

Microstructure Second gradient elastic modulus D 14.016 [kN]
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Table III–6 – Set of COx visco-plastic mechanical parameters.

Parameter Symbol Value Unit

Viscoplastic

Uniaxial compressive strength Rc 21 [MPa]

Internal friction coefficient Avp 2.62 [−]

Cohesion coefficient Cvp 0.03 [−]

Visco-plastic potential parameter βvp 1.1 [−]

Initial threshold for the VP flow α
vp
0 0.142 [−]

Reference fluidity γ0 700 [s−1]

Temperature parameter γ1 57×103 [J/mol]

Creep curve shape parameter N 5.0 [−]

VP hardening function parameter Bvp 7.5×10−2 [−]

Table III–7 – Set of COx hydraulic parameters.

Parameter Symbol Value Unit

Hydraulic

Initial porosity n 0.173 [−]

Initial parallel intrinsic permeability kw,‖,0 4×10−20 [m2]

Initial perp. intrinsic permeability kw,⊥,0 1.33×10−20 [m2]

Water density ρw 1000 [kg/m3]

H2 density ρH2 0.0794 [kg/m3]

Water dynamic viscosity µw 0.001 [Pa.s]

H2 dynamic viscosity µH2 9×10−6 [Pa.s]

Water compressibility χ−1
w 5×10−10 [Pa−1]

H2 Henry coefficient Hi 0.0193 [−]

Air entry pressure (1st coeff. of Sw
r ) Pr 15 [MPa]

Parameter (2nd coeff. of Sw
r ) F 1.49 [−]

Parameter (1st coeff. of kr,w) M 0.32886 [−]

Max. degree of water saturation Smax 1 [−]

Residual degree of water saturation Sres 0.01 [−]

Evolution parameter βperm 1010 [−]

Permeability variation threshold εthr
eq 0.01 [−]

Tortuosity τ 0.25 [−]
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Table III–8 – Set of parameters used in the different constitutive laws of the sustaining structure: classic
stuffing, compressible stuffing and arch segments.

Parameter Symbol Value Unit

Classic
Stuffing

Elastic Young’s modulus E 17.5 [GPa]

Poisson’ratio ν 0.25 [−]

Friction angle ϕ 30 [°]

Cohesion c 2.94 [MPa]

Density ρ 2300 [ kg
m3 ]

Compressible
stuffing

Elastic Young’s modulus E 0.1 [GPa]

Poisson’s ratio ν 0.0 [−]

Density ρ 2300 [ kg
m3 ]

Arch
segments

Elastic Young’s modulus E 39 [GPa]

Poisson’s ratio ν 0.2 [−]

Friction angle ϕ 38 [°]

Cohesion c 14.6 [MPa]

Density ρ 2650 [ kg
m3 ]

Classic
Stuffing

Initial porosity n 0.25 [−]

Initial parallel intrinsic permeability kw,‖,0 10−15 [m2]

Initial perp. intrinsic permeability kw,⊥,0 10−15 [m2]

Air entry pressure (1st coeff. of Sw
r ) Pr 1 [MPa]

Parameter (2nd coeff. of Sw
r ) G 1.54 [−]

Parameter (1st coeff. of kr,w) F 0.3507 [−]

Max. degree of water saturation Smax 1 [−]

Residual degree of water saturation Sres 0.01 [−]

Tortuosity τ 0.25 [−]

Compressible
Stuffing

Initial porosity n 0.5 [−]

Initial parallel intrinsic permeability kw,‖,0 10−10 [m2]

Initial perp. intrinsic permeability kw,⊥,0 10−10 [m2]

Air entry pressure (1st coeff. of Sw
r ) Pr 0.2 [MPa]

Parameter (2nd coeff. of Sw
r ) G 1.54 [−]

Parameter (1st coeff. of kr,w) F 0.3507 [−]

Max. degree of water saturation Smax 1 [−]

Residual degree of water saturation Sres 0.01 [−]

Tortuosity τ 0.25 [−]

Arch
Segments

Initial porosity n 0.15 [−]

Initial parallel intrinsic permeability kw,‖,0 10−18 [m2]

Initial perp. intrinsic permeability kw,⊥,0 10−18 [m2]

Air entry pressure (1st coeff. of Sw
r ) Pr 5 [MPa]

Parameter (2nd coeff. of Sw
r ) G 1.54 [−]

Parameter (1st coeff. of kr,w) F 0.3507 [−]

Max. degree of water saturation Smax 1 [−]

Residual degree of water saturation Sres 0.01 [−]

Tortuosity τ 0.25 [−]
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10.2.3 Results and discussion

To emphasize the effect of the EDZ on gas migrations, three modelling cases are investigated. In
the first reference simulation, the development of the EDZ is supposed to induce no alteration of the hy-
draulic properties in this zone. In the two subsequent simulations, the enhanced couplings between fluids
transfers (water and gas) and the mechanical behaviour of the fractured zone are progressively activated.
First, a strain-dependent evolution of the material intrinsic permeability is envisaged, subsequently en-
riched by the modification of the water retention property with the deformation.

Various numerical results computed with the LAGAMINE code are presented and analysed hereafter for
the studied section and in terms of temporal evolutions in selected points of this section (Figure III–34).

Figure III–34 – Definition of cross-section and observation points for the results.

10.2.3.1 Reference simulation

The first performed simulation focuses on the development of the EDZ following the drilling process.
The main purpose is to characterise the extent of fractures induced by rock deconfinement during the ex-
cavation phase. These fractures are reproduced by shear banding and no modification of the hydraulic
properties in the damaged zone is taken into account in this preliminary simulation. Analysing first the
results in terms of convergence in Figure III–35 offers a good overview of the drift behaviour throughout
the simulations. For the considered drift, most part of the short-term radial displacement is due to the
excavation process and the remainder of the displacement comes from the initiation of the ventilation
phase. Viscosity is responsible of the long-term convergence of the system in Figure III–35b. Once the
stress imposed by ventilation is released and gas starts to be injected, the system progressively recon-
fines, leaving a residual radial displacement. This displacement is not uniform over the circumference
because of inherent anisotropies and stress redistribution. Time captures of the increments of vertical
and horizontal displacements at the end of the excavation are given in Figure III–36, which confirms a
slightly more important convergence vertically.

(a) Excavation phase (b) Ventilation and gas migration phases

Figure III–35 – Long-term convergence induced by the successive phases of the simulation.
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(a) ∆y (b) ∆x

Figure III–36 – Variation of (a) vertical and (b) horizontal displacements at the end of the excavation.

The creation and evolution of the fractured zone can then be observed through the evolution of
the shear strain localisation. The numerical results are presented in terms of Von Mises’ equivalent
deviatoric total strain (total deviatoric strain), the plastic zone, i.e. the plastic loading integration points
(red squares), and the deviatoric strain increment, which represents the shear band activity:

κeq =
˙̂εeqdt∫ ˙̂εeqdt

(III–120)

where κeq is the deviatoric strain increment, ε̂eq =
√

2
3 ε̂i jε̂i j is the total deviatoric strain, and ε̂i j =

εi j− εkk
3 δi j is the deviatoric part of the strain tensor.

As previously exposed in this chapter, a second gradient model is used to guarantee the mesh-
independence of the strain localisation process. In particular, the second gradient mechanical law (III–34)
incorporates one constitutive elastic modulus D which represents the microstructure and characterises the
internal length scale. This aspect is highlighted in Figures III–37b and III–37c which represent the devel-
opment of the damaged zone considering the selected value of D = 15000N and a value ten times higher.
These results give a good insight into the role of the second gradient elastic modulus in the proper repre-
sentation of the shear bands and in the control of the band width. In addition, Figures III–37a and III–37b
show good agreement in the development of the fracture pattern, whether the coupled local second gra-
dient model [Pardoen et al., 2015b] is used or the H2M upgrade accounting for variable gas pressure. If
an overestimated value of D is considered, there are so many Gauss integration points falling into the
plastic domain compared to the discretisation of the mesh that it is not possible to precisely discern the
location of the shear bands. On the contrary, for the selected value of D it appears that at least three
elements compose the shear band width, which is somehow recommended from a modelling point of
view, to obtain a good numerical precision of the post-plastic behaviour within the band [Bésuelle et al.,
2006].

From previous analyses [Pardoen et al., 2015b], it has been demonstrated that results from a quarter
of a drift can be extrapolated to the full section drift provided that the specific second gradient boundary
condition is well used [Zervos et al., 2001]. Hence, Figure III–39 illustrates the creation of the fractured
zone through the evolution of strain localisation around a full storage drift in the course of the excavation
process. During the first part of the drilling, the deformation develops homogeneously around the drift.
Then, the growth of a clear and well-constructed shear band pattern starts by the end of the deconfine-
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(a) HM model (b) H2M model (c) H2M model (10 × D)

Figure III–37 – Development of the damaged zone by the end of the excavation considering (a) HM
model and (b)-(c) H2M model with different values of the second gradient elastic modulus D.

ment. The complete formation of the shear bands happens at about 96% deconfining, just before the
installation of the support layers. The strain localisation initiates in the zone under plastic loading that
appears in the vicinity of the storage drift. The onset and shape of this strain localisation zone can be
attributed to the anisotropy of the material as well as of the initial stress state [Pardoen et al., 2015b].
Since this initial stress state is not perfectly isotropic, the plastic zone appears to extent preferentially in
the direction of the minor principal stress, namely horizontally. Within this fractured zone, shear bands
initiate primarily from lateral edges of the tunnel. This preferential development of shear bands can be
related to the evolution of cohesion around the drift [Pardoen and Collin, 2017], as presented in Figure
III–38. Due to the loading evolution engendered by the drilling, cohesion softening occurs at the drift
wall. This decrease in cohesion is more pronounced in the horizontal direction than in the vertical one.
It tends to trigger the appearance of shear bands in this direction since the strength of the material is the
lowest in this zone. By the end of the excavation process, the plastic zone has expanded over 7 m in the
horizontal direction and 5m in the vertical direction. Compared to the case of an unsupported drilling
process, the installation of the support has the consequences of limiting the points in plastic charge and
inhibiting any further development of localisation.

(a) 80% (b) 90% (c) 92.5% (d) 95.5%

Figure III–38 – Evolution of cohesion during the excavation process.

In the following, various numerical results are presented to emphasize the influence of the drift air
ventilation. First, the time evolution of pore water pressure close to the drift wall is exhibited in Figure
III–40. These curves details the progressive update in water pressures from the initial condition of pw =
4.7 MPa to the atmospheric pressure imposed by the deconfinement during the excavation and then up to
pw = -35 MPa during the ventilation. As expected, the effect of the suction imposed at the intrados of the
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(a) (b) (c)

Figure III–39 – Development of shear bands during the excavation process: (a) deviatoric strain incre-
ment, (b) total deviatoric strain and (c) plastic loading points.

drift is highlighted by the progressive drainage of the rock mass, which tends to propagate further in the
horizontal direction due to the anisotropy of permeability (kw,‖,0 > kw,⊥,0 in Table III–7). This drainage
is delayed by the concrete layer that acts as a buffer because of its low transfer properties.

In parallel, the time evolution of the water degree of saturation in the vicinity of the drift wall is
illustrated in Figure III–41. During the excavation, the claystone remains almost fully saturated, while a
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(a) Excavation phase (b) Ventilation and gas migration phases

Figure III–40 – Time evolution of pore water pressure during the successive phases of the simulation, for
the reference simulation.

significant reduction of the saturation appears throughout the phase of ventilation, resulting in a partially
saturated zone over a distance of approximately 5 m in the rock. This strong desaturation observed close
to the support is also consistent with the values of saturation given by the water retention curve III–33a
for the evolution of suction displayed in Figure III–40b.

(a) Excavation phase (b) Ventilation and gas migration phases

Figure III–41 – Time evolution of the degree of saturation during the successive phases of the simulation,
for the reference case.

Moreover, the drainage of the rock together with the related desaturation around the drift causes the
plastic zone to progressively become elastic again as highlighted in Figure III–39 (between 1 day and
the end of excavation). Integration points that were under plastic loading are now subjected to elastic
unloading. It actually stems from the hydro-mechanical coupling inherent to Bishop’s effective stress
definition of Equation (II–92). Considering this expression under constant total stress, any decrease in
pore water pressure intrinsically implies an increase in the effective stress, which consequently engen-
ders an enhancement of the material strength, i.e. a consolidation.
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The evolution of effective stresses can be visualised by plotting the stress paths in the drift wall zone,
as shown in Figure III–42 where Iσ′ = σ′i jδi j = σ′ii is the first invariant of stresses, IIσ̂′ =

√
0.5σ̂′i jσ̂

′
i j is

the second invariant of deviatoric stresses, σ̂′i j is the deviatoric part of the effective stress tensor.
In the course of the excavation phase, the radial stress tends to decrease and vanish at the gallery

wall while the orthoradial stress is increased. This results in an overall increase in the deviatoric stress
invariant until the stress state reaches the plastic criterion. In case of ventilation, an increase in effective
stresses and consequently in the first stress invariant is noted around the drift owing to the imposed
negative pore water pressure. This coupled response is well reflected in the corresponding stress path at
the drift wall but is less discernible further away in the rock mass.

(a) (b)

Figure III–42 – Evolution of the stress paths during the simulation: (a) at the drift wall, (b) at a distance
of 5m from the drift wall.

(a) (b)

Figure III–43 – Evolution of gas (Hydrogen) pressures (a) over the domain and (b) with time.

Finally, gas transfers in the form of Hydrogen take place in the long-term part of the simulation,
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according to the evolution profile given in Section 10.2.1.3. In Figure III–43a, gas pressure profiles
are displayed along the horizontal section of the domain, highlighting the progressive propagation of
Hydrogen across the rock mass. The temporal evolution of gas pressures in the zone adjacent to the drift
wall is presented in Figure III–43b. By referring to the time evolution of water pressure (Figure III–40b),
it comes out that the release of Hydrogen materialized by an increase in gas pressure starts after a period
of approximately 1000 years when the pore water pressure has almost recovered the initial value of 4.7
MPa. No water overpressure is observed subsequently as a result of this rise in gas pressure.

A maximum gas pressure of about 7.5 MPa is reached at the drift wall after a period of around 60000
years. Referring to the temporal evolution of the water degree of saturation in Figure III–41b points
out that a desaturation of a few percent is associated to this peak of Hydrogen pressure. Desaturation
profiles in the rock mass are illustrated in Figure III–44b and put into perspective with the dissolved
and total Hydrogen flows profiles displayed in Figure III–44a in log scale [Webber, 2013]. Close to
the injection zone, it appears that dissolved gas in the water phase is not sufficient enough to ensure
transfers of Hydrogen in the claystone rock under the largest Hydrogen production sequences. This
quantity of dissolved Hydrogen is indeed physically limited by Henry’s law, which leads to the creation
of a gaseous phase, and to the desaturation of argillite over a certain radial distance. Since total Hydrogen
fluxes decrease with the radial distance, dissolved hydrogen becomes predominant again at the transition
between saturated and partially saturated zones.

(a) (b)

Figure III–44 – (a) Comparison between dissolved Hydrogen and total Hydrogen flux (log scale along
y-axis [Webber, 2013]) and (b) corresponding saturation profiles.

10.2.3.2 Evolution of the intrinsic permeability with the deformations

So far, the behaviour of the EDZ has been limited to the development of fractures in the form of
shear strain localisation bands. However, this process of fracture generation tends also to substantially
affect the flow properties of the in situ material. In this second part of the simulations, an advanced
coupled hydro-mechanical behaviour of the EDZ is considered in order to end up with a more accurate
representation of the phenomena related to gas migration. As detailed in Section 10.2.1, the impact of
fracturing on the flow transfer characteristics is addressed by relating the intrinsic permeability evolution
with the mechanical deformations according to expression (III–43).

The variations in (parallel and perpendicular) intrinsic water permeabilities around the drift are pre-
sented at the end of the excavation process in Figures III–45c and III–45d respectively, and put into
perspective with the creation of the plastic zone in Figures III–45a and III–45b. Compared to the results
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(a) (b) (c) (d)

Figure III–45 – Development of shear bands and evolution of water permeability at the end of excavation:
(a) total deviatoric strain, (b) plastic loading points, and intrinsic water permeability in the (c) horizontal
and (d) vertical directions.

(a) 10h15 (65%) (b) 11h20 (80%) (c) 1 day (100%) (d) 100 years (100%)

Figure III–46 – Variation of parallel intrinsic permeability kw,‖ as a function of the radial distance for
different time steps.

obtained for the reference case in Figure III–39, minor differences are noticed in the overall development
of the plastic zone. Include a strain-dependent evolution of the intrinsic permeability in the simulation
gives rise to additional hydro-mechanical couplings slightly interfering with the initiation of localisation
bands that tend to grow preferentially in the horizontal direction. However, the total extent of the EDZ
remains all in all identical. Permeability variations are well visible in the part of this damaged zone
which is the closest to the drift wall, and more particularly inside the strain localisation discontinuities
where a significant increase of several orders of magnitude is obtained. A closer look at the distribution
of the parallel intrinsic permeability provided in Figure III–46 confirms a global permeability increase of
about two orders of magnitude between the initial and final states of excavation, with permeability peaks
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along the diagonal and horizontal profiles because of the presence of shear bands in these directions. It is
worth noting that a symmetrical evolution of the perpendicular intrinsic permeability would be obtained
since the strain-dependent isotropic expression (III–43) conserves the initial directions of anisotropy and
the imposed permeability ratio kw,‖

kw,⊥
= 3.

The effect of permeability variation on the ventilation phase can then be investigated through the
temporal evolution of the pore water pressure and of the water degree of saturation close to the drift wall
which are depicted in Figures III–47 and III–48. Due to the fact that the water transfer capacity through

(a) Excavation phase (b) Ventilation and gas migration phases

Figure III–47 – Time evolution of pore water pressure during the successive phases of the simulation,
considering a permeability evolution with strain.

(a) Excavation phase (b) Ventilation and gas migration phases

Figure III–48 – Time evolution of water degree of saturation during the successive phases of the simula-
tion, considering a permeability evolution with strain.

the EDZ has increased, the drainage of the rock mass becomes more gradual in this zone. The diminution
of pore water pressures is slower in the vicinity of the drift due to more water inflows. In parallel the
effect of the imposed suction is all the more marked further in the EDZ, especially along the horizontal
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section given that the plastic zone is more developed in this direction.

With respect to the gas migration phase, the re-establishement of the pore water pressures is also
made more progressive, extending the period necessary for the resaturation of the claystone. As a con-
sequence, pore water pressure in the EDZ has not fully returned to its initial state prior to the beginning
of gas injection (Figure III–47b). From these first observations, it follows that Hydrogen tends to enter

(a) (b)

Figure III–49 – Evolution of gas (Hydrogen) pressures (a) over the domain and (b) over time, considering
a permeability evolution with strain.

(a) (b)

Figure III–50 – (a) Comparison between dissolved Hydrogen and total Hydrogen flux (log scale along y-
axis [Webber, 2013]) and (b) corresponding saturation profiles, considering permeability evolution with
strain.

the first meters of the rock mass more easily, which is highlighted by a slight horizontal offset of the
curves in Figure III–49a and by a rise in the maximum gas pressure reached beyond the EDZ in Figure
III–49b. As in the reference case, the analysis of the Hydrogen fluxes shown in Figure III–50 reveals
that for the largest amount of Hydrogen, a distinct gas phase appears which desaturates the argillite in
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the vicinity of the support. The maps of gas pressures in Figure III–51 corroborate these aspects and
show that Hydrogen propagates more efficiently in the EDZ. More specifically, preferential flow paths
corresponding to the localised shear bands seem to initiate around the drift due to the high increase in
permeability within these discontinuities where the deformation is concentrated.

(a) 10 000 years (b) 50 000 years (c) 100 000 years

Figure III–51 – Evolution of gas (Hydrogen) pressure in the vicinity of the gallery wall, for the reference
case and considering the HM couplings.

10.2.3.3 Evolution of the retention curve with the deformations

Next to the increase in the hydraulic permeability with strain, an additional HM mechanism is con-
sidered in order to obtain a more faithful representation of the influence of the EDZ on the hydraulic
kinetics. This second advanced HM coupling concerns the evolution of the water retention curve with
strain [Olivella and Alonso, 2008, Gerard et al., 2012]. Indeed, the water retention property of the rock
is susceptible to be affected by the modification of the pore network morphology induced by cracking
and damage processes. In particular, the increase in pore size following the opening of discontinuities is
correlated to the reduction of the gas entry pressure. This feature is integrated into the model thanks to
the expression (III–48) given in Section 9.

The evolution of the entry pressure parameter for the Hydrogen Pr is given in Figures III–52 by the
end of the excavation and ventilation phases. These results attest of a global drop in Pr in the EDZ,
correlated to the evolution of intrinsic permeability previously observed. As for the evolution of the
intrinsic permeability displayed in Figure III–46, the influence of shear bands on Pr is also clearly visible.
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(a) 10h15 (65%) (b) 11h20 (80%) (c) 1 day (100%) (d) 100 years (100%)

Figure III–52 – Variation of gas (Hydrogen) entry pressure Pr as a function of the radial distance for
different time steps.

Then, the effect of the evolution of the entry pressure on the ventilation phase is investigated through
the temporal evolution of the pore water pressure and of the water degree of saturation close to the drift
wall, which are depicted in Figures III–53 and III–54. The Hydrogen entry pressure reduces significantly
after damage, which means that the minimum capillary pressure required to desaturate the rock mass is
lowered by the cracking process. Under imposed ventilation, a rapid decrease in the water degree of
saturation is thus noted. However, the overall water transfer capacity has been enhanced in the EDZ
considering the advanced hydro-mechanical couplings, which leads to a more continuous and gradual
drainage of the pore water pressure over the entire EDZ compared to the reference case.

(a) Excavation phase (b) Ventilation and gas migration phases

Figure III–53 – Time evolution of pore water pressure during the successive phases of the simulation,
considering an evolution of the retention curve with strain.

Regarding the gas migration phase, it emerges from Figure III–54b that the pore water pressure has
almost returned to its initial value, restablishing a fully saturated state in the EDZ (Figure III–53b), prior
to the beginning of gas injection. The evolution of the retention curve with the deformations has a clear

184



10. Applications Part III : Modelling gas transport in the EDZ

(a) Excavation phase (b) Ventilation and gas migration phases

Figure III–54 – Time evolution of water degree of saturation during the successive phases of the simula-
tion, considering an evolution of the retention curve with strain.

influence on the Hydrogen migrations. The reduction of Hydrogen entry pressure in the EDZ facilitates
even more the penetration of gas into the claystone. Once the Hydrogen pressure reaches and exceeds the
water pressure set at 4.7 MPa (in the time window between 3×104 and 3×105 years), gas progresses in
the form of a front through the zone affected by a reduction of the gas entry value (Figure III–55a). The
maximum gas pressure reached at the limit of the EDZ is then drastically increased as shown in Figure
III–55b. The distinct gas phase that emerges when the largest amounts of Hydrogen are released is clearly
discernible in Figure III–56a. In the EDZ, Hydrogen is no longer dissolved in water but is almost only
transferred in the gaseous state, which contributes to a more rapid and important decrease in the degree
of water saturation around the drift than in the previous simulations, as reported in Figure III–56b. All
these observations can be further supported with the maps of gas pressures in the vicinity of the drift
presented in Figure III–51. The first foreseeable point that can be raised is that Hydrogen propagates

(a) (b)

Figure III–55 – Evolution of gas (Hydrogen) pressures (a) over the domain and (b) over time, considering
an evolution of the retention curve with strain.
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(a) (b)

Figure III–56 – (a) Comparison between dissolved Hydrogen and total Hydrogen flux (log scale along Y-
axis [Webber, 2013]) and (b) corresponding saturation profiles, considering an evolution of the retention
curve with strain.

easier and faster in that zone compared to the reference case. Moreover, since the cracking process in the
EDZ amplifies the desaturation as made explicit in Figure III–54b, one can notice a uniform and rapid
increase in gas pressure across the whole EDZ. This gas front propagation attenuates the preferential flow
paths along the localised shear bands highlighted in Section 10.2.3.2, as well as band activity reactivation
by the end of gas migration phase.

10.2.4 Conclusions

The modelling of a large-scale storage drift has been carried out from excavation stage to gas migra-
tion stage, for three configurations including increasing complexity with respect to the HM couplings.
The numerical results of these distinct simulations have then been investigated and compared in terms of
desaturation and fluid transfers in the excavation damaged zone.

First, a representative characterisation of rock fracturing within the EDZ during the excavation phase
has been provided. An important rock desaturation is noted in the fractured zone surrounding the drift
during the pore water drainage imposed by the ventilation phase. During the phase of gas injection,
it appears that dissolved gas is not sufficient enough to transport Hydrogen under large production of
gas. This leads to the creation of a gaseous phase along with the desaturation of the first metres of
the rock mass. Concerning the hydro-mechanical couplings that take place in the damaged zone, a
permeability increase of several orders of magnitude can be obtained within the shear bands by imposing
permeability variations with the localisation effect. This way, faster Hydrogen propagation is observed
in the EDZ with evidence of preferential pathway initiation for gas flows within the bands. Introducing
the second hydro-mechanical effect in the simulation, which couples water retention property of the rock
and damage process, significantly amplifies the desaturation of the rock mass. It consequently results
in an even more rapid progression of Hydrogen across the EDZ in the form of a gaseous front. It is
worth noting that these coupled effects are globally limited to the EDZ close to the drift wall and tend
to attenuate deeper in the rock mass. The conclusion of the performed analysis demonstrates the non-
negligible impact of the hydro-mechanical couplings inherent to the EDZ on gas migrations. Incorporate
these couplings in the modelling should therefore lead to more realistic and accurate predictions of the
long-term behaviour of a deep geological disposal.
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The work presented in this part of the thesis is devoted to the numerical analysis of gas transport pro-
cesses in clay materials and their specific interaction with damaged rock. To that end, a second gradient
two-phase flow hydro-mechanical (H2M) model has been implemented. On the one hand, this model
integrates the second gradient theory to properly reproduce the fractures around underground structures
with strain localisation in shear band mode. On the other hand, the model incorporates the features
of an extended two-phase flow transfer approach in order to deal with the mechanisms inherent to gas
migrations. On top of that, specific coupled effects of the mechanical deformations on fluids transport
properties like the intrinsic permeability and the retention behaviour have been taken into account, to
better apprehend the impact of the excavation damaged zone on gas transport.

After the description of the equations implemented in the finite element code, the model has been
applied to a set of field-scale gas injection tests conducted in Boom Clay and to a large-scale case study,
dealing with a MAVL storage drift drilled in the Callovo-Oxfordian claystone. Complete constitutive
hydro-mechanical models encompassing (visco-)plastic effects have been employed to reproduce the
behaviour of these low-permeable rocks. The use of the second gradient strategy makes it possible to
obtain a proper and representative reproduction of the pattern and extent of the fractures surrounding
the excavations in the different cases. The real emphasis of these simulations is on the non-negligible

(a) (b)

Figure III–57 – Schematic representation of the expected gas flow regimes from a disposal gallery to the
EDZ: (a) Advection and diffusion of dissolved gas, (b) Visco-capillary two-phase flow. Inspired from
[Levasseur et al., 2024].

impact of the hydro-mechanical couplings inherent to this damaged zone on gas transport processes. For
this purpose, two HM interactions, which aim at coupling the intrinsic permeability and the retention
property of the rock to the deformations have been introduced in the numerical modelling. In this way,
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the model has demonstrated the ability to replicate not only the slow background process of gas transport
by diffusion, but also the faster propagation of gas in the form of a gaseous front throughout the entire
EDZ for the largest gas production sequences (Figure III–51). This transition between the two modes of
gas transfer is all the more operating in the large-scale modelling of a storage drift, where a larger EDZ
develops with much more affected transfer properties than in the case of smaller in situ piezometers with
a limited damaged zone. In both cases, these mechanisms are restricted to the EDZ and tend to attenuate
deeper in the undisturbed rock mass.

In this way, the performed numerical analysis is in line with the current state of knowledge of gas
impact at repository scale. Indeed, it is accepted that the diffusion of dissolved gas in water-saturated
clay is certain to occur but with a limited capacity of gas transfer. In parallel, it is also expected that
visco-capillary two-phase flow of water and gas will be mainly located within the EDZ and its disconti-
nuities. Since the developed numerical tool is able to replicate these two mechanisms of gas flow from
a storage gallery to a clayey host rock with an EDZ (Figures III–57a and III–57b respectively), it should
therefore help converging to more realistic and accurate predictions of the long-term integrity of the
geological barrier. Nevetheless, some uncertainties remain in the simulations and are reflected in the
ranges adopted for the values of the leading parameters, namely permeability and gas entry pressure, in
the visco-capillary two-phase flow model [Corman et al., 2022].

With respect to the mechanically undisturbed host formation, there is no clear evidence for significant
visco-capillary two-phase flow, and gas transport will primarily occur through the creation of gas-specific
pathways. Attempting to numerically reproduce the activation and development of such a mechanism is
the objective of the next Part IV of the work.
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It is now well established that local gas-specific pathway can form in clay-rich materials when the ini-
tially water-saturated clay barrier is exposed to pressurised gas that cannot migrate by the visco-capillary
two-phase flow mechanism. The initiation and propagation of these preferential gas pathways exploit the
weakest zones of the system, at the interfaces between the engineered and natural components, caused
by previously damaged zones of increased permeability around excavations, or inherent to the rock, such
as bedding planes, low-density zones, or rock discontinuities. Such zones are characterised by abrupt
changes in stiffness and material strength together with localised changes in microstructure, and repre-
sent a very small, but well connected fraction of the total pore volume. The process of opening discrete
pathways is therefore very sensitive to the HM couplings between the deformation response and the gas
pressure build-up, and can lead to undesired variations in the favourable containment properties of the
host rock, which could alter the overall integrity of the barrier.

This part of the thesis presents a multi-scale HM model that combines the advantages of both small-
scale and large-scale modelling strategies to reproduce macroscopic gas flow mechanisms in sound rock
layers that could be enhanced by hydro-mechanical interactions affecting the microstructural constituents
of the medium. This approach is based on the concept of Representative Element Volume (REV), which
is introduced to computationally decouple the large-scale medium from the small-scale phenomena [Smit
et al., 1998]. In the model, the definition of the REV is supported by experimental data [Gonzalez-Blanco
et al., 2016] as exemplified in Figure IV–1, and provides a faithful representation of the behaviour of
the microstructural components. This micro-scale HM constitutive model for partially saturated clay
materials is integrated into a multi-scale scheme using homogenisation and localisation equations for the
transition from one scale to the other [Kouznetsova et al., 2001], thus avoiding the use of some macro-
scale constitutive equations, while ensuring the modelling of lab-scale gas injection tests and pathway
propagation at intermediate scales.

Figure IV–1 – Idealisation of the material microstructure and definition of the REV from experimental
data, from [Gonzalez-Blanco et al., 2016].

This part is divided into three main sections. The first one describes the main steps of a multi-scale
modelling approach in a general way, and how it is applicable to the study of gas transport processes. The
second section presents the development and the implementation of the hydro-mechanical double-scale
model. The final chapter deals with applications of this model to specific gas injection tests in Boom
Clay, and to more general and up-scaled configurations.

191





11. Multi-scale modelling approach

The aim of this chapter is to summarise the multi-scale modelling approach that is used to elaborate
a multi-scale HM model in the following chapter. Firstly, a general description of the principle and key
steps involved in this method are provided. Then, the advantages of selecting such an approach when
dealing with gas flows in clay materials is outlined. Finally, this section reviews the current status of
multi-scale modelling strategies to establish the starting point of the proposed numerical tool.

11.1 Description of the multi-scale approach

Argillaceous rocks, such as the Boom Clay and the Callovo-Oxfordian claystone belong to materials
with microstructure, which means that the macroscopic behaviour has its origin notably in the interaction
of its micro-mechanical constituents, such as sheets, particles or grains. For the type of multi-physics
problems involving gas flows that is under study, different scaling approaches can be envisaged to couple
the modelling of the macroscopic behaviour of the rock with the microscopic effects:

• The microscopic approach: The modelling is performed at the scale of the material microstruc-
ture (< µm). At this side of the spectrum, the adopted numerical approach would ideally detail the
material microstructure with separate descriptions of each of its constituents with their own con-
stitutive equations [Yu et al., 2019]. Although this direct modelling of the entire (micro-)structure
using sub-scale models shows some usefulness to study fundamental processes like for instance
the physico-chemical properties of dissolved gases in hydrated clay systems [Owusu et al., 2022],
modelling sizeable problems at the scale of a repository is excluded due to the high computational
expense it would require.

• The macroscopic approach: The modelling is performed at the scale of geological and geotech-
nical structures (> cm− dm), considering homogeneous and uniformly distributed properties for
the rock. This other side of the spectrum is usually phenomenological in nature, which means that
it is characterised by indirect modelling of the behaviour of all constituents using collective closed-
form macroscopic constitutive equations, as presented in Sections 6.1 to 6.5 of the state of the art
for the classical HM two-phase flow model [Olivella et al., 1996, Collin et al., 2002]. Despite
its apparent simplicity, improving such large-scale models with more and more micro-mechanical
effects, as it is the case for the majority of the advanced HM models inventoried in Section 6.6
[Olivella and Alonso, 2008, Gerard et al., 2014, Gonzalez-Blanco et al., 2016], implies modelling
limits because the simplification of the complexity of the material behaviour is often done at the
cost of a number of additional assumptions and onerous identification of parameters.

• The multi-scale approach: It constitutes an alternative description that proposes to insert the
microscopic constitutive model at the macroscopic level (µm↔ dm), using homogenisation tech-
niques. The principle is thus to model the micro-mechanical effects explicitly on their specific
length scale through a direct modelling and then to couple their homogenised effects to the macro-
scale. It is practically based on the concept of Representative Element Volume (REV), which is
somehow introduced to decouple the macro-scale medium from the micro-scale in a computa-
tional way [Smit et al., 1998]. The material behaviour and properties are therefore not valid for
the whole macrostructure, but rather at some macroscopic points where relevant estimations are
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acquired from direct computations on the REV assigned to those integration points of the discre-
tised macroscopic medium. The macroscopic quantities are then converted into specific boundary
conditions applied to the REV. Once the analysis on the REV level has been carried out, a ho-
mogenisation technique is used to bridge the gap between the micro- and macro-levels, in such a
way that the global response of the REV serves as a numerical constitutive law for the macro-scale.

The numerical double-scale procedure is built on a series of sequential steps, illustrated in Figure IV–2,
and repeated for each Gauss point of the mesh until convergence is obtained on both scales. Of course,
such a procedure is only possible thanks to the periodicity assumption of the microstructure in the vicinity
of each integration point of the mesh.

Figure IV–2 – Conceptual scheme of the iterative process for the multi-scale modelling approach.

11.1.1 Macro-to-micro scale transition (Localisation)

The first step consists in specifying how the transition from the large to the small scale is managed,
through the localisation of the macro-scale scalar fields to the micro-scale.

11.1.1.1 Decomposition of the micro-kinematics

The distinction between a micro-scale denoted by the superscript m and a macro-scale, labelled by
the superscript M is the basic principle of a multi-scale modelling approach. From this basis, it must be
ensured that for any point P̂ of the material, every scalar field ϖ is identical to the micro-quantities, such
that:

ϖ
M(P̂) = ϖ

m(P̂) (IV–1)

Then, for a point P close to P̂, the scalar field can be written following a Taylor expansion, such that:

ϖ(P) = ϖ(P̂)+
∂ϖ(P̂)
∂x j

(x j− x̂ j)+
1
2
∂2

ϖ(P̂)
∂x j∂xk

(x j− x̂ j)(xk− x̂k) (IV–2)

where x j and x̂ j are the jth coordinates of P and P̂ respectively.

In the macro-scale continuum, it is limited to the first-order so that the macro-scale scalar fields can
be approximated by:

ϖ
M(P)≈ ϖ

M(P̂)+
∂ϖM(P̂)
∂x j

(x j− x̂ j) (IV–3)

In the micro-scale, a fluctuation field is added to replace the higher-order terms of the expansion,
which cannot be neglected because the continuity is not ensured, so that the micro-scale scalar fields can
be approximated by:

ϖ
m(P)≈ ϖ

M(P̂)+
∂ϖM(P̂)
∂x j

(x j− x̂ j)+ϖ
f (P̂) (IV–4)
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where ϖ f (P̂) is the fluctuation field, which results from the variations in material properties within the
REV, and represents therefore the fine scale deviations with respect to the average pressure fields.

11.1.1.2 Separation of scales

As the statement in Equation (IV–1) has to hold for any point of the macro-scale, it follows from
Equation (IV–3) and (IV–4) that:

∂ϖM(P̂)
∂x j

(x j− x̂ j)+ϖ
f (P̂)� ϖ

M(P̂) (IV–5)

which corresponds to the concept of separation of scales [Kouznetsova et al., 2002]. The validity of the
approach is therefore theoretically restricted to situations in which the scale of variation of the macro-
scopic fields is large compared to the variation of the microscopic fields. In other words, it means that
the characteristic length lc of the microstructure and its REV is negligible compared to the characteristic
fluctuation length Lc of the macroscopic fields:

lc� Lc (IV–6)

If this assumption holds, the boundary conditions of the micro-scale Boundary Value Problem (BVP)
can be properly dictated by the local macro-scale deformation gradient.

Conversely, the hypothesis of scale separation may not hold if the macroscopic fields vary consider-
ably in critical regions of high gradients as in the case of strain localisation problems like those treated in
Part III. It follows that the Taylor expansion of the scalar fields can not be truncated before the second-
order term, meaning that a higher-order homogenisation technique must be applied [Schröder, 2014].
The present part of the work is limited to application of first-order computational homogenisation, which
implies the validity of the separation of scales.

11.1.2 Micro-scale boundary value problem

The resolution of the boundary value problem at the microscopic scale requires to generate a relevant
REV, and to define the boundary conditions through which the macroscopic quantities will be transferred
to the REV. In addition, it is also necessary to formulate the balance and constitutive equations specific
to the microstructure and its constituents in order to numerically solve the micro-scale BVP.

11.1.2.1 REV generation

The definition of a REV requires the assumption that the microstructure is locally formed by the
spatial repetition of a suitable very small part of the whole microstructure. The physical and geometrical
properties of this microstructure can then be embedded on the REV providing that it is selected large
enough to represent the microstructure and small enough so that the principle of scale separation is not
violated. Identifying such an elementary volume that is well representative is not an easy task, as it is
emphasised in Figure IV–3, for the case of the porosity [Bear, 1972, Lake and Srinivasan, 2004].

Practically, the REV must encompass enough constituents of the microstructure to offer a relevant
statistical representation of any random area of the micro-scale. In the case of materials with a specif-
ically built periodic microstructure such as masonry walls or other human-made materials [Anthoine,
1995, Massart, 2003], the type of REV most often goes to a periodic unit cell with a rectangular frame-
work despite this choice is not unique, as illustrated in Figure IV–3b. Although the use of such a periodic
REV seems questionable for natural materials which are heterogeneous in essence, it will be demon-
strated in Section 12.3.1 that clay rocks can still be approximated as homogeneous materials with a
periodic microstructure.
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(a) (b)

Figure IV–3 – (a) Representativeness of an elementary volume applied to the concept of porosity. From
[Lake and Srinivasan, 2004], adapted from [Bear, 1972]. (b) Examples of two rectangular unit cells.
Modified from [Anthoine, 1995].

A last point to mention is that it is not necessary to define a proper REV size for the micro-scale
computations, which is by default one by one. A factor defining the length unit of the REV is therefore
used for the conversion of all the quantities going to (localisation step) or coming from (homogenisation
step) the micro-scale.

11.1.2.2 Boundary conditions

The macroscopic scalar fields are translated to the micro-scale BVP through the boundary conditions
applied to the REV [Geers et al., 2010]. The three main types of boundary conditions that can be chosen
are:

• Dirichlet boundary conditions: equal displacements of the boundaries are enforced to apply the
macro-scale deformation, which corresponds to uniform strain boundary conditions.

• Neumann boundary conditions: equal traction is applied on the boundaries, which corresponds
to uniform stress boundary conditions.

• Periodic boundary conditions: relative displacements between opposite boundaries are enforced
and boundary traction on opposite boundaries is antisymmetric.

Actually, it is well known that Neumann and Dirichlet boundary conditions provide a lower and up-
per bound solution respectively, as the former tend to underestimate and the latter to overestimate the
equivalent material strength when the REV is not large enough to be fully representative [Suquet, 1987].
Since the periodic boundary conditions give a result bounded by these two limits, it is more efficient to
converge towards a representative response with increasing REV sample size, as justified by [Van Der
Sluis et al., 2000, Terada et al., 2000]. Although a periodic material is not strictly necessary for the ap-
plication of periodic boundary conditions, as illustrated by [Nguyen et al., 2012] or [Fanara et al., 2022]
for granular materials, it remains a natural course of action for periodic media such as those treated in
this work (see next Section 11.2) since these boundary conditions enforce the local periodicity of the
behaviour of the material at the microscopic scale [van den Eijnden, 2015].

Among the different periodic frames that can be chosen for the definition of the BVP on the REV
[Anthoine, 1995], it is appropriate to select a simple geometry, for which a regular frame aligned along
the coordinate axes is the most straightforward. For such a periodic frame with finite dimensions illus-
trated in Figure IV–4, the boundary Γ enclosing the domainΩ can be splitted into two parts: the lead part
ΓL and the follow part ΓF . Note that one point on the lead boundary must be fixed to prevent rigid body
motion, for instance the lower left corner. Then, the kinematics of any point xF on the follow boundary
ΓF depends on the kinematics of its homologous point xL on the lead boundary ΓL, so that the periodicity
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condition for the microstructural REV is written as:

xF
i = xL

i +
∂xM

i

∂X j

(
XF

j −XL
j
)

(IV–7)

where the capital letter X j refers to the vector of coordinates in the reference configuration of the REV,

and FM
i j =

∂xM
i

∂X j
is the global deformation gradient tensor.

(a) (b)

Figure IV–4 – (a) Schematic representation of the REV in (a) initial state and (b) deformed state, with
the periodic boundary conditions.

In terms of displacements, the mechanical part of the periodic boundary conditions for the REV
reads:

uF
i = uL

i +
∂uM

i

∂X j

(
XF

j −XL
j
)

(IV–8)

where εM
i j =

∂uM
i

∂X j
is the macroscopic Cauchy strain.

Similarly, the hydraulic part of the periodic boundary conditions for the REV is defined through the
following relations for water and gas pressures respectively:

pF
w = pL

w +
∂pM

w

∂x j

(
xF

j − xL
j
)

(IV–9) pF
g = pL

g +
∂pM

g

∂x j

(
xF

j − xL
j
)

(IV–10)

Moreover, the periodic boundary conditions stipulate that the boundary traction t̄i on opposite bound-
aries must be antisymmetric, such that:

t̄F
i + t̄L

i = 0 (IV–11)

In a similar way for the hydraulic part, anti-symmetric boundary (water and gas) fluxes q̄w and q̄g

must be ensured,which respectively reads:
q̄F

w + q̄L
w = 0 (IV–12) q̄F

g + q̄L
g = 0 (IV–13)

11.1.2.3 Balance equations

The REV must be in equilibrium, which is mechanically ensured through the general momentum
balance equation. In addition, the REV must also be hydraulically equilibrated, through a pair of mass
balance equations for water and gas.

11.1.2.4 Constitutive equations

The balance equations over the REV involve a number of dependent variables, which should be
related to the main unknowns of the problem, i.e. displacement ui, water pressure pw and gas pressure pg,
in order to fully describe the behaviour of the microstructure. Thence, each microstructural constituent
present in the REV is characterised by constitutive laws specifying these relationships.
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11.1.2.5 Numerical solution of the problem

The resolution of the problem in the REV can be conducted via several methods, from the finite
element method [Terada and Kikuchi, 1995, Smit et al., 1998, Feyel and Chaboche, 2000, Kouznetsova
et al., 2001, Massart and Selvadurai, 2014, Larsson et al., 2010, Frey et al., 2013, van den Eijnden et al.,
2016, Bertrand et al., 2020], to the discrete element method [Nitka et al., 2011, Nguyen et al., 2014],
by way of the Voronoi cell method [Ghosh et al., 1995] or the Fourier series approach [Moulinec and
Suquet, 1998]. Note that in the case where finite element analysis is carried out at both scales, the term
Finite Element Square (FE2) method is commonly employed.

11.1.3 Micro-to-macro scale transition (Homogenisation)

Once the equilibrium is obtained for the micro-scale boundary value problem, the next step consists
in specifying how the transition from the small to the large scale is managed, through the homogenisation
of the microscopic fields to compute the microscopic quantities.

Among the different homogenisation frameworks for the solving of two-scale problems, one of
the most suited is the mathematical homogenisation theory documented in [Bensoussan et al., 1978,
Sanchez-Palencia and Zaoui, 1987], which is based on a double-scale asymptotic expansion of the vari-
able fields following the ratio l/L. Then, resulting partial differences are used to bridge the gap between
the two scales, provided that the microstructure is periodic, i.e. locally formed by the spatial repetition of
unit cells and that the material properties are periodic functions of the microscopic special parametrisa-
tion [Fish and Wagiman, 1993], reasons why this method is usually restricted to very simple microscopic
geometries.

The numerical homogenisation theory [Kouznetsova et al., 2001] is an alternative method, where the
macroscopic phenomenological constitutive law is replaced by suitable averages of the global response
of the REV to the perturbation fields dictated by the macro-scale.

It is practically achieved by ensuring that the volume average of the variation of work on the REV
is equal to the local variation of the work on the macro-scale, according to the Hill-Mandel macro-
homogeneity condition [Hill, 1965]:

δW M =
1
Ω0

∫
Ω0

δW mdΩ0 (IV–14)

Formulating the micro-scale problem under a small strain assumption, the macro-homogeneity con-
dition in a virtual work formulation for the microscopic Cauchy stress tensor σi j reads:

σ
M
i j
∂u∗,Mi
∂x j

=
1
Ω

∫
Ω

σ
m
i j
∂u∗,mi
∂x j

dΩ (IV–15)

Applying the Gauss theorem and using the periodic boundary conditions, this Equation (IV–15) is
reduced to:

σ
M
i j
∂u∗,Mi
∂x j

=
1
Ω

∂u∗,mi
∂x j

∫
Γ

t̄ix jdΓ (IV–16)

which results in volume averaging from the REV:

σ
M
i j =

1
Ω

∫
Γ

t̄ix jdΓ=
1
Ω

∫
Ω

σ
m
i jdΩ (IV–17)

By following the same approach for the homogenisation of the fluid [Massart and Selvadurai, 2014]
or thermal [Ozdemir, 2009] fluxes, it is possible to obtain the macro-scale water and gas fluxes as inte-
grals of the micro-scale boundary fluxes.

Regarding the macroscopic fluid contents of water and gas, it is directly defined as the total amounts
of fluid stored in the microstructural constituents of the REV.
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11.1.4 Macro-scale boundary value problem

Considering a general HM two-phase flow problem, the resolution of the boundary value problem at
the macro-scale can be formulated in a matrix form:

[KM
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][

KM
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][

KM
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] [

KM
ww
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which can be summarised as follows: [
AM
]{

δUM
}
=
{

δΣM} (IV–19)

where
[
AM
]

is the macro-scale stiffness matrix obtained by perturbations,
{

δUM
}

contains the infinites-
imal variations of the macro-scale variables, and

{
δΣM} is the responses of these variables.

11.2 Multi-scale modelling’s raison d’être

In this part of the thesis, a multi-scale modelling approach is adopted to reproduce gas flow mech-
anisms in sound rock layers. This specific choice lays its foundations on the experimental findings
associated to the creation of gas-filled pathways in argillaceous rocks. As mentioned in Section 5.4 of
the state-of-the-art Part II, gas transport by pathway dilation is a flow mechanism of particular signifi-
cance for low-strength clayey rocks less conductive to visco-capillary two-phase flow [Horseman et al.,
1996]. In such materials, there is no transport of gas phase until gas pressure has sufficiently built up,
which induces localised consolidation and/or micro-fractrures in the clay-rich rocks that cannot with-
stand long-term gas pressures with a magnitude greater than the minimum principal stress. Since this
gas breakthrough event is a major indication revealing the development of preferential pathways, lab-
oratory campaigns have thus been traditionally focused on determining the gas breakthrough pressure
and gas outflow rate [Ortiz et al., 1997, Harrington and Horseman, 1999, Senger et al., 2006, Cuss
and Harrington, 2011, Jacops et al., 2014, de La Vaissière et al., 2014a]. More recently, the tracking
of the gas-induced micro-fracturing has brought clear evidences [Harrington et al., 2012b, Cuss et al.,
2014a, Gonzalez-Blanco et al., 2016, Harrington et al., 2017b, Gonzalez-Blanco and Romero, 2022] that
natural heterogeneities and anisotropy inherent to the clay-rich formations such as bedding planes, or
pre-existing fractures in disturbed portions around excavations represent preferred weaknesses exploited
by the gas to flow. As a result, the propagation of gas is not uniformly distributed across the specimen but
concentrates on some discrete gas-filled pathways [Volckaert et al., 1995, Harrington et al., 2012a]. Such
a gas transport mode emphasises the fundamental role played by the HM couplings between the defor-
mational response and the gas pressure [Cuss et al., 2014a, Liu et al., 2016b, Harrington et al., 2017a], as
well as the ensuing impact on the host rock properties [Harrington et al., 2012b, Gonzalez-Blanco et al.,
2016, Gonzalez-Blanco et al., 2022].

In that sense, the microstructural information before and after gas injection tests such as those ob-
tained with MIP visualisation technique on Boom Clay samples in Figure IV–5 [Gonzalez-Blanco and
Romero, 2022] allows for corroborating the changes in transport properties due to the mechanical degra-
dation of the clayey material under gas-induced loading. Under micro-fracture creation, the porosity is
locally enhanced, leading to important increase in permeability and reduction in gas entry pressure [Cuss
et al., 2014a]. This kind of microstructural study capturing the geometric properties of the gas pathways,
i.e. aperture, separation and volume of fissures, proves to be essential to the development and validation
of advanced coupled numerical models for predicting gas flow processes through low-permeability rock
formations.
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Figure IV–5 – Changes in Boom Clay pore size distribution after air injection tests, and corresponding
FESEM scans with zooms on the detected fissures in the horizontal and vertical directions. Modified
after [Gonzalez-Blanco and Romero, 2022].

Therefore, with a view to reproducing gas flow mechanisms whose activation threshold is linked to
the spatial distribution of the hydro-mechanical properties of the clay microstructure and the variability
inherent to it, combining the benefits from both large- and small-scale modelling strategies through a
multi-scale approach proves to be appropriate.

11.3 Review of the multi-scale modelling

As exposed in Section 6.6.4 of the state of the art, different types of numerical multi-scale approaches
have already been developed to study the macroscopic response of a rock material initiated from micro-
scopic heterogeneities and phenomena. It is proposed here to browse some of these models that con-
tribute to capture the macroscopic damage mechanisms induced by micro-cracking, to which belongs
the gas transport by discrete pathway creation. One can thus better apprehend the relevance of the nu-
merical developments introduced in the rest of this Part IV of the work.

11.3.1 Background

A homogenisation technique has been elaborated by [Dormieux and Kondo, 2004, Dormieux et al.,
2006] in the micro-mechanical framework in order to estimate the permeability of a porous medium
with dense networks of micro-fractures. It has been showed that the modification of the geometry of a
fluids-saturated crack induced by the mechanical loading, following Terzaghi’s effective stress results in
an evolution of the permeability. In particular, the existence of a damage threshold beyond which the
permeability of a cracked porous medium is likely to change by several orders of magnitude, especially
for low values of the permeability of the uncracked porous matrix has been proved.

Such a micro-macro approach of a damage-induced permeability evolution has been extended to me-
dia containing families of both micro-fractures and long fractures cross-cutting the REV by [Barthélémy,
2009], and further applied to the qualitative prediction of damage processes induced by micro-cracks and
of subsequent modifications in permeability around an excavation in an indurated clay candidate for ra-
dioactive waste repository by [Levasseur et al., 2013].
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Other significant contributions such as the rate dependent damage models for brittle rocks developed
by [Bhat et al., 2012] and [Wang et al., 2015] remain limited to the mechanical cases, but account for the
micro-cracks propagation and are based on the analytical or numerical up-scaling method starting from
micro-structural considerations.

By following a similar up-scaling procedure based on periodicity assumption and asymptotic ho-
mogenisation, a similar class of two-scale damage models has been developed by [Dascalu and Bilbie,
2007, Dascalu, 2009] to obtain macroscopic damage law from the propagation of micro-fractures in a
microstructure that contains an explicit distance between neighbouring micro-cracks. This model has
been successfully used and extended to represent brittle failure [Dascalu et al., 2010], the sub-critical
damage propagation [François and Dascalu, 2010] or the dynamic fracture propagation with branching
instabilities [Atiezo and Dascalu, 2017].

This latter dynamic micro-crack criterion has more recently been adapted to cover coupled thermo-
mechanical problem induced by micro-cracking [Dascalu and Gbetchi, 2019]. Similarly, there are some
other multi-scale models considering the HM coupling from microscopic phenomena. For instance,
a multi-scale computational homogenisation method for the modelling of hydro-mechanical coupling
problem for quasi-brittle materials has been developed by [Zhuang et al., 2017] to simulate the hydraulic
fracturing phenomenon. Inspired by this multi-scale framework of HM coupled formulation [Zhuang
et al., 2017] combined with the micro-scale analysis of permeability change on the interface element
[van den Eijnden et al., 2016] and with the homogenised poro-elastic analysis on the crack character-
istics [Argilaga et al., 2016], a two-scale time-dependent damage model under single [Yang and Fall,
2021b] and two-phase flow conditions [Yang and Fall, 2021a] has been constructed from the multi-
physics framework introduced in [Dascalu and Gbetchi, 2019] in order to explicitly simulate the gas
induced micro-fracturing in clayey rock materials. Specifically applied to gas injection experiments, this
model allows to simulate the gas induced fracturing process, in which the damage propagation and the
dilatant gas pathways are rather well captured.

In the context of multi-physics problems, there are other numerical models capable of incorporat-
ing the HM couplings in the multi-scale framework, such as the FE2 method. Originally presented for
the modelling of mechanical problems by [Kouznetsova et al., 2001], the computational homogenisa-
tion included in the FE2 method was then applied to deal with heat conduction problems by [Ozdemir
et al., 2008]. Building upon this theory, a hydro-mechanical double-scale model has been implemented
following the successive works of [Marinelli et al., 2016, van den Eijnden et al., 2016, Pardoen et al.,
2018], preceded by [Bilbie, 2007, Frey et al., 2013], in order to simulate the coupled hydro-mechanical
behaviour of a saturated porous medium, and to analyse the cracking-induced localisation phenomena.
This coupled HM double-scale model was the starting point of the developments carried out by [Bertrand
et al., 2020] to account for partially saturated conditions, and reproduce the coupled phenomena associ-
ated with multiphase flows in fractured reservoirs.

11.3.2 Proposed developments

From the previous review of existing models, it appears that the only tool that explicitly reproduces
the dominant process of gas migration by preferential pathways initiated from the microscopic phenom-
ena, is the two-scale time-dependent damage model under two-phase flow conditions developed by [Yang
and Fall, 2021a]. And yet, the microstructure incorporated in this model is only confined to unidirectional
fractures for the initiation of the damage and flows at the macroscopic scale, while the consideration of
the joint effects of the key constituents of the microstructure is eluded. This lack of numerical modelling
which integrates the complexity of the microstructure, i.e. pore network morphology, bedding planes
and other fissures, and accounts for the hydro-mechanical effects of each of these constituents on the
macroscopic gas flow has stimulated the undertaking of the present work.

This contribution aims thence at developing a detailed micro-scale HM constitutive model for par-
tially saturated clay materials, and integrating this microstructure into a multi-scale scheme using ho-
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mogenisation techniques for the transition from one scale to the other. More specifically, this multi-scale
model pays special attention to the modelling of the emergence of gas fracturing mechanisms while simu-
lating advection–diffusion of dissolved gas and visco-capillary two-phase flow as background processes.

In practise, the hydro-mechanical double-scale model implemented in the LAGAMINE code by [Bertrand,
2020] arising from a number of serial contributions [Bilbie, 2007, Frey, 2010, Marinelli, 2014, van den
Eijnden, 2015] constitutes the basis of the developments described hereafter. With respect to these pre-
vious works, the presence of gas implies its proper degree of freedom and requires the implementation
of a specific hydraulic constitutive model at the microscopic scale. In particular, the following novelties
are proposed:

• Implementation of the tube elements in addition to the interface elements (bedding and bridging
planes) of the microstructure, in order to substitute the hydraulic behaviour of the solid matrix.

• Possibility to simulate a variable number of tubes with an associated tortuosity parameter, in order
to numerically approach the void volume of the studied material.

• Definition of different retention models (Brooks-Corey, van Genuchten) for the microstructure
constituents (fracture and tube).

• Introduction of the hydraulic transmissivity function and the relative permeability curve to com-
pute fluxes through the tubes.

• Implementation of the mechanism of diffusion of dissolved gas within the liquid phase for the
microstructure constituents, in addition to advective fluxes.

• Formulation of the hydro-mechanical coupling linking the fracture/tube opening to the variation
of fluids pressure, to account for the gas propagation kinetics under gas injection.

• Possibility to simulate interface elements with different properties, in order to represent random
zones of weakness in the mesh, propitious for the development of preferential pathways.

• Parallelisation of the micro-level routine, in order to solve multiple REV boundary value problems
in parallel and obtain an important gain in time and efficiency.
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This chapter gives an overview of the hydro-mechanical double-scale model built on the basis of the
key steps of the multi-scale approach presented in the previous Sections 11.1.1 to 11.1.4.

The proposed numerical tool can be seen as hybrid, in the sense that a complete hydraulic system
is explicitly implemented and solved at the micro-scale, while the effects of the mechanical problem
are addressed at the macroscopic scale and implicitly integrated at the lower level by means of hydro-
mechanical couplings. The coupled finite element elaborated to mesh the macro-scale in the LAGAMINE
code is the EHMIC element and the related law to be used for the double-scale computations is the HMIC
law.

In the proposed developments, the complex structure of the clay material is treated as a porous
medium commonly assimilated as the superposition of several continua, relying on the mixture theory
introduced in Section 6.1 of Part II. In order to cope with multiphase flows through such a clay medium,
a binary fluid mixture is considered, which includes a liquid and a gaseous phase. The former phase is
a combination of two species, namely liquid water and dissolved gas, while the latter is solely made of
dry gas, assuming water vapour is negligible. In the proposed formulation, it is also assumed that the
mineral species and the solid phase coincide, and that solid and fluid phases are immiscible.

12.1 Model formulation at the macroscopic scale

Given the concepts introduced above, the state of the material is therefore described by its displace-
ment field ui, liquid pressure field pw, and gas pressure field pg, while being restricted to isothermal
conditions. In the following, the required balance equations for the coupled hydro-mechanical problem
under study are presented in usual differential local form using the current porous material configuration,
and in a weak form necessary to address boundary value problems over large domains within a finite ele-
ment framework. Since the multi-scale model is implemented in way as to treat the mechanical problem
directly at the macroscopic scale, while solving the hydraulic flows from the definition of a microstruc-
ture at a lower scale, only the solid phase behaviour is specified in this section. As for the hydraulic
constitutive model, it will be presented later in Section 12.3.

12.1.1 Balance equations

The general momentum balance equation in differential form reads:

∂σi j

∂x j
+ρgi = 0 (IV–20)

where σi j is the Cauchy total stress field, gi is the gravity force, and ρ is the mixture homogenised density,
which can be defined as:

ρ = ρs(1−φ)+ρwSrwφ+ρg(1−Srw)φ (IV–21)

where φ = Ωv
Ω is the porosity with Ω the current volume of a given mass of skeleton and Ωv the corre-

sponding porous volume, ρs is the solid grain density, ρw is the water density, ρg is the gas density, and
Srw is the water degree of saturation.
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The weak form of the local momentum balance Equation (IV–20) is obtained by applying the princi-
ple of virtual works considering the admissible virtual displacement field u∗i , it reads:∫

Ω
σi j
∂u∗i
∂x j

dΩ=
∫
Ω

ρgiu∗i dΩ+
∫
Γσ

t̄iu∗i dΓ (IV–22)

where t̄i is the classical external traction force per unit area acting on a part Γt of the boundary Γ.

In addition to the mechanical equilibrium, the mass balance equations for water and gas in a strong
form respectively read, for a unit porous medium (Ω= 1):

Ṁw +
∂ fw,i

∂xi︸ ︷︷ ︸
Liquid water

−Qw = 0 (IV–23)

Ṁg +
∂ fg,i

∂xi︸ ︷︷ ︸
Dry gas

+Ṁdg +
∂ fdg,i

∂xi︸ ︷︷ ︸
Dissolved gas

−Qg = 0 (IV–24)

where Ṁw, Ṁg and Ṁdg are the mass variations of liquid water, dry gas and dissolved gas respectively,
fw,i, fg,i and fdg,i are the mass flows of liquid water, dry gas and dissolved gas respectively, and Qw and
Qg are the sink mass terms of water and gas.

The weak forms of the water and gas balance Equations (IV–23)-(IV–24) are obtained in a simi-
lar way as the momentum balance equation, and read for every kinematically admissible virtual water
pressure field p∗w and gas pressure field p∗g:∫

Ω

[
Ṁw p∗w− fw,i

∂p∗w
∂xi

]
dΩ=

∫
Ω

Qw p∗wdΩ−
∫
Γq

q̄w p∗wdΓ (IV–25)

∫
Ω

[
Ṁg p∗g + Ṁdg p∗g− fg,i

∂p∗g
∂xi
− fdg,i

∂p∗g
∂xi

]
dΩ=

∫
Ω

Qg p∗gdΩ−
∫
Γq

q̄g p∗gdΓ (IV–26)

where Γq and is the part of the boundary where the input water/gas mass per unit area q̄w or q̄g is
prescribed.

12.1.2 Constitutive equations

With a view to represent multiphasic materials in the model, the previous Equation (IV–20) remains
valid provided to define the total stress σi j. Accounting for the partially saturated conditions with Biot’s
definition [Biot, 1941] to consider the solid phase compressibility, the Bishop’s postulate [Bishop, 1959]
can be written as:

σi j = σ
′
i j +bi j

[
Srw pM

w +(1−Srw)pM
g
]

δi j (IV–27)

where δi j is the Kronecker symbol, bi j is Biot’s tensor, and σ′i j is the Bishop’s effective stress. This
concept, corresponding to the total stress reduced by the fluid pressures weighted by the degree of satu-
ration of each phase represents a first important hydro-mechanical coupling that connects the two levels
of the model. Note that in previous Equation (IV–27), the stress field is defined under soil mechanics
convention in which compressive stress is positive.

The Biot tensor introduced in Equation (IV–27) represents more particularly the compressibility of
the solid grain skeleton relative to the skeleton compressibility, expressed in orthotropic axes as [Cheng,
1997]:

bi j = δi j−
Ce

i jkl

3Ks
(IV–28)
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where Ks is the isotropic bulk modulus of the solid grains, and Ce
i jkl is the elastic stiffness tensor of the

material. It is worth noting that including the plastic material behaviour in case the medium is not as-
sumed elastic requires an extension to poroplasticity, as proposed by [Coussy and Ulm, 1995]. Yet, these
developments are not included in the present work.

On top of that, the isotropic variation of solid density can be linked to the variations of pore water
pressure, gas pressure and mean effective stress according to [Detournay and Cheng, 1993]:

ρ̇s

ρs
=

(bi j−φ)(Srw ṗw +Srg ṗg)+ σ̇′

(1−φ)Ks
(IV–29)

where ρs is the solid grain density, φ is the porosity and σ′ is Bishop’s mean effective stress.

As for the fluid phase behaviour, it will be described in the hydraulic constitutive model presented in
Section 12.3.4.

12.2 Macro-to-micro scale transition

Now that the governing equations of the model have been presented at the macro-scale, the next step
is to specify how the transition between the macroscopic scale and the microscopic scale is handled.

12.2.1 Decomposition of the microkinematics

With respect to the theory introduced in Section 11.1.1 for a purely mechanical problem, water and
gas pressures must be added to address hydro-mechanical problems under partially saturated conditions.
In particular, it must be ensured that for any point P̂ of the material, the macro-pressure fields of water
and gas are identical to the micro-quantities, such that:

pM
w (P̂) = pm

w(P̂) (IV–30) pM
g (P̂) = pm

g (P̂) (IV–31)

Then, in a similar way as in Equation (IV–2), the water pressure pw and the gas pressure pg of any
point P close to P̂ can be written following a Taylor expansion. In the macro-scale continuum, it is
limited to the first order so that the macro-scale pressure fields of water and gas can be approximated by:

pM
w (P)≈ pM

w (P̂)+
∂pM

w (P̂)
∂x j

(x j− x̂ j) (IV–32) pM
g (P)≈ pM

g (P̂)+
∂pM

g (P̂)
∂x j

(x j− x̂ j) (IV–33)

where x j and x̂ j are respectively the jth coordinates of P and P̂.

In the micro-scale, a fluctuation field is added to replace the higher-order terms of the expansion
which can not be neglected because of the uncertain continuity, so that the micro-scale pressure fields of
water and gas are approximated by:

pm
w(P)≈ pM

w (P̂)+
∂pM

w (P̂)
∂x j

(x j− x̂ j)+ p f
w(P̂) (IV–34)

pm
g (P)≈ pM

g (P̂)+
∂pM

g (P̂)
∂x j

(x j− x̂ j)+ p f
g(P̂) (IV–35)

where p f
w(P̂) and p f

g(P̂) are the fluctuation fields, which result of the variations in material properties
within the REV, and represent therefore the fine scale deviations with respect to the average pressure
fields.
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12.2.2 Separation of scales

Together with Equation (IV–1), Equations (IV–30) and (IV–31) have to hold for any point of the
macro-scale. Thence, it follows from Equations (IV–34) and (IV–35) that:

∂pM
w (P̂)
∂x j

(x j− x̂ j)+ p f
w(P̂)� pM

w (P̂) (IV–36)

∂pM
g (P̂)
∂x j

(x j− x̂ j)+ p f
g(P̂)� pM

g (P̂) (IV–37)

which corresponds to the concept of separation of scales [Kouznetsova et al., 2002] introduced in Section
12.2.

Applying the macroscopic fields on the boundaries, the microscopic characteristic length is reason-
ably assimilated to the size of the REV lREV , while the macroscopic length can be defined as the ratio of
the macroscopic pressure over the load applied on the REV, i.e. the macroscopic gradient of fluids pres-
sure ∇pM = ∂pM

∂x j
, such that Equation (IV–6) can be specifically reformulated for the hydraulic quantities

as:

lREV �
pM

∇pM (IV–38)

which is expressed as a function of fluids (water and gas) pressures and gradients given that the aim here
is to simulate a gas pressure increase through the modelled clay rock.

Moreover, for such a separation of scales, the assumption of steady-state conditions that supposes
that the hydraulic flow at the micro-scale is insensitive to the time variation of the fluid storage at this
level is generally valid. Finally, given that the present work is limited to the application of the first-order
computational homogenisation for which the assumption of separation of scales holds, it means that the
boundary conditions of the micro-scale boundary value problem can be properly determined by the local
macro-scale pressure gradient.

12.3 Micro-scale boundary value problem

The resolution of the boundary problem at the microscopic scale requires to built a REV which
provides a good representation of the clay microstructure. The boundary conditions through which the
macroscopic hydraulic quantities are transferred to the REV must also be defined. It is finally necessary
to formulate the balance equations and the hydraulic constitutive model specific to the microstructure
and its constituents in order to numerically solve the microscopic hydraulic system.

12.3.1 REV generation

Although the use of a REV seems questionable for natural materials which are heterogeneous in
essence, clay rocks such as the Boom Clay or the Callovo-Oxfordian claystone are generally charac-
terised by a horizontal layered structure owing to their process of deposition [Vandenberghe, 1978, Wenk
et al., 2008] as highlighted in Section 4.2. Opting for the multi-scale method to model microstructure-
induced processes in clay rocks is thus convenient, which eludes a complex description of the matrix
blocks separated by pore and fracture networks over the entire domain.

In the proposed modelling of a Boom Clay material, the size and structure of the REV comes from
experimental data acquired for instance from Field-Emission Scanning Electron Microscopy (FESEM)
images like the one given in Figure IV–5 [Gonzalez-Blanco et al., 2016]. Such a scan reveals the opening
of large-aperture fissures with a repeated distance in-between after the passage of gas, as shown in Figure
IV–6a.
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It is then possible to extrapolate a physical idealisation of the microstructure in Figure IV–6b, which
includes matrix blocks of Boom Clay separated by dominant horizontal fractures, corresponding to the
bedding planes. In the vertical direction, secondary narrow-aperture fissures connecting the bedding
planes were also detected experimentally as contributors to the flow normal to the bedding. Through this
simplification of the studied material, it is possible to identify the main constituents responsible for the
flow through the microstructure, and which should therefore be included in the REV.

Considering first the repeated separation distance w between the horizontal fractures, one of these
bedding planes (red element) is integrated as the central element of the REV, as depicted in Figure IV–
6c. Another fracture element prone to develop in the vertical direction is added to the REV, and is
referred to as a bridging plane (blue element). Finally, the matrix block is substituted by an assembly
of tubes with specific diameters and tortuosities, in the different directions, so as to match the pore size
distribution curve. In the REV, this bundle of tubes is gathered into one equivalent tube (grey elements)
in the three guiding directions of the micro-scale problem. In this way, a complete hydraulic volume
to calculate fluid flows at the microscopic scale has been generated, which is coupled to the mechanics
through the definition of effective stresses in the media, as described in Section 12.1.2. In the model, the
pore network is also supposed to be the same in all directions, and the anisotropy thus comes from the
different separation planes, i.e. the bedding planes and the bridging planes.

(a) (b) (c)

Figure IV–6 – (a) Internal visualisation of a Boom Clay sample using FESEM, after [Gonzalez-Blanco
and Romero, 2022]. (b) Physical idealisation of the microstructure. (c) Definition of the REV.

12.3.2 Periodic boundary conditions

The macroscopic fluid pressure gradients enter the micro-scale BVP through the periodic boundary
conditions applied to the REV [Geers et al., 2010]. In a practical way, the REV is enclosed in the
boundary Γ, which is divided into a lead part ΓL and a follow part ΓF owing to its periodic nature.
Then in terms of fluid pressure fields, any point on the follow boundary xF is naturally dependent on its
homologous on the lead boundary xL. In this way, the hydraulic part of the periodic boundary conditions
for the REV is reformulated according to Equations (IV–9) and (IV–10):

pF
w = pL

w +
∂pM

w

∂x j

(
xF

j − xL
j
)

(IV–39) pF
g = pL

g +
∂pM

g

∂x j

(
xF

j − xL
j
)

(IV–40)

Moreover, the periodic boundary conditions stipulate that the boundary fluxes of water qw and gas qg

on opposite boundaries must be anti-symmetric, following Equations (IV–12) and (IV–13):

q̄F
w + q̄L

w = 0 (IV–41) q̄F
g + q̄L

g = 0 (IV–42)
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12.3.3 Balance equations

Since the mechanical problem is exclusively solved at the macroscopic scale, only mass balance
equations for water and gas are required at the microscopic scale, which reads from Equations (IV–23)
and (IV–24):

Ṁm
w +

∂ f m
wi

∂xi
= 0 (IV–43) Ṁm

g +
∂ f m

gi

∂xi
+ Ṁm

dg +
∂ f m

dgi

∂xi
= 0 (IV–44)

where Ṁm
w , Ṁm

g and Ṁm
dg represent the variations of the fluid contents, namely water, gas and dissolved

gas, that vanish out under the assumption of steady state at the microscale, and f m
wi

, f m
gi

and f m
dgi

are the
total mass flows of water gas, and dissolved gas respectively.

As stated in the introductory part of this Chapter 12, the description of the fluid transport processes
in a partially saturated porous medium relies on a biphasic fluid flow model consisting of a liquid phase
made up of liquid water and dissolved gas, and a gaseous phase comprising dry gas. Thus the mass
flows included in Equations (IV–43) and (IV–44) take into account the advection of each phase using the
generalised Darcy’s law [Darcy, 1856] and the diffusion of the components within each phase by Fick’s
law [Fick, 1855], as follows:

f m
wi
= ρwqwi (IV–45) f m

gi
= ρgqgi (IV–46) f m

dgi
= ρdgqwi + idgi (IV–47)

where ρw, ρg and ρdg are the densities of water, gas and dissolved gas respectively, qwi and qgi are the
advective fluxes respectively of the liquid and gaseous phases, idgi is the diffusion flux for dissolved gas
in the liquid phase. It is worth noting that the liquid water diffusion within the liquid phase and the dry
gas diffusion within the gaseous phase are both neglected in the model. All these fluxes will be defined
in detail in the next Section 12.3.4.

Considering some kinematically admissible virtual fluid pressure fields p∗,mw and p∗,mg , the weak forms
of the mass balance equations for water and gas derive from Equations (IV–25) and (IV–26), and read,
assuming steady state flow conditions at the microscale:∫

Ω

[
����Ṁm

w p∗,mw − f m
wi

∂p∗,mw

∂xi

]
dΩ= −

∫
Γ

q̄m
w p∗,mw dΓ (IV–48)

∫
Ω

[
����Ṁm

g p∗,mg +����Ṁm
dg p∗,mg − f m

gi

∂p∗,mg

∂xi
− f m

dgi

∂p∗,mg

∂xi

]
dΩ= −

∫
Γ

q̄m
g p∗,mg dΓ (IV–49)

where Ω is the volume of the REV, and Γ stands for the periodic REV boundaries.

12.3.4 Constitutive laws

The hydraulic constitutive model is written at the scale of the microstructural constituents, namely
the bedding and bridging planes (fractures), and the matrix blocks (tubes), which are described by a
multiphase flow model and variation laws for the fluids density. To account for the mechanical effects
coming from the macro-scale, additional hydro-mechanical couplings are considered at this level of the
numerical model.

Hydraulic problem

The hydraulic problem is solved by considering a channel flow model extended to unsaturated con-
ditions to simultaneously consider gas and water flows at the micro-scale.

The longitudinal multiphase flow directly derives from the motion of compressible fluids between
two closely-space parallel plates or inside a cylinder described by the Navier-Stokes equations, which
gives the expressions of the hydraulic transmissivity function for such geometries, as detailed in [Marinelli,
2014] and reported in Appendix E:
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κ f rac = −
h2

b
12

hb ·w (IV–50) κtube = −π
D4

128
(IV–51)

where hb and D are the hydraulic aperture of the fracture and the opening diameter of the tube respec-
tively, and w is the separation distance between the bedding planes, which corresponds to the size of the
REV.

So, the longitudinal advective component of the multiphase flow along a fracture embedded in a REV
of section A = (w+hb)

2 ' w2 assuming w� hb, is expressed as:

qα,i =−
krα

µα

1
A

κ f rac
∂pα

∂xi
=−krα

µα

h3
b

12w
∂pα

∂xi
(IV–52)

where the subscript α=w,g represents the liquid or gaseous phase respectively, p is the applied pressure,
either of water or gas, and krα

is the relative permeability, introduced as a measure of the reduction in
permeability to a given phase α, that occurs between partially and fully saturated conditions. In porous
media, these relative permeabilities of water krw and gas krg phases are often expressed as power functions
of the saturation, according to [Corey, 1954], which reads for a single fracture (see Appendix E for further
developments [Fourar and Lenormand, 1998]):

krw =
S∗

2

r

2
(3−S∗r ) (IV–53) krg = (1−S∗r )

3 (IV–54)

where S∗r =
Srw−Srw,res

1−Srw,res−Srg,res
is the normalised saturation.

In the same way, the longitudinal advective component of the multiphase flow along a tube embedded
in the REV of section A, is expressed as:

qα,i =−
krα

µα

1
A

κtube
∂p
∂xi

=−krα

µα

π
D4

128w2
∂p
∂xi

(IV–55)

where the relative permeabilities of water (krαw
) and gas (krαg

) are similarly formulated as power functions
of the saturation, according to [Corey, 1954], which reads for a single capillary (see Appendix E for
further developments [Yuster, 1951]):

krw = S∗
2

r (IV–56) krg = (1−S∗r )
2 (IV–57)

As for the longitudinal diffusive component of the multiphase flow along a fracture or a tube, it is
defined by Fick’s law [Fick, 1855], which states that the flux in the direction i for a diffusing species
is directly proportional to the concentration gradient in that direction. Thence, the diffusion flux of
dissolved gas within the liquid phase reads:

idgi = −Srw τ̄ Ddg/w ρw
∂

∂xi

(
ρdg

ρw

)
(IV–58)

where Ddg/w is the diffusion coefficient for the dissolved gas in liquid water, and τ̄ is the tortuosity of the
REV constituent, which characterises the path followed by the dissolved gas particles across the REV in
the direction i. It is supposed that τ̄ = 1 for the fractures.

Density variations

If the fluids are supposed to be compressible, it implies variations of liquid and gas densities. And
yet, considering the scale separability, it is assumed that the fluids pressure variation remains very small
compared to the REV size and has a negligible effect on the fluids densities. As proposed by [van den

209



Part IV : Modelling gas transport in sound rocks 12. Hydro-mechanical multi-scale model

Eijnden, 2015] to be in line with the separation of scales, the fluid densities are considered to be constant
throughout the REV.

Under isothermal conditions, the isotropic compressibility of water is thus assumed to respect the
following relationship, which predicts an increase in water density as a function of the macro-scale water
pressure:

ρw = ρw0

(
1+

pM
w − pM

w0

χw

)
(IV–59)

where ρw0 is the liquid density at the pressure pM
w0

and 1
χw

is the liquid compressibility.

The density of dry gas phase in a fracture or a tube is expressed according to the classical ideal gas
equation of state [Clapeyron, 1834] as a function of the macro-scale gas pressure, which yields:

ρg =
mg

RT
pM

g (IV–60)

where mg is the molar mass of dry gas, R is the universal gas constant and T is the absolute temperature,
and pM

g is the macro-scale gas pressure.
Based on this Equation (IV–60) and considering a constant mass of dry air between two states of

pressure and temperature noted respectively (T, pM
g ) and (T0, pM

g,0), the following relation is obtained:

ρg(T, pM
g ) = ρg,0

pM
g

pM
g,0

T0

T
(IV–61)

where ρg,0 is the dry gas density at reference pressure and temperature. Under isothermal conditions, it
reduces to:

ρg(pM
g ) = ρg,0

pM
g

pM
g,0

(IV–62)

Thermodynamic equilibrium

The density of the dissolved gas is obtained with the Henry’s law [Weast, 1987], which states that
the amount of dissolved gas in the liquid phase is always in thermodynamic equilibrium and proportional
with the quantity of dry gas, such that:

ρ
d
g = Hgρg (IV–63)

where Hg is the so-called Henry’s coefficient.

Hydro-mechanical couplings

Following the concept of effective stress introduced at the macro-scale in Equation (IV–27), and
transferred to the microscopic scale, it is possible to relate the evolution of fracture aperture and tube
opening at the micro-scale to the variation in fluids pressure at the macro-scale, without any change in
the total stress. Specific HM laws are therefore formulated to express the fracture and tube apertures as
a function of the effective stress.

The interface HM law used for the fractures relates the displacement of the facing edges to the stress
state via the normal stiffness Kn. A hyperbolic law [Goodman, 1976, Bandis et al., 1983] is generally used
to account for the deforming asperities in the evolution of the normal stiffness with the fracture closure
[Gens et al., 1990] as depicted in Figure IV–7a, such that the relation between the normal effective stress
rate and the fracture aperture reads:

σ̇
′ = Knḣ (IV–64)
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with the normal stiffness being defined as:

Kn =
K0

n(
1+∆h

h0

)2 (IV–65)

where K0
n is the stiffness corresponding to the the initial aperture h0, defined for a null stress. Thus, when

considering some initial stresses and that ∆h = h−h0, the initial normal closure is given by:

∆h0 =
−σ′0 h0

K0
n h0 +σ′0

(IV–66)

where σ′0 is the effective stress normal to the fracture wall.
As a result, the relation between effective stresses and displacements for the fractures governing the

bedding and bridging planes is given by:

σ
′
0 +∆σ

′ =
K0

n h0

h
(∆h0 +∆h) (IV–67)

The HM law used for the tubes representing the matrix blocks relates the circumference closure to the
normal effective stresses via a linear relation derived from the convergence-confinement theory [Panet
and Guenot, 1982]:

∆σ
′ = K ∆Db (IV–68)

with the stiffness K being defined as:

K =
2G
D0

(IV–69)

where D0 is the tube diameter defined for a null stress, and G is the shear modulus of the clay rock.

Given the initial stress state of the material σxx0 and σyy0 , and the orientation θ of the fractures and
the tubes with the horizontal, the normal effective stresses of the studied configuration can be computed
as:

σ0 = σxx0 cos2(θ)+σyy0 sin2(θ) (IV–70)

Introducing effective stresses in the aforementioned formulations allows to initiate variations of the
fracture aperture and tube opening with the fluid pressure without changing the total stress owing to the
hydro-mechanical coupling defined in Equation (IV–27).

A second implicit coupling is the dependency of the intrinsic permeability on the fracture and tube
apertures, which are stress-dependent as formulated in Equations (IV–52) and (IV–55). Furthermore,
as the gas entry pressure is likely to decrease with the progressive opening of fractures and tubes, the
respective aperture or diameter of each of these micro-elements can be used to scale the entry value of
each specific element as:

pe = pe0

(
hb0

hb

)m

(IV–71) pe = pe0

(
Db0

Db

)m

(IV–72)

where m is a material parameter of the power law, which is assigned a value of 0 for a constant entry
pressure, and a value of 3.3 in [Dieudonné, 2016] based on experimental results on bentonite, and pe0

is the initial entry pressure defined for the aperture hb0 of a fracture or the diameter Db0 of a tube, and
is directly derived from the Young-Laplace equilibrium introduced in Equation (II–8), which defines the
mechanical balance between the capillary pressure pc and the surface tensions σGL in a fracture and a
tube respectively:

pe =
2σGLcosθ

Db/2
(IV–73) pe =

2σGLcosθ

hb
(IV–74)
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Note that hydraulic apertures hb and Db are considered in order to take into account the non-smoothness
of the fracture and tube edges, which respectively reads:

hb = h0 +h (IV–75) Db = D0 +D (IV–76)

It means that a mechanically closed fracture/tube (h = D = 0) still allows a residual flow to circulate
between the asperities as long as a non-zero minimal hydraulic opening is defined, as exemplified in
Figure IV–7b.

(a) (b)

Figure IV–7 – (a) Constitutive law describing the normal behaviour of a rough rock joint, modified from
[Cerfontaine et al., 2015]. (b) Definitions of the hydraulic and the mechanical aperture in reality (left)
and in the modelling (right), modified from [Marinelli et al., 2016].

12.3.5 Numerical solution of the problem

Given that the mechanical problem is solved separately at the macro-scale, the resolution at the mi-
croscopic scale consists in finding the different flows for the given openings of fractures and tubes. To
that end, the explicit description of the fluid network is resolved over the REV in order to find the pro-
files of the gas and water pressures that respect the boundary conditions and, at the same time, have some
average values of the pressure fields equal to the macroscopic water and gas pressures.

From the constitutive micro-scale model of Section 12.3.4, the general expressions for the channel
(fracture or tube) mass fluxes of water and gas are respectively expressed as a function of the water or
gas pressure gradient along this channel, such that:

ωw = − ρwkrw

µw
κ
∂pm

w

∂s︸ ︷︷ ︸
Advection of liquid water

(IV–77) ωg = −
ρgkrg

µg
κ
∂pm

g

∂s︸ ︷︷ ︸
Advection of gaseous gas

− Hg
ρgkrw

µw
κ
∂pm

w

∂s︸ ︷︷ ︸
Advection of dissolved gas

−Srw τ̄Ddg/w
Hg

ρw

(
ρwρg,0

pg,0

∂pm
g

∂s
− ρgρw,0

χw

∂pm
w

∂s

)
︸ ︷︷ ︸

Diffusion of dissolved gas

(IV–78)

where κ is the hydraulic transmissivity function along the fractures and the tubes defined in Equations
IV–50 and IV–51 respectively, with s the coordinate along these channels.

These two mass fluxes of water ωw and gas ωg are constant over the length of the channel, as implied
by the steady state flow conditions at the microscopic scale. Then, accounting for the variations of
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fluids densities defined in Equations (IV–59) and (IV–62), and considering in addition that the saturation
Srw , and the relative permeabilities of each channel krw and krg are dependent on the macroscopic fluids
pressures and the respective opening of the channel, the Equations (IV–77) and (IV–78) can be rewritten
over the channel between s1 and s2 such that:

ωw = [pm
w(s2)− pm

w(s1)]
ρw(pM

w )

µw

(∫ s2

s1

1
krw(pM

w , pM
g ,s)κ(s)

ds
)−1

(IV–79)

ωg =
[
pm

g (s2)− pm
g (s1)

] ρg(pM
g )

µg

(∫ s2

s1

1
krg(pM

w , pM
g ,s)κ(s)

ds
)−1

+[pm
w(s2)− pm

w(s1)]Hg
ρg(pM

g )

µw

(∫ s2

s1

1
krw(pM

w , pM
g ,s)κ(s)

ds
)−1

+
[
pm

g (s2)− pm
g (s1)

]
Ddg/w

Hg

ρw(pM
w )

ρw(pM
w )ρg,0

pg,0

(∫ s2

s1

1
Srw(pM

w , pM
g ,s)τ̄(s)

ds
)−1

− [pm
w(s2)− pm

w(s1)]Ddg/w
Hg

ρw(pM
w )

ρg(pM
g )ρw,0

χw

(∫ s2

s1

1
Srw(pM

w , pM
g ,s)τ̄(s)

ds
)−1

(IV–80)

where the following substitution variables can be used, knowing that κ is the hydraulic transmissivity
function along the fracture or the tube and that s is the coordinate along these channels:

φw =

(∫ s2

s1

1
krw(pM

w , pM
g ,s)κ(s)

ds
)−1

(IV–81) φg =

(∫ s2

s1

1
krg(pM

w , pM
g ,s)κ(s)

ds
)−1

(IV–82)

λ =

(∫ s2

s1

1
Srw(pM

w , pM
g ,s)τ̄(s)

ds
)−1

(IV–83)

Given the channel network in Figure IV–8 as basic example, the fluid mass balance equations along
each channel can be applied to calculate the pressure profiles of the fluid network. This mass conserva-
tion principle introduced in Equation (II–51) can be easily formulated in terms of mass flows in a fluid
network, implying that the mass flow is constant along a given channel in such a way that for each node
of the hydraulic network, the sum of the input flows is equal to the sum of the output flows:

dωi
α

dsi = 0 ⇔ ω
i−1
α +ω

i
α +ω

i+1
α = 0 (IV–84)

where α = w,g represents the liquid or gaseous phase respectively, with ωi
w ∝ φi

w and ωi
g ∝ φi

w +φi
g +λi.

For water, the mass balance equations written at each intersection give the following system of equa-
tions:

[EWW ]
{

pm
w
}
= 0 (IV–85)

For the proposed configuration, taking into account the homologous connectivity of lead and follow
node couples over the periodic boundaries and the conditions given by the macroscopic pressure gradient
in Equation (IV–39), the system to solve is given by Equation (IV–86), supposing that φi

w ∝ ki
rw

κi is the
term encompassing the variable quantities of the channel i.

ρw
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Figure IV–8 – Example of a channel network with the mass balance on node j.

To overcome the ill-posed nature of this system, where the third equation is a linear combination of
the first and second ones, the macroscopic water pressure is applied at one of the nodes of the hydraulic
network, i.e. the second, which leads to:

ρw

µw
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w 0 −φA
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w φC
w 0

0 1 0 0 0
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For gas, the presence of dissolved gas in the water leads to additional gas mass fluxes associated
to the advective component of water flows and the diffusive component of gas flow, which gives the
following system of equations:

[EGG]
{

pm
g
}
+[EGW ]

{
pm

w
}
= 0 (IV–88)

In the same way as for water, considering the configuration proposed in Figure IV–8, the well-
posed system to solve is given in Equation (IV–89), supposing that φi

g ∝ ki
rg

κi and λi ∝ Si
rw

τ̄iΩi represent
terms encompassing the variable quantities of the channel i, with Si

rw
, τ̄i and Ωi being the saturation, the

tortuosity and the section of element i. Since the system of Equations (IV–87) is solved independently
from the microscopic gas pressures, the microscopic water pressures appearing in Equation (IV–88) are
therefore already known before solving the system for gas and it may be written as an independent term
on the right side of the equation. Applying the conditions given by the macroscopic pressure gradient in
Equation (IV–40) together with the macroscopic gas pressure at one of the nodes, it leads to the following
system of equations:
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12.4 Micro-to-macro scale transition

Once the equilibrium is obtained for the micro-scale boundary value problem, the micro-to-macro
scale transition is achieved by ensuring that the average micro-scale work is equal to the macro-scale
work according to the Hill-Mandel macro-homogeneity condition [Hill, 1965]. In this way, the macro-
scale response for the (water and gas) fluxes and fluids masses is computed by homogenisation.

12.4.1 Fluid fluxes

For the water fluxes, the macro-homogeneity condition in a virtual work formulation reads:

ṀM
w p∗,Mw − f M

wi

∂p∗,Mw

∂xi
=

1
Ω

∫
Ω

(
Ṁm

w p∗,Mw − f m
wi

∂p∗,Mw

∂xi

)
dΩ (IV–90)

Given the steady state conditions at the micro-level and the applied boundary conditions, the macro-
scale fluxes in Equation (IV–90) reduces to:

f M
wi

∂p∗,Mw

∂xi
=

1
Ω

∫
Ω

f m
wi

∂p∗,Mw

∂xi
dΩ=

1
Ω

∫
Γ

q̄m
w p∗,Mw dΓ

=
1
Ω

∂p∗,Mw

∂xi

∫
Γ

q̄m
wxidΓ

(IV–91)

Thence, the macro-scale fluxes reduce to the integrals of the micro-scale boundary fluxes that corre-
sponds to the sum of the fluxes on the nodes belonging to the follow boundary in Figure IV–8:

f M
wi

=
1
Ω

∫
Γ

q̄m
wxidΓ (IV–92)

For the gas fluxes, similar considerations can be made, so that the macro-scale fluxes read:

f M
gi
+ f M

dgi
=

1
Ω

∫
Γ

q̄m
g xidΓ (IV–93)

More specifically, the homogenised horizontal flow corresponds to the flows on the vertical border
of the REV while the vertical one is determined from the flows on the horizontal border.

12.4.2 Fluid masses

The macroscopic fluid contents MM
w and MM

g are directly defined as the total amounts of fluid, i.e.
liquid water, dry gas and dissolved gas in the water phase, inside the fractures and tubes included in the
REV, such that:
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MM
w = 1

Ω
∫
Ωint

w
ρwdΩ

= ρwSrwφn
(IV–94)

MM
g = Mm

g +Mm
dgaaaaaaaaaaaaaaaaaaaa

= 1
Ω

(∫
Ωint

g
ρgdΩ+

∫
Ωint

w
ρdgdΩ

)
= ρg (1−Srw)φn +ρdgSrwφnaaaa

(IV–95)

where ρw and ρg are constant over the REV, Srw =
Ωint

w

Ωint is the water saturation, and φn =
Ωint

Ω is the poros-
ity from the network of fractures and tubes within the REV.

The macroscopic fluid mass storage terms ṀM,t
w and ṀM,t

g are then computed using some finite dif-
ference approximations over the time interval ∆t:

ṀM,t
w ≈ MM,t

w −MM,t−∆t
w

∆t
(IV–96) ṀM,t

g ≈ MM,t
g −MM,t−∆t

g

∆t
(IV–97)

which corresponds to the time variations of the fluid densities and the saturation of each phase on the one
hand, and of the opening/closure of the fractures and the tubes on the other hand.

12.5 Macro-scale boundary value problem

The resolution of the boundary value problem at the macroscopic scale is governed by a coupled
system encompassing the mechanical response computed at the macro-scale and the hydraulic effects of
the fluid mixture evaluated from micro-scale calculations:
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which can be summarised as follows:[
EM
]
(10×10)

{
δUM

}
(10) =

{
δΣM}

(10) (IV–99)

where
[
EM
]

is the macro-scale stiffness matrix obtained by numerical perturbations as presented in
Section 6.5.7,

{
δUM

}
contains the infinitesimal variations of the macro-scale variables, and

{
δΣM} is

the responses of these variables. The matrices [Emm], [Eww], [Egg] are the classical stiffness matrices
for mechanical, water flow and gas flow problems, while the off-diagonal matrices contain the multi-
physical coupling terms. The stiffness matrices capturing the influence of the mechanics on the fluids
are computed in a similar way as in Equations (III–75) and (III–76) for the second gradient H2M model,
while the simplified versions of the terms reflecting the influence of the fluids on the mechanics are
considered, which reads:
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[
EWM

]
=

 0 0 0 0
0 0 0 0

−bSrw 0 0 −bSrw

 (IV–102)

[
EGM

]
=

 0 0 0 0
0 0 0 0

−b(1−Srw) 0 0 −b(1−Srw)

 (IV–103)

where the expressions of the different sub-matrices have been given in Chapter 9 of Part III, and further
developed in Appendix D. The detailed derivation of the other sub-matrices can be found in [Collin et al.,
2006] for a multiphasic medium.
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13. Applications

In this last chapter of Part IV, the multi-scale HM model is applied to the numerical modelling of gas
injection tests conducted in Boom Clay. The study considers two gas flow orientations, either parallel or
perpendicular to the primary bedding planes of the rock. The modelling task is then extended to focus
on the representation of gas-filled pathways in more general configurations, with the aim of tackling the
issues of heterogeneity and tortuosity inherent to the rock structure, as well as the questions raised by the
up-scaling of such phenomena.

13.1 Numerical modelling of gas injection tests

This section covers the experimental design of the gas injection tests and its translation into numerical
modelling. The constitutive models and their associated parameters are carefully determined for both
the Boom Clay and the experimental set-up. Preliminary model verifications are conducted prior to
presenting and examining the key numerical findings from the various simulations, with an emphasis on
the emergence of gas-specific pathways.

13.1.1 Experimental design

The experimental design reported in [Gonzalez-Blanco et al., 2016] consists of air injection tests
under oedometer conditions on initially saturated samples of Boom Clay. These samples were retrieved
from the HADES underground research laboratory, at a depth of 223 m, under a total vertical stress and
water pressure of σv = 4.6 MPa and pw = 2.2 MPa respectively, with K0 = 1.

The experimental set-up, described in [Gonzalez-Blanco et al., 2016, Gonzalez-Blanco and Romero,
2022] and presented in Figure IV–9, features an instrumented high-pressure and high-stiffness oedometer
cell for cylindrical samples of 50 mm in diameter and 25 mm in height. It is designed in such a way as
to investigate water and gas flow through intact and disturbed samples of clayey rocks.

The protocol for air injection tests starts by following a pre-conditioning path, i.e. a water undrained
loading path, to approximately restore the in situ effective stress of the material. Boom Clay samples are
vertically loaded to an initial total vertical stress of σv = 3 MPa in the oedometer cell, and put in con-
tact with synthetic water at atmospheric pressure afterwards. It is high enough to avoid a large swelling
during saturation, and it enables to reach the in situ effective stress after imposing water pressure and
keeping the stress level within the working range of the equipment. Then, the water permeability of
the sample is determined under different pressure gradients and at constant total vertical/isotropic stress,
before performing a drained loading stage to a total vertical stress of σv = 6 MPa. Just before the air
injection phase, a fast drainage of the bottom line is performed to replace water by air, with an initial air
pressure of pg = 0.5 MPa applied at the upstream boundary.

Air injection tests at two different injection rates (slow: 2 mL/min and fast: 100 mL/min) are per-
formed to analyse their influence on the coupled hydro-mechanical response. The selected rates are
relatively fast to minimise air diffusion mechanisms through the matrix and to enhance single-phase air
flow mechanisms through discontinuities [Marschall et al., 2005]. The air injection piston is stopped
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Figure IV–9 – Scheme of the experimental set-up, after [Gonzalez-Blanco et al., 2016].

(shutoff) when air pressure reaches a maximum of pg = 4 MPa, close to the air-entry value. At this stress
state, the air pressure is let decaying at constant air volume of the inlet line. The recovery lines are ini-
tially full of water and the controller is kept at a constant pressure of 0.5 MPa in both set-ups. However,
the Pressure/Volume Controller (PVC) of the recovery system is not able to keep this constant pressure
condition when the air flow is very high, so that an increase in the downstream pressure occurs, up to
a maximum pressure of 1.8 MPa controlled by a pressure release valve. Finally, samples are unloaded
under undrained conditions.

13.1.2 Modelling design

In this section, the ingredients required to convert the experimental design into a numerical model are
described, covering especially the geometry of the problem, the mesh of the model, the initial boundary
conditions as well as the successive steps of the simulations carried out by means of boundary conditions
update.

13.1.2.1 Geometry

Taking advantage of the radial symmetry of the oedometer sample, the modelling design of the air
injection tests consists of a 2D axisymmetric representation of the Boom Clay sample using the multi-
scale model developed in previous Chapter 12 and implemented in the LAGAMINE code. Thence, null
vertical displacements at the bottom of the system and null radial displacement on the sample lateral
wall are imposed by the oedometer conditions. To properly simulate the stages of the gas injection tests,
injection (bottom) and recovery (top) reservoirs surrounding the sample are also included in the model as
illustrated in Figure IV–10, which materialise the injection and recovery pistons, lines and coarse porous
rings of the experimental set-up.

In order to investigate the consequences of the development of gas-filled preferential pathways, the
sample is divided into two zones having different hydraulic properties as depicted in Figure IV–10c:
the matrix (undisturbed clay, coloured in grey) and a Zone of Fracture Development (ZFD), including
either disturbed bedding planes in red or disturbed bridging planes in blue, depending on the orientation
of the sample. This latter part located in a single predefined central band with a thickness of 2 mm,
represents a zone where cracks will preferentially open and is characterised by weaker properties for the
rock corresponding to the ones obtained after the injection test. Such an imposed arrangement makes
it possible to reproduce the global effect of the preferential pathways activation on the global sample
response but does not account for the local distribution of the fractures.
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(a) (b) (c)

Figure IV–10 – (a) Geometry and initial boundary conditions, with (b) the REV idealisation showing the
two orientations of the studied sample, and (c) the two configurations of the ZFD.

13.1.2.2 Initial conditions

The initial conditions in the Boom Clay sample following the initial pre-conditioning phase and
whatever the orientation of the sample are defined by an isotropic stress state and homogeneous water
and air pressures as:

σx,0 = σy,0 = 6 MPa, pw,0 = 0.6 MPa, pg,0 = 0.1 MPa (IV–104)

where σx,0 and σy,0 are the horizontal and vertical principal total stress respectively, while pw,0 and pg,0

correspond to the initial pore water and gas pressures respectively.

13.1.2.3 Boundary condition evolution

Since the numerical simulations focus solely on the slow gas injection tests carried out parallel
and perpendicular to the bedding planes of the sample, it should be first mentioned that the initial pre-
conditioning and final unloading stages are neglected.

Figure IV–11 – Evolution of the boundary conditions in terms of water and gas pressures during the
successive steps of the numerical simulation.
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The sequential evolution of the experiment is translated into a boundary value problem which is
conducted by progressively adjusting the boundary conditions at the two sides of the geometry, as high-
lighted in Figure IV–11. Before the air injection starts, the sample was fully saturated, as well as both
reservoirs. First, water is replaced by air in the upstream reservoir with an upstream air pressure increas-
ing up to 0.6 MPa. Then the air injection phase is performed with a pressure ramp applied at the bottom
of the injection reservoir, which follows the data recorded experimentally up to a pressure of 4.1 MPa.
Once the injection pressure reaches this maximum pressure, the dissipation phase starts, during which
the bottom boundary becomes impermeable forcing the accumulated air in the upstream reservoir to flow
upwards. As for the downstream reservoir, the pressure there is kept constant at 0.6 MPa throughout the
tests. In practise, this device is capable of maintaining the pressure constant by adjusting the volume.
However, once the tank of the controller is full and the air continues to flow through the sample, the
device is not longer able to maintain the pressure. Accordingly, the pressure boundary condition in the
recovery system is increased up to 1.6 MPa and 1.0 MPa in a second part of the dissipation stage for
injection parallel and perpendicular to the bedding respectively. A schematic picture of the boundary
conditions evolution is shown in Figure IV–11.

13.1.3 Constitutive models and parameters

The constitutive models of the Boom Clay, the injection and recovery systems and their related
parameters required for the numerical application are presented in this section.

13.1.3.1 Mechanical model

An elasto-plastic internal friction model with cross-anisotropy and horizontal isotropic bedding planes
is considered for the mechanical behaviour of the Boom Clay, which can be decomposed into an elastic
and a plastic component, such that:

ε̇i j = ε̇
e
i j + ε̇

p
i j (IV–105)

where εe
i j and ε

p
i j are the elastic and plastic components of the total strain rate.

Elastic component

The linear elastic behaviour of the rock is based on the classical Hooke’s law (Equation (II–96)),
where the elastic compliance tensor is expressed as a function of only five independent parameters as
stipulated in Equation (II–99) for cross-anisotropic materials [Amadei, 1983]. The Boom Clay formation
is indeed characterised by a strong anisotropy of its mechanical properties between the directions parallel
and perpendicular to the bedding planes [Chen et al., 2011], but the behaviour remains isotropic in the
parallel bedding planes.

Plastic component

The elasto-plastic behaviour of the Boom Clay is characterised by an internal friction model with
a non-associated plasticity and a van Eekelen yield surface [Van Eekelen, 1980] (under soil mechanics
convention with positive compressive stress) defined in Equation (II–102). Furthermore, the model is
able to produce isotropic hardening or softening of the cohesion and of the friction angles upon loading.
Further details about the elasto-plastic model are available in [Pardoen, 2015].

The elasto-plastic parameters of the Boom Clay, reported in Table IV–1, are taken from [François,
2014] where calibration is realised based on experimental data.

13.1.3.2 Hydraulic model

The hydraulic model used for the Boom Clay is based on the multi-scale HM model presented in
previous Chapter 12. At this point, all the parameters characterising the microstructural components of
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Table IV–1 – Set of elasto-plastic parameters of the Boom Clay, from [François, 2014].

Parameter Symbol Value Unit
Parallel Young’s modulus E‖ 400 [MPa]
Perpendicular Young’s modulus E⊥ 200 [MPa]
Poisson’s ratio ν‖‖ 0.125 [−]
Poisson’s ratio ν‖⊥ 0.125 [−]
Poisson’s ratio ν⊥‖ 0.0625 [−]
Shear modulus G‖⊥ 178 [MPa]
Shear modulus G‖‖ 178 [MPa]
Solid grain density ρs 2650 [kg/m3]
Initial cohesion ci 255 (0°) [kPa]

240 (45°) [kPa]
330 (90°) [kPa]

Ratio of cohesion softening ξc 3 [−]
Cohesion softening parameter Bc 0.01 [−]
Cohesion softening shifting decc 0 [−]
Initial compressive friction angle ϕc,0 5 [°]
Final compressive friction angle ϕc, f 18 [°]
Friction angle hardening param. Bϕ 0.01 [−]
Friction angle hardening shifting decϕ 0 [−]
Dilatancy angle ψc 0 [°]

Table IV–2 – Initial apertures and separation values obtained from different techniques by [Gonzalez-
Blanco and Romero, 2022].

Geometric property Unit MIP FESEM µCT
Aperture h µm > 2 3−10 90‖−153⊥

Separation w µm − 150−270 410‖−558⊥

the REV described in Section 12.3.1 must be defined, in order to approach as closely as possible the in
situ behaviour of the studied host rock.

Separation value

First of all, a physical value of the bedding plane separation is selected so that it is in the range of the
averaged data for Boom Clay, obtained experimentally with different techniques by [Gonzalez-Blanco,
2017] and summarized in Table IV–2. This value constitutes the reference size w of the REV. In the
present case, a value of w = 3 ·10−4m is chosen.

Macro-porosity

Then, a specific calibration parameter value is assigned to each individual tube within the bundle
which represents the micro-scale porous matrix. This latter can be assimilated to a tortuosity parameter
in the sense that it is used to artificially increase the volume of each individual straight tube. This way,
it is possible to fit the experimental pore size distribution curve [Lima, 2011, Gonzalez-Blanco, 2017]
as highlighted in Figure IV–12a, and get the correct value of the macro-porosity of Boom Clay, i.e.
around n = 0.38. Of course, increasing the number of tubes included in the REV, especially the smaller
ones, should make the value of the calibration parameter to gradually converge towards the estimates of
the natural equivalent tortuosity of the Boom Clay established around τ̄ = 0.6 [Wiseall et al., 2015a].
Nevertheless, to keep reasonable computation times during simulations, a limited number of tubes is
integrated in the implemented REV.
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(a) (b)

Figure IV–12 – (a) Experimental data for the cumulative porosity distribution of the Boom Clay
[Gonzalez-Blanco et al., 2016], with respective fitted numerical results. (b) Experimental data for the
water retention curve of intact Boom Clay [Gonzalez-Blanco et al., 2016], together with van Genuchten’s
model fitting for an increased numbre of tubes.

Retention curves

To characterise the Boom Clay retention behaviour, a retention curve of van Genuchten’s type [van
Genuchten, 1980] linking the capillary pressure to the degree of water saturation is assigned to each
microstructural constituent, i.e. tubes and fractures:

Srw = Srres +(Smax−Srres)

(
1+
(

pc

Pr

)N
) 1

N −1

(IV–106)

where Pr is a parameter identified as the gas entry pressure, Smax and Srres are the maximum and residual
degrees of water saturation, N is a model parameter controlling the curve shape, and pc = s is the
capillary pressure or suction.

Hence, the global retention response of the material is not computed at the macroscopic scale but
results from the integration of the whole individual retention curves of the microstructure elements,
which allows to reasonably capture the experimental data [Gonzalez-Blanco, 2017] as the number of
tubes is increased.

Intrinsic permeability of the microstructural constituents

In addition, knowing that the permeability in Boom Clay is anisotropic with a ratio of more or less
two between the horizontal and vertical directions, the initial aperture of the bedding planes is chosen so
that it contributes to half of the permeability in this principal direction:

kx,0 =
π

8

(
Db,0

2

)4( 1
w2

)
︸ ︷︷ ︸

∑ktube,0

+
h2

b,0

12
hb,0 ·w

w2︸ ︷︷ ︸
k f rac,0

−→ hb,0 =
3
√

12 w k f rac,0 (IV–107)

where kx,0 is the intrinsic permeability in the horizontal direction, k f rac,0 and ktube,0 are the initial per-
meability of the bedding plane and each tube. In practise, bedding and bridging plane apertures of
hb0,‖ = 0.060 µm and hb0,⊥ = 0.035 µm are respectively found for an intact sample of Boom Clay. This
corroborates experimental results [Lima, 2011, Gonzalez-Blanco et al., 2016] that assimilate the domi-
nant entrance pore size of the statistical distribution of apertures as representative of the initial bedding
or bridging apertures, with values of the order of 0.1 µm.
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The other fraction of the permeability is obviously provided by the macro-pores which are responsi-
ble for the majority of the permeability in the vertical direction, such that:

ky,0 =
π

8

(
Db,0

2

)4( 1
w2

)
︸ ︷︷ ︸

∑ktube,0

(IV–108)

where ky,0 is the intrinsic permeability in the vertical direction.

Relative permeability of the microstructural constituents

On top of that, relative permeability coefficients for the liquid and gas phases are expressed as func-
tions of the effective degree of saturation S∗r , according to the power law Equations (IV–53)-(IV–54) for
the fracture, and (IV–56)-(IV–57) for the tube respectively. These expressions provide a rather good
fitting of the experimental data for bulk Boom Clay reported by [Volckaert et al., 1995] despite the
dispersion, as highlighted in Figure IV–13a.

Normal stiffness of the families of fractures

Given the hydro-mechanical coupling in Equation (IV–66) which relates the stress state to the fracture
aperture and thus implicitly to its permeability, it is possible to estimate the initial stiffness of the bedding
plane K0

n . Practically, this value is obtained by fitting the experimental compilation of the permeability
evolution as a function of the isotropic effective stress given in Figure IV–13b [Coll, 2005, Bésuelle et al.,
2014], considering that the rest of the permeability (shaded area) arises from the porosity related to the
bundle of tubes.

(a) (b)

Figure IV–13 – (a) Experimental data for the water and gas relative permeability curves [Volckaert et al.,
1995], with fitted numerical formulation for fractures and tubes. (b) Experimental data for he water
permeability of Boom Clay as a function of isotropic effective stress [Coll, 2005, Bésuelle et al., 2014],
with fitted numerical results.

Zone of fracture development

Regarding the zone of fracture development, it is assumed to be characterised by weaker properties
corresponding to the ones experimentally obtained at the end of the air injection tests. More specifically,
it is supposed that the measured fissure opening are in between the initial and the maximum aperture of
the generated pathways during gas migrations [Gonzalez-Blanco, 2017], as it is expected that the fissures
close up during the air pressure dissipation when the sample undergoes compression. Therefore, in the
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ZFD, the bedding and bridging plane take initial values of aperture of respectively b0,‖ = 0.200 µm and
b0,⊥ = 0.095 µm. Moreover, it is also assumed that the initial stiffness of any fissure belonging to one of
these two families of fractures in this zone is reduced due to the damage compared to the intact stiffness
deduced from Figure IV–13b. It means that for a given evolution of the stress state, the bedding and
bridging planes are prone to open/close in a more important way in this zone of the sample, compared to
the intact portions of the material, as depicted in Figures IV–14a and IV–14b. Preliminary analysis has
suggested that assigning those affected parameters to fractures in the ZFD from the start of the simulation
was necessary to replicate the experimental response through the initiation of preferential pathways.

(a) (b)

Figure IV–14 – Evolution of the fracture permeability with the fracture aperture for a given stress state
evolution: (a) bedding planes and (b) bridging planes.

All the hydraulic parameters of the Boom Clay are summarised in Table IV–3, which also gathers the
parameters related to the zone of fracture development in the last part.

Table IV–3 – Set of hydraulic parameters of the Boom Clay, from [Gonzalez-Blanco et al., 2016].

Parameter Symbol Value Unit
Bedding (‖) Bridging (⊥)

Initial porosity n 0.38 0.36 [−]
Initial parallel intrinsic permeability kw,0 4.2×10−19 2.1×10−19 [m2]
Water density ρw 1000 [kg/m3]
Gas density (Air) ρg 1.205 [kg/m3]
Water dynamic viscosity µw 0.001 [Pa.s]
Gas dynamic viscosity (He) µg 1.86×10−5 [Pa.s]
Water compressibility χ−1

w 5×10−10 [Pa−1]
Henry coefficient (He) Hi 0.0234 [−]
Gas entry pressure (1st coeff. of Srw ) Pr 10.0 [MPa]
Parameter (2nd coeff. of Srw ) N 2.5 [−]
Max. degree of water saturation Sr,max 1 [−]
Residual degree of water saturation Srw,res 0.2 [−]
Bedding plane separation w 4×10−4 [m]
Initial aperture hb0 0.060 0.035 [µm]
Initial fracture stiffness K0

n 4×1013 1×1×1014 [Pa/m]
Zone of fracture development (ZFD)
Initial aperture hZFD

b0 0.20 0.095 [µm]
Initial fracture stiffness K0,ZFD

n 2.15×1012 1×2.55×1012 [Pa/m]
Gas entry pressure (1st coeff. of Srw ) PZFD

r 1.0 [MPa]
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13.1.3.3 Injection and recovery systems

These two reservoirs are idealised as very stiff elements having a linear elastic mechanical law with
a very high Young modulus. The total volume of each system corresponds to the dead volumes obtained
from calibration tests of the equipment [Gonzalez-Blanco et al., 2016]. Hydraulically, they are charac-
terised by a porosity of 0.5 since the code does not model non-porous materials, with a high conductivity
and a flat retention curve including a very low air entry value. All the hydro-mechanical parameters of
the injection and recovery systems, retrieved from [Gonzalez-Blanco et al., 2016], are gathered in Table
IV–4.

Table IV–4 – Set of hydromechanical parameters of the injection and recovery systems, from [Gonzalez-
Blanco et al., 2016].

Parameter Symbol Value Unit
Young’s modulus E 1×105 [MPa]
Poisson coefficient ν 0.3 [−]
Porosity n 0.5 [−]
Intrinsic permeability k 10−10 [m2]

Entry pressure parameter Pr 0.001 [MPa]

13.1.4 Preliminary model verification

Before applying the multi-scale model to the analysis of the laboratory experiments, a preliminary
verification of the implementation of the different processes as well as the constituents of the microstruc-
ture is performed.

(a) (b)

Figure IV–15 – (a) Sketch of the mesh used for the model verification, representing a horizontal column
of Boom Clay, with (b) the REV idealisation.

To that end, injection simulations are carried out on a poro-elastic column of Boom Clay of L = 1
m × H = 0.2 m, with a variation of fluid pressure applied at the left boundary of the mesh, while
fluid pressures remain fixed at the right boundary as depicted in Figure IV–15. This column is initially
saturated with liquid water at a constant pressure of pw,0 = 0.6 MPa, assuming a constant temperature of
T = 293 ◦K throughout the simulation, and neglecting the gravity forces. The Boom Clay microstructure
and parameters used for the model verification are identical to those characterising the modelling of the
gas injection tests, introduced earlier in this Section 13.1.3. Treating more particularly the mechanisms
inherent to gas migration, a gas pressure increase from pg = 0.1 MPa to pg = 1.0 MPa is imposed over
a period of 10 days, and then it is supposed to remain constant for the rest of the simulation.

Total number of tubes

At the microscopic scale, the porous matrix of the rock mass is substituted by an assembly of tubes.
Each of these straight capillaries is assigned a tortuosity-like calibration parameter to increase the total
pore volume so that the macroscopic porosity is respected. Of course, the total number of tubes included
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in the REV is not a priori fixed, as it is likely to vary as a function of the size of the problem. The larger
the mesh to be modelled, the smaller the number of tubes taken into account in the REV, in order to keep
calculation times acceptable. And in this case, the volume of each remaining tube will be even increased,
by adjusting the value of the associated calibration parameter.

In these conditions, it is important to ensure that the responses obtained for a variable quantity of
tubes remain consistent. To that end, the gas injection simulation into the column is simulated supposing
a REV made of 10, 100, and 1000 tubes respectively. Results in terms of evolution profiles of gas
pressures and gas fluxes are given in Figure IV–16a and IV–16b respectively. It appears that by increasing
the number of tubes, the gas tends to propagate slightly faster through the column. But overall, the results
obtained for the different configurations are very similar, which attests to the correct representation of
the pore space by the bundle of tubes.

(a) (b) (c)

Figure IV–16 – Comparisons of the profiles of (a) gas pressures and (b) gas flux, for a REV including 10
tubes (solid line), 100 tubes (dotted-dashed line), and 1000 tubes (dotted line).

It is also possible to calculate an equivalent calibration coefficient for the assembly of tubes by
summing the tortuosity parameter of each individual capillary, normalised by its contribution to the total
pore volume. The results presented in Figure IV–16c show the evolution of this equivalent calibration
parameter as a function of the number of tubes, which should theoretically tend towards the natural value
of tortuosity in Boom Clay, for an infinite number of tubes.

Coupled processes

The verification of the multi-scale model capabilities with regard to the coupled processes modelling
is performed by comparing the responses in terms of fluid pressures and fluxes against a well established
and documented macro-scale THM coupled model. This latter constitutes the backbone of the LAGAMINE
code with respect to coupled processes encountered in the field of geo-mechanics, and has itself been
verified through a large set of benchmark exercises [Alonso and Alcoverro, 1999a, Alonso and Alcoverro,
1999b, Collin, 2003]. This multi-scale model verification is performed through a careful step-by-step
procedure, where each dual coupled process is checked by progressively adding complexity and releasing
the desired degrees of freedom.

At first, results in terms of water pressures, water flux and water storage are depicted in Figures IV–
17a, IV–17b and IV–17c respectively. As the gas penetrates the medium and replaces water over the first
meters of the column, it appears that the magnitude of the water flux just like the water storage decreases.
All in all, a rather good agreement between the results of the two models are observed for these curves
related to water quantities.

Similarly, Figures IV–18a, IV–18b and IV–18c provides some results in terms of gas pressure, gas
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(a) (b) (c)

Figure IV–17 – Comparisons between the multi-scale model (solid line) with respect to a macro-scale
model (dashed line): (a) water pressure, (b) water flux, and (c) water storage.

(a) (b) (c)

Figure IV–18 – Comparisons between the multi-scale model (solid line) with respect to a macro-scale
model (dashed line): (a) gas pressure, (b) gas flux, and (c) gas storage.

(a) (b) (c)

Figure IV–19 – Comparisons between the multi-scale model (solid line) with respect to a macro-scale
model (dashed line): total flux of (a) gaseous gas, and (b) dissolved gas. (c) Saturation.
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flux and gas storage respectively. The progressive propagation of gas inside the domain reveals through
the increase in gas pressures, which results in the augmentation of the gas flux and gas storage. Again,
the overlapping of the curves generated by the two models is really fine, and only a few oscillations are
noted for the latter two quantities with the multi-scale model, when the gas pressure gets close to its
initial value over the domain.

To complete this verification of the multi-scale model, two components of the gas flux are plotted
in Figures IV–19a and IV–19b, namely the flux of gaseous gas and of dissolved gas respectively. These
results attest to the capability of the multi-scale model to reproduce the mechanisms of gas flows both
dissolved in solution and transferred in the gaseous state associated with the emergence of a distinct gas
phase. Finally, a slight desaturation is observed in Figure IV–19c as gas invades the rock. Here again,
the desaturation process occurs over a similar distance and amplitude with both models.

13.1.5 Results and discussion

Numerical simulations are performed by implementing the predefined geometry of the Boom Clay
sample surrounded by the injection and outflow systems, with the corresponding boundary conditions
applied on these two sides. The numerical results are computed for a specimen oriented parallel and
perpendicular to the air flow, at a slow injection rate of 2 mL/min.

It is first proposed to observe how the system behaves mechanically under the effect of gas injec-
tion and propagation through the Boom Clay material. To that end, the evolution of the average axial
strain along the sample height as a function of time is represented in Figures IV–20a and IV–20b for
bedding planes oriented parallel and perpendicular to the air flow respectively. Whatever the orientation,
it appears that the sample undergoes expansion under the increasing pressure of injected gas, before be-
ing subjected to contraction during the air dissipation phases. All in all, the sample volume change is
reasonably well reproduced during gas injection, in the sense that the computed results show the same
expansion as the experimental measurements in both cases of Figure IV–20. Over the phase of air dis-
sipation however, the empirical data seem to be underestimated for injection parallel to bedding and
overestimated in the other case.

(a) (b)

Figure IV–20 – Computed versus measured [Gonzalez-Blanco et al., 2016] average axial strain for slow
injection (a) parallel and (b) normal to bedding.

Then, the evolution of the outflow volume over time, computed as the sum of water and air volumes
in the downstream reservoir is represented in Figure IV–21a and IV–21b for bedding planes oriented
parallel and perpendicular to the air flow respectively. These result show that the time in which the
outflow takes place is relatively well captured by the model compared with the measurements, but it
tends to increase faster than the estimations, once the gas breakthrough occurs in both directions.

At this point, it is good to analyse the fractures behaviour under gas pressure variations throughout
the simulation. The time evolution of the normalised apertures of the bedding and bridging planes are
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(a) (b)

Figure IV–21 – Computed versus measured [Gonzalez-Blanco et al., 2016] outflow volumes for slow
injection (a) parallel and (b) normal to bedding.

depicted in Figures IV–22a and IV–22b respectively. An important fracture opening is first noted during
the injection phase, which tends to partially close once the maximum pressure has been reached and the
gas starts to dissipate through the sample. However, the order of magnitude of variation is much more
pronounced in the ZFD compared to the undisturbed clay matrix, given the properties assigned to the
fissures of these two zones from experimental observations in Section 13.1.3. Moreover, microstructural
observations from the laboratory tests [Gonzalez-Blanco, 2017] have attested that the different families
of fractures remain open after the passage of the gas, as it has been exposed in Figure IV–5. Therefore,
it appears reasonable to assume that both bedding and the bridging planes, which attract most of the
gas during injection in the ZFD, could maintain a partially open aperture during the dissipation phase.
Accounting for such a rough hypothesis of constant fracture aperture to refine the numerical modelling
leads to the dotted grey lines in Figure IV–22.

(a) (b)

Figure IV–22 – Computed versus measured [Gonzalez-Blanco et al., 2016] outflow volumes for slow
injection (a) parallel and (b) normal to bedding.

Finally, Figures IV–23a and IV–23b display the results of the numerically computed injection and
outflow pressure response as a function of time for bedding planes oriented parallel and perpendicular
to the air flow respectively. These results are expressed as relative pressure, namely it is zero-referenced
against atmospheric pressure. It appears that the air pressure decay at the bottom of the sample during
the dissipation stages (triangle marker) is rather well fitted. Accounting for a constant fracture opening
in the ZFD after the peak of gas pressure allows to slightly improve the pressure drop, as illustrated by
the dashed lines in Figure IV–22. Good agreement is also found on the fluid pressures at the top of the
system for both orientations of the sample (circle marker), which is computed as the maximum between
air and water pressures.
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(a) (b)

Figure IV–23 – Computed versus measured [Gonzalez-Blanco et al., 2016] injection and recovery pres-
sures for slow injection (a) parallel and (b) normal to bedding.

In order to better apprehend the influence of the zone of fractures development in the overall sample
response to gas migration, the gas pressure variations at different time steps are displayed in the form
of contour plots in Figure IV–24, for gas injection parallel (top) and perpendicular to the bedding planes
(bottom).

Figure IV–24 – Maps of gas pressures throughout the simulation for slow injection parallel (top) and
normal (bottom) to the bedding.

In both cases, it appears that the prevailing fractures in the ZFD tend to significantly open up when
the air has sufficiently raised in pressure during the air injection phase. Once this pressure threshold
has been exceeded, it follows that the fractured zone progressively desaturates, which creates a preferred
outlet to allow the air to flow. On the contrary, the matrix of Boom Clay remains in a state close to the full
saturation. Thus, the primary means of gas entry into the sample corresponds to the rapid transport mode
by preferential gas-filled pathways development in the ZFD on the one hand, and to the slow transport
mode by gradual diffusion of dissolved air within the undisturbed clay matrix on the other hand.

Due to the fast propagation of gas by pathway initiation, a clear breakthrough event occurs by the end
of the injection phase if the sample is oriented parallel to air injection flow, and a couple of minutes later
once the air dissipation has already started, if the sample is tested in the other direction. This time delay
is directly related to the different fracture behaviours that are attributed to the bedding and the bridging
planes, on the basis of the experimental observations as presented in Figure IV–14.

As a result of this gas outflow at the top of the sample, the gas pressure gradually decreases during the
dissipation phase. This leads to the progressive closure of the different fractures, as the global effective
stress gets back to its initial value, following the hydro-mechanical coupling given in Equations (IV–66).
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In consequence, the diffusion of dissolved gas takes over to transport the air through the sample until the
end of the simulation.

The analysis of the gas transport mode involved can be further detailed on the basis of Figure IV–
25, which shows the contribution of the diffusive and advective flows in the matrix and in the ZFD for
gas injection parallel (left) and perpendicular (right) to the bedding planes. It appears that the diffusion
of dissolved air within the liquid phase prevails in the intact matrix of Boom Clay, even if advective
flows progressively develop as the gas front enters the sample. In the ZFD on the contrary, a dominant
advective flow is observed and amplifies as the preferential path initiates along the height of the sample.

(a) (b)

Figure IV–25 – Profiles of the gaseous gas and dissolved gas total fluxes along the sample height in the
intact matrix (left) and in the ZFD (right) for slow injection (a) parallel and (b) normal to bedding.

13.2 Numerical modelling of gas-filled pathways

The HM multi-scale model implemented for the analysis of the oedometer tests in the previous sec-
tion provides a suitable reproduction of the key features of the Boom Clay response under gas pressuri-
sation and migration, including the evolution of the gas pressure fields and the coupling with the material
deformation. These encouraging numerical predictions of the main outcomes of the air injection tests
attest in some ways of a good implementation of the constituents of the microstructure, i.e. the two
families of fractures and the bundle of tubes.

And yet, with a straight zone of fracture development representing the easiest path for gas to flow, the
heterogeneous aspect of natural materials is avoided in this preliminary application of the model. Also,
the possibility to extrapolate the phenomena associated with gas-induced damage evolution in clayey
materials at a scale closer to the repository size still needs to be demonstrated.

The ensuing objective is therefore twofold:

• Propose a more general and random configuration for modelling the development of the gas-
induced pathways.

• Up-scale the laboratory scale to a behaviour closer to the in situ scale, with an amplification of at
least one order of magnitude.

To perform such simulations, the same modelling design and parameters as the ones used for the
gas injection tests are adopted, except that the axisymmetric geometry is now converted to plane strain
conditions, as shown in Figures IV–26 and IV–28. Orientations of the bedding planes parallel and normal
to the gas seepage are both investigated, as illustrated in Figures IV–26b and IV–28b. In addition, a
similar three-step procedure is envisaged comprising first the replacement of water by air in the upstream
reservoir followed by the injection of air up to an inlet pressure of 4.1 MPa (44700 s) that is kept constant
until breakthrough, and completed by a final phase of air dissipation.
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13.2.1 More general pathway configuration

The axisymmetric configurations discussed in the previous Section 13.1 can be seen as an over-
simplification of the ZFD, which was assumed to be straight and located at the centre of the sample.
Nevertheless, the computed responses yielded results that were quite accurate in approximating the ex-
perimental behaviour. Therefore, it is not unreasonable to conclude that the ZFD remains continuous
over the height of the specimen.

In order to propose a more general configuration for the evolution of the gas-filled pathway, it was
decided to introduce some kind of heterogeneity in the numerical model by making some adjustments to
the zone of fracture development, while keeping it continuous. For the two orientations of the bedding
planes, the idea is to propose a representation of the ZDF closer to the gas flow sequences that have
been observed experimentally and conceptualised in Figure IV–26c, according to [Gonzalez-Blanco and
Romero, 2022]. Therefore, a more tortuous pattern of affected micro-elements is delineated in the central
part of the Boom Clay material. This specific ZFD remains continuous at the scale of the sample and
includes both damaged bedding planes illustrated by the elements coloured in red, and bridging planes
highlighted by the elements coloured in blue, which are more heterogeneously distributed. In the case
of flow parallel to the bedding planes (top), a rather simple and direct pathway geometry is assumed,
whereas in the other case (bottom), the activation of low-aperture fissures connecting the bedding planes
is necessary to allow the gas to jump from one bedding plane to the other, resulting in a more complex
pathway geometry.

(a) (b) (c)

Figure IV–26 – (a) Geometry and initial boundary conditions, with (b) the REV idealisation for the two
orientations of the sample, and (c) the two configurations of the ZFD regarding the schematic represen-
tation of expected gas flow, conceptualised by [Gonzalez-Blanco and Romero, 2022].

Figure IV–27 shows the contour plots of gas phase pressure at different characteristic times, for a
continuous pattern of damaged elements in the zone of fractures development, considering a sample
oriented parallel (top) and perpendicular (bottom) to the gas flow. It is thus possible to examine the
influence of the fractures connectivity and the twisted aspect of the ZFD on the gas migration behaviour.
As soon as the air rises in pressure, there is a quick and tangible opening of the bedding and bridging
planes in the disturbed elements initiating the creation of a clear preferential pathway as the primary gas
transport mechanism. Provided that the air pressure keeps increasing, there is a rapid activation of all
disturbed elements by domino effect, leading to the development of a fully-connected air-filled pathway
through the whole Boom Clay sample. During this phase, the advection of air via the predefined families
of damaged planes governs the gas flow. The propagation rate of the air through the material remains
in the same proportions as in the previous reference cases, so that the breakthrough event occurs shortly
after the air pressure has reached its maximum of 4.1 MPa, at around 47000 s for injection parallel to
the bedding and at 51600 s for injection perpendicular to the bedding. This delay is mainly due to the
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tortuosity of the implemented pathway pattern. The most winding the geometry, the longer the gas takes
to flow through the material. This is well corroborated by experimental observations that gas has to jump
from one bedding plane to another via the bridging planes when gas is injected normally to the bedding
planes. During the subsequent dissipation phase, the air transport by the mechanism of diffusion takes
hold as slow background process throughout the sample, and gradually supplants the prevailing advective
flows in the ZFD. Despite this, the preferential direction of air flow towards the downstream reservoir is
maintained, which tends to reduce gas pressure in the overall system until the end of the simulation.

Figure IV–27 – Maps of gas pressures throughout the simulation for slow injection (top) parallel and
(bottom) perpendicular to the bedding planes.

13.2.2 Up-scaled pathway configuration

Understanding the potential propagation of gas through pathway development on a larger scale is
still an open key issue that must be addressed to ensure a safe ultimate repository for nuclear waste.
However, extrapolating the interpretations of preferential pathway development to the field scale is not

(a) (b) (c)

Figure IV–28 – (a) Geometry and initial boundary conditions, with (b) the REV idealisation for the two
orientations of the sample, and (c) the two configurations of the ZFD regarding the schematic represen-
tation of expected gas flow, conceptualised by [Gonzalez-Blanco and Romero, 2022].
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an easy task because it is not yet possible to rely on experimental data, as it is the case at the laboratory
scale. While it seems reasonable to consider a continuous ZFD at the scale of the sample, this hypothesis
is more questionable when it comes to zooming out on the problem. For this reason, a four times larger
mesh has been implemented for injection parallel to bedding in Figure IV–28a, integrating different ZFDs
ranging from continuous patterns to increasingly disconnected and heterogeneous patterns, as shown in
Figure IV–28c. These ZFD configurations remain tortuous with both damaged bedding planes captured
by red elements and bridging planes captured by blue elements, while the intact portions of the rock
are represented in grey. For this analysis, a bedding orientation parallel to gas flow is more specifically
investigated.

Figure IV–29 – Maps of gas pressure showing the evolution of the gas propagation for (a) a continuous
configuration of the ZFD, and for (b)-(d) the different discontinuous configurations of the ZFD.
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The results for the different configurations of ZFD are proposed in Figure IV–29. It appears from
these maps of gas pressure evolution, that the connectivity of the weakest zones of the material is a key
driving factor for gas flows. As long as the continuity of these zones is ensured as depicted in Figure
IV–29a, the propagation of the gas through the material remains very fast by advection of gas through
the creation of a preferential pathway, giving rise to a breakthrough after 100.000 s. Nevertheless, while
this continuity between the weakest zones of the material could be assumed at the scale of the laboratory,
it seems however less probable at the in situ or the repository scale given the heterogeneity of the clay
rock. As soon as the ZFD is not continuous, one can observe in Figure IV–29b-d that the propagation
of gas is significantly slowed down. In this case, the migration of gas is mainly governed by the density
of the weak and heterogeneous parts in the material. In fact, the gas tends to flow rapidly through
the first ZFD by the advection process but then has to reach the next one to keep propagating very
fast. This gives the gas time to slowly diffuse and invade the rest of the material. The mechanism of
gas transfer by pathway development tends therefore to be supplanted by the slow background process
of gas diffusion. Thus, despite some local acceleration of the gas propagation in the heterogeneously
distributed ZFDs, it appears that the global gas migration through the material takes place in the form of
a rather homogeneous gaseous front, which is a much slower mode of gas propagation.
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The work presented in this part of the thesis is devoted to the numerical analysis of the gas transport
processes in the mechanically undisturbed parts of the host rock, and their interactions with the material
microstructure leading to the emergence of gas-specific pathways. To that end, a multi-scale modelling
approach has been adopted because of the role played by the rock structure at a micro-level in the ini-
tiation and propagation of such a macro-scale gas transport mechanism. Based on experimental data, a
suitable REV has been defined to idealise the material microstructure with different families of discon-
tinuities, and an assembly of tubes substituting the flow behaviour of the porous matrix blocks. This
complete hydraulic constitutive model is solved at the scale of the microstructural constituents, and is
directly affected by the mechanical effects addressed at the macroscopic scale, which makes the whole
model hydro-mechanically coupled in an implicit way. The transition between the two scales is achieved
by means of homogenisation and localisation techniques. With these developments, the proposed model
configures a robust tool to explore and assess the impact of the weakest zones, whether inherent to the
heterogeneous nature of the rock or induced by previously disturbed portions, on the propagation of lo-
calised gas flows in clay-rich materials.

After the description of the multi-scale equations implemented in the LAGAMINE code, this model has
been applied to a lab-scale case study, dealing with gas injection tests conducted parallel and normal to
the bedding orientation in the Boom Clay. A full characterisation of the microstructure components has
been performed to reproduce the macro-scale behaviour of this low-permeable host rock. Hydraulically,
a model of advection-diffusion of a multiphase flow along the fractures and tubes embedded in the REV
is used to simulate the flow response, with specific retention behaviour and relative permeability curves
assigned to each micro-element. To stimulate the development of preferential pathway, the sample is
modelled with two zones having different hydraulic properties, namely an intact matrix block and a zone
of fractures development characterised by the properties of the fissures experimentally detected after the
gas injection. For both orientations of the specimen, the comparison between the experimental results
and the model predictions provides encouraging agreement, especially in terms of gas pressure evolution,
volume change and outflow volume computation.

The application of the multi-scale HM model has also been extended to a more general and random
configuration, which has been up-scaled in order to evaluate the possibility to extrapolate the lab obser-
vations of gas-induced damage processes on a larger scale. These simulations highlight two essential
aspects in the development of preferential pathways. One the one hand, the more continuous the con-
nectivity between the disturbed planes, the faster the gas flow through this discrete zone. On the other
hand, the density of these well-connected weaker zones must be sufficiently important and distributed
over extended portions of the rock to ensure a rapid gas propagation at a larger scale. Otherwise, the fast
mechanism of gas transport by advective fluxes through the pathways development is supplanted by the
diffusion of dissolved gas in the liquid phase, which is a slower and less damaging mode of gas transfer.

In this way, the performed numerical analysis corroborates the current state of knowledge of gas im-
pact at repository scale. Contrary to what has been conceptualised in the EDZ, there is no clear evidence
of significant visco-capillary two-phase flow through the mechanically undisturbed host formation. As
long as gas release from the repository system and the adjacent EDZ remains low, the transport of gas
in solution is the governing mechanism that causes a slow gas penetration in the water-saturated clay
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(a) (b)

Figure IV–30 – Schematic representation of the expected gas flow regimes from a disposal gallery and
the adjacent EDZ to an undisturbed clayey host rock: (a) diffusion of dissolved gas, (b) creation of
gas-specific pathways. Inspired from [Levasseur et al., 2024].

barrier. For the low-permeable media under study, there are very little water flows and so the diffusion
of dissolved gas tends to supplant the advection in the liquid phase as dominant background process
(Figure IV–30a), although the gas transport capacity of this mechanism is limited. However, when a
saturated low-strength clay rock is exposed to pressurised gas, this latter cannot displace pore water by
visco-capillary two-phase flow like in the EDZ. As a result, there is no transport of gas phase until gas
pressure has sufficiently built up to get close or exceed the strength of the material. Once this pressure
threshold is reached, the weakest zones in the rock are step by step activated leading to micro-fracture
creation and the coalescence of larger pores as a consequence of local, gas-induced, stress redistribution.
Locally, the porosity and permeability are increased while the gas entry pressure is reduced, creating
conditions for gas flow to concentrate in some discrete gas-filled pathways, as shown in Figure IV–30b.
Although the activation threshold of this mechanism is associated with the spatial distribution of the
hydro-mechanical clay properties at a smaller scale, and its inherent variability, it is worth mentioning
that the process of gas-driven pathway opening processes could remain intermittent in some materials,
owing to the self-sealing capacity of these rocks over the long term.
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14. Summary

Today, nuclear power plays a leading role in the global electricity supply. Tomorrow, it could hold an
even more prominent position in supporting the decarbonisation of energy-based sectors, with a view of
mitigating climate change. However, this sector faces the immense challenge to permanently and safely
dispose of the high-level radioactive waste it generates, which could persist in the environment for up to
one hundred thousand years. Burying this waste in a deep geological repository is the preferred approach
at present as it incorporates a multi-layered confinement system, consisting of both engineered and natu-
ral barriers. Clay-based host materials are commonly envisaged in design due to their excellent insulation
properties. Among the various multi-physics perturbations that could affect the long-term behaviour of
the clay barrier, the release of large amounts of gas, induced by the corrosion of the metal components of
the system is a major issue. Implementing advanced numerical models is therefore required to enhance
comprehension of gas transport processes in clayey materials, and their interactions with mechanical
behaviour. The first part of the thesis provided a general introduction to this research topic.

At this stage, it was appropriate to firstly characterise the clay-based materials to be modelled, i.e.
Boom Clay and Callovo-Oxfordian claystone, to secondly determine the state of knowledge regarding
gas transport through clayey materials in the specific context of geological disposal, and to thirdly iden-
tify numerical tools capable of replicating such processes. Thence, the second part of the thesis provided
an extensive literature review on these aspects to lay the physical, phenomenological, and numerical
foundations of the research. In addition to the basic geotechnical properties of clay rocks, a particular
attention was paid to the features dictating the gas movement within these formations, and how these
are affected in disturbed zones. In fact, the low values of permeability and porosity measured at the
macro-scale are related to the specific clay microstructure reflected by the fine-grained distribution of
pore size. Due to this specific behaviour of low-permeable clay-based materials, four basic gas transport
modes can be gradually stimulated as a function of the gas pressures build-up. If the amount of gas re-
mains marginal, the gas is dissolved in solution and primarily transported via diffusion within the liquid
phase. Once the gas entry pressure is exceeded, gas transfer via visco-capillary two-phase flows takes
over. Above the breakthrough pressure, gas-specific pathways develop within the rock formation, which
could even lead to gas fracturing under certain conditions. From experimental findings in the clay rocks,
the key parameters governing each mechanism can be identified and quantified for integration into the
models. From a numerical point of view, the classical two-phase flow models are usually able to repro-
duce the gas transport modes before preferential pathway development using weak hydro-mechanical
couplings. However, modelling the entire range of gas flow processes in clay materials requires alter-
native numerical methods introducing stronger couplings between gas transfers and the rock behaviour.
This thesis aimed to elaborate some of these advanced numerical models capable of properly replicating
hydro-mechanical features of gas migrations observed experimentally, such as the impact of a damaged
host rock on gas flow, and the creation of gas-filled pathways in the intact rock layers.

The drilling process in clay rocks inevitably generates a zone of cracks and fractures in the close
vicinity of the storage cell. This excavation damaged zone is characterised by significant and irreversible
modifications of the hydraulic properties, which could interfere with the gas flows occurring in the long
term. The aim of the third part of the thesis was to enhance understanding of gas transport processes in
that particular zone and their implications on practical applications. To that end, a second gradient two-
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phase flow hydro-mechanical (H2M) model was developed. On the one hand, it integrates the second
gradient theory to properly reproduce the fractures in the material with strain localisation in shear band
mode. On the other hand, it incorporates the features of an extended two-phase flow approach to address
the mechanisms inherent to gas migrations. On top of that, specific coupled effects of the mechanical
deformations on fluids transport properties like the intrinsic permeability and the retention behaviour are
taken into account. The model showed capabilities of replicating a rapid gas propagation in the form of a
gaseous front across the EDZ, that tends to attenuate deeper in the intact rock mass (first three images in
Figure V–1b). These results are in line with the expected gas transport process in the vicinity of the stor-
age drifts, involving first slow diffusion of dissolved gas with a limited capacity of transfer, subsequently
supplanted by visco-capillary two-phase flows of water and gas located within the discontinuities of the
damaged zone, as illustrated in the first two images in Figure V–1c.

Beyond the EDZ, the mechanically undisturbed parts of the rock mass under pressurised gas can be
subjected to the emergence of gas-specific pathway from the weakest zones of the rock microstructure,
which can lead to undesirable changes in the favourable containment properties of the host rock. The
aim of the fourth part of the thesis was to contribute to the conceptualisation of gas transport processes
in that particular zone to assess their implications on the integrity of the geological barrier. Because
of the role played by the microstructure constituents such as heterogeneities, discontinuities or bedding
planes in the propagation of the macroscopic gas flow mechanisms, a multi-scale modelling approach
has been adopted. The definition of a relevant REV supported by experimental data makes it possible
to idealise the flow behaviour of the material microstructure with different families of discontinuities,
and an assembly of tubes substituting the porous matrix blocks. This complete hydraulic constitutive
model is solved at the scale of the microstructural constituents, and is directly affected by the mechanical
effects tackled at the macroscopic scale, which makes the whole model hydro-mechanically coupled
in an implicit way. The transition between the two scales is achieved by means of homogenisation
and localisation techniques. Specifically applied to simulate gas injection tests on clay-rich samples,
this model showed capabilities of replicating the main markers associated to the development of gas-
filled pathways (last three images in Figure V–1b). These results are in line with the expected gas
transport processes through the intact host formation, involving first a slow penetration of gas in the water
saturated clay-barrier by diffusion, supplemented by the initiation of discrete gas-induced pathways once
gas pressure has sufficiently built up to get close or exceed the strength of the material, as illustrated in
the last two images of Figure V–1c.
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Figure V–1 – Illustrative summary of the thesis, showing how the basic modes of gas transport in low-permeable clayey rocks (top, (a)) are integrated into the
second gradient H2M model and the multi-scale HM model (middle, (b)), in order to propose a schematic representation of the expected gas flow regimes from a
disposal gallery to a clay host formation with an EDZ (bottom, (c)). Inspired from [Levasseur et al., 2024].
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15. Original contributions

Whatever the topic, a thesis always takes its firm roots from previous researches, to initiate new
contributions. Accordingly, the objective of this Ph.D thesis was to extend a pre-existing constitutive
framework implemented in the LAGAMINE code by developing new constitutive models in order to ad-
dress hydro-mechanical modelling of gas transport processes in clay host rocks. In particular, the present
work has drawn strength from the unsaturated and coupled models from [Collin, 2003, Gerard, 2011]
as basis for the general hydro-mechanical aspects behind fluids transfers in geomaterials, from the cou-
pled local second gradient model from [Pardoen, 2015] to investigate gas flows in the excavation dam-
aged zone, and from the hydro-mechanical double-scale models from [Marinelli, 2014, van den Eijnden,
2015, Bertrand, 2020] to study gas flows in the sound rock layers.

For the different parts of the research, the main original contributions include:

• Basics of multiphase flows in clay materials

— An overview of the current state of knowledge regarding the basic geotechnical properties
and their typical ranges of values for the Boom Clay and the COx claystone.

— An overview of the current state of knowledge regarding the experimental characterisation
of gas transport processes in low-permeable clay materials, including the key governing pa-
rameters and their typical ranges of values for the Boom Clay and the COx claystone.

— An overview of the current modelling capabilities concerning gas transport processes in low-
permeable clay materials, with an emphasis on the advanced hydro-mechanical models.

• Modelling gas migrations in the EDZ

— The implementation of a new degree of freedom for gas in the second gradient framework.

— The integration of a biphasic fluid transfer model into the second gradient framework.

— The introduction of an advanced HM coupling between the gas entry pressure and the defor-
mations into the second gradient framework.

— The numerical modelling of an in situ experiment in the Boom Clay, namely the MEGAS
gas injection tests, which provides a refined characterisation of rock fracturing around the
boreholes and a representative propagation of gas in the EDZ.

— The numerical modelling of a large-scale storage drift in the COx claystone, which demon-
strates the non-negligible impact of the HM couplings inherent to the EDZ on gas flows, and
contributes to refine predictions of the long-term behaviour of storage cells.

• Modelling gas migrations in sound rocks

— The integration of tube elements in the multi-scale framework, with ad hoc parameters of
tortuosity, retention and transmissivity, in order to substitute the flow behaviour of the clay
solid matrix.

— The Implementation of the mechanism of diffusion of dissolved gas within the liquid phase
in addition to advective fluxes for the fracture and tube elements of the microstructure.

— The introduction of advanced HM couplings between the transmissivity and entry pressure
of the REV constituents and their opening, through the variation of the fluids pressure.
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— The numerical modelling of lab-scale gas injection tests in the Boom Clay, which provides a
fine reproduction of the gas transport mechanisms involved.

— The numerical modelling of up-scaled configurations, which contributes to refine predictions
of the impacts of gas migrations at a larger scale.

All these original contributions in terms of numerical modelling of gas transport processes in clay
materials open new perspectives for achieving the Work Package objectives outlined in Chapter 2.

• Conceptualise the transport mechanisms both at micro- and macro-scale (sub-task 2.2).

Under large quantities of gas produced within the repository, it is anticipated that dissolution and
diffusion of gas would most probably not be sufficient to prevent the creation of a distinct gas phase in
the EBS and the EDZ, and to avoid the formation of gas-specific pathways in the intact host formation. As
highlighted in Figure V–1, the developed numerical models are capable of reproducing these transitions
from one mode of gas transport to another as a function of the gas pressure increase. In the EDZ, the
activation of visco-capillary two-phase flows in the wake of diffusion of dissolved gas is well handled by
the second gradient H2M model, which can thus replicate the rapid invasion of the disturbed zone by a
gaseous front. In the intact rock, the multi-scale model incorporates a description of the microstructure,
which makes it possible to capture the sudden development of gas-specific pathways from the micro-
scale heterogeneity of the material.

• Improve understanding of the observed gas transport modes and their main control (sub-task 2.2)
- Gain a mechanistic understanding of the hydro-mechanical phenomena associated with gas-
induced failure, within the EDZ and the host rock (sub-task 3.1).

The work carried out in this thesis provides some elements of interpretation regarding which transport
mechanism prevails under specific HM conditions, from a numerical perspective. Besides the mechanical
aspects behind the development of the EDZ, the second gradient H2M model is also able to capture the
experimentally measured changes in the transport properties (permeability and gas entry pressure), by
means of effective HM couplings. The higher permeability and lower gas entry pressure induced by the
rock deformations allow to sufficiently amplify the desaturation of the disturbed zone. Such HM inter-
actions facilitate the movement of gas to the point of readily activating visco-capillary two-phase flows
in the EDZ, without the need for a substantial pressure build-up. As for gas flows in the mechanically
undisturbed rock, the HM multi-scale model is able to replicate the development of preferential pathways
from weaker parts in the material microstructure. The activation of this mechanism requires sufficient
gas pressure build-up in an initially water-saturated clay layer which cannot displace enough pore water
by visco-capillary two-phase flow, and leans on the HM couplings arising from the small scale. To simu-
late the formation of pathways in the model, the rapid gas pressure build-up induces stress redistribution,
which leads to significant micro-fractures opening in zones where the material strength is lower. As a
result, there is a local rise in permeability and drop in the entry pressure causing a discrete breach in the
uniform gaseous front. However, it seems likely that this mechanism would remain transient in nature on
a larger scale without long-lasting effects on the global gas propagation, given that it requires a high gas
production rate concurrent to a certain continuity in the micro-scale disturbed portions of the material.

• Evaluate achievements by the application of the newly developed modelling tools on in situ exper-
iments (sub-task 3.3).

The application of the second gradient H2M model on MEGAS in situ gas injection tests has evidence
the importance of strong HM interactions between the transfer properties and the damage to suitably
reproduce gas transport processes in the EDZ. In the intact rock layers, the application of the multi-scale
model has demonstrated encouraging modelling capabilities to reproduce gas injection tests at the scale
of the laboratory. Yet, the extrapolations at a larger in situ scale still need to be substantiated by empirical
evidences.
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Whatever the topic, a thesis always sows the seeds of following ones. Indeed, this doctoral thesis
introduced new constitutive models in the LAGAMINE code to pave the way for the hydro-mechanical
modelling of gas transport processes in clay host rocks. Yet, various assumptions were formulated, and
limitations were encountered, forming the main axes of improvements and perspectives of this work.

• Modelling gas transport in the EDZ

The proposed approach is based on a continuous description of the fractures in the material, instigated
from strain localisation in shear band mode. Overall, such a description correctly reproduces the shape
of the EDZ, but even if shearing is the predominant fracture mechanism in clay materials, the fracturing
pattern could still be improved by considering other types of fractures that have been experimentally
detected in the EDZ. For instance, the representation of the EDZ could be refined with a large number
of thinner bands and tensile fractures, which would require other rupture mechanisms in the modelling
strategy. Adapting the structure of the EDZ towards a more representative configuration would also af-
fect the hydraulic aspects governing the gas transport mechanisms in that zone. For the strain localisation
approach, one way to proceed could be to link the rock transfer properties with the tensile strain in the
normal direction to the shear bands.

In order to enhance the modelling of the EDZ, it would also be worth investigating the onset of
strain localisation as it depends on various numerical aspects, among which the rock properties and its
anisotropy, the material imperfections, the geometry of the tunnel, the imposed drainage and excavation
rates as well as the elastic modulus of the second gradient model with respect to the size of the finite
elements. An in-depth sensitivity analysis would provide a better understanding of how these different
parameters influence the development and extent of localisation bands.

Finally, the second gradient H2M model that has been elaborated to study the impact of the damaged
on gas transport processes could be extended to other coupled processes prone to occur in the context of
a deep geological repository. In particular, it could involve the short-term thermal effects [Song et al.,
2023] in order to study how the generated heat could induce water overpressures and affect the favourable
properties of the clay host rock, especially its transport characteristics. Since clayey materials exhibit a
strong capacity for self-sealing of discontinuities after sustaining mechanical perturbations, the transfer
properties of the undisturbed rock could be restored over time in the EDZ. Accounting for such a mecha-
nism in the modelling could have an influence on the very long-term behaviour of the geological barrier
subjected to an uninterrupted gas production.

• Modelling gas transport in sound rocks

The proposed multi-scale HM model has shown capabilities to reproduce the first mode of gas trans-
port by diffusion of dissolved gas within the liquid phase, and the two primary modes for gas transport
as a separate phase, namely two-phase flow, in which gas displaces pore water through the pre-existing
porosity, and the propagation of gas-specific pathways, in which the gas production rate is balanced
steadily by the newly created pore volume at the pathway tips. However, this model is not able to re-
produce the last mode of gas transport by sudden fracture propagation, i.e. gas fracturing, which relates

249



Part V : Conclusions 16. Limitations and perspectives

to fracture mechanics [Liaudat et al., 2023]. While the formation of gas-specific pathways is associated
to local damage of the material of a clay barrier, which does not imply the structural failure of the com-
ponent, gas fracturing is associated to the sudden and energetic relief of accumulated pressure, which
could induce cascading effects through the multi-barrier system. Furthermore, the self-sealing capacity
of the rock after gas transport is another mechanism that could be integrated into the conceptual model
[Bernier et al., 2007b] to capture the closure and sealing of the pathways once the gas pressure is released.

Another challenge lies in up-scaling the promising laboratory-scale results to the in situ-scale be-
haviour. Since the mineralogical variability, the microstructural heterogeneity of the clay properties
(stiffness and strength), and the connectivity of the macro-pores and micro-fractures are all driven factors
for gas-specific pathway initiation that cannot be easily anticipated at a large scale, further experimental
work is still required. In that sense, building a clear mechanistic understanding of the gas flow processes
using simple and robust descriptions requires continuous interactions between modellers and experimen-
talists. On the one hand, the progress of the numerical models remains tributary of a correct experimental
characterisation and understanding of the processes. On the other hand, process-level models allow to
test some of the hypotheses, contributing to gain additional comprehension of the phenomena.

Investigating the gas-induced pathways that could develop along interfaces between clay barriers and
other components at an in situ scale is another axis of possible developments.

• Integration of the models

By introducing advanced HM couplings pertaining to the gas-induced physical phenomena, the two
numerical models proposed in this thesis contribute to advancements in the modelling of gas transfer in
saturated clayey materials. To go further and gain a unified and comprehensive vision of gas transport
processes in the clay host rock surrounding a storage cell, integrating both models in one single simu-
lation of gas release from the system would be beneficial. Nonetheless, such a modelling task would
be restricted to a process-level investigation in the close vicinity of the storage drift because of the high
computational costs of both approaches. Building an efficient and exhaustive model that describes the
complex physical processes involved in the gas transport modes at the scale of the repository is of course
still missing at present.

The transition between the laboratory scale, where process-level models prove their efficiency and
the in situ scale, which is the perspective of end-users is still an open key question. Small-scale models,
such as those elaborated in this study, aim to assess the threshold pressure for the activation of different
gas transport mechanisms and the capacity for gas evacuation form the different components of the sys-
tem through each of these modes. The knowledge acquired at that level intends to provide relationships
between gas pressure evolution and fluxes that must in turn be integrated into repository-scale models.
At that larger scale, classical two-phase flow models appear to reproduce reasonably well the observed
rock mass response in terms of gas pressure and gas fluxes. Therefore, the models built at the scale of
the system components must be designed in order to support large-scale simplified methods, by validat-
ing some simplification hypotheses, by assessing the impact of each of the couplings, and by providing
some applicable sets of values for the governing parameters. For instance, the main outcomes of the two
developed models can be taken into account in the modelling of in situ gas injection experiments such
as PGZ3 in the COx claystone [de La Vaissière, 2021]. In that case, affected transfer properties will
be incorporated in different portions of the mesh around the borehole from preliminary simulations of
second gradient type, and the necessity to integrate specific zones of heterogeneity for the initiation of
preferential pathways will be assessed from the former application of the multi-scale model.

Since the problems related to gas migrations in rocks are characterised by a multi-directional propa-
gation, extending the modelling developments to the 3D framework is another perspective of the present
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work.

Numerical models play an important role in the assessment of long-term repository safety, as they
allow e.g. for parameter identification based on experiments, for fundamental process understanding
and for prediction of repository evolution in the future. Although the advanced HM models proposed in
this work have shown the ability to qualitatively reproduce the experimental response, they however still
fail being predictive, as some model parameters are tuned in order to mimic the data, which is another
shortcoming to tackle.

The numerical modelling of physical processes in the earth science field also involves inherent uncer-
tainties, arising from the variable nature of geological properties and the simplification of the conceptual
models. Rather than using strictly deterministic models where the output relies on a single set of param-
eters values and initial conditions, introducing ranges of values in the form of probability distributions
for each parameter of the material and applying a stochastic approach would be appropriate.

Finally, the developed numerical approach could be extended to other materials and other applica-
tions. With respect to the topic of nuclear waste repository, different types of geological formations
including salt or granite rock formations are under study in Europe, which would require an adaptation
of the different couplings to the considered materials. Moreover, the knowledge gained on gas invasion
processes in clay rocks could be easily transposed to other geoscientific disciplines like oil and gas in-
dustry, geothermal exploration and CO2 sequestration.

In conclusion, the newly developed and implemented modelling tools within the LAGAMINE code are
capable of accurately capturing the primary gas-induced HM processes in clay rocks. Although there is
a room for further improvement, these models are certain to demonstrate their utility in and beyond the
scope of a deep geological repository for nuclear waste.

251





“There is a rapidly closing window of opportunity
to secure a liveable and sustainable future for all

(very high confidence).
The choices and actions implemented in this decade

will have impacts now and for thousands of years
(high confidence).”

— IPCC (2023)
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A List of Symbols

Acronyms
µ-CT Micro-Computed Tomography

2D Two-dimensional

3D Three-dimensional

CO2 Carbon dioxide

ANDRA Agence Nationale pour la gestion des Déchets RAdioactifs (French national radioactive
waste management agency)

BJH Barrett, Joyner and Halenda method

COVRA Centrale Organisatie Voor Radioactief Afval (Dutch central organisation for radioactive
waste)

CZM Cohesive Zone Model

DEM Discrete Element Method

DIC Digital Image Correlation

EBS Engineered Barrier System

EU European Union

EURAD European Joint Programme on Radioactive Waste Management

EW Exempt Waste

FE2 Finite Element Square Method

FEM Finite Element Method

FESEM Field-Emission Scanning Electron Microscopy images

FRS False Relief Stereophotogrammetry

GDF Geological Disposal Facility

HADES High-Activity Disposal Experimental Site

HLW High Level Waste

IAEA International Atomic Energy Agency

ICRP International Commission on Radiological Protection

IEA International Energy Agency

ILW Intermediate Level Waste
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ILW-LL Intermediate Level Waste Long Lived (MA-VL in French)

INES International Nuclear and radiological Event Scale

IPCC Intergovernmental Panel on Climate Change

KASAM Predecessor of the present-day Swedish National Council for Nuclear Waste

LILW-SL Low and Intermediate Level Waste Short Lived (FMA-VC in French)

LLW Low Level Waste

LLW-LL Low Level Waste Long Lived (FA-VL in French)

MEGAS Modelling and Experiments on GAS migration in repository host rocks

MIP Mercury Intrusion Porosimetry

NBS Natural (or geological) Barrier System

NEA Nuclear Energy Agency

NMR Nuclear Magnetic Resonance

ONDRAF/NIRAS Organisme National des Déchets RAdioactifs et des matières Fissiles enrichies (Bel-
gian National Agency for Radioactive Waste and enriched Fissile Material)

OPERA OnderzoeksProgramma Eindberging Radioactief Afval (Dutch research programme on ge-
ological disposal of radioactive waste)

ORG Oxford Research Group

PFM Phase-Field Method

PSD Pore Size Density function

REV Representative Element Volume

SEM Scanning Electron Microscopy

TENORM Technologically Enhanced Naturally Occurring Radioactive Materials

THM Thermo-Hydo-Mechanical

UN United Nations

URL Underground Research Laboratory

US United States

USSR Union of Soviet Socialist Republics

VLLW Very Low Level Waste

VSLW Very Short Lived Waste

WHO World Health Organization

WNA World Nuclear Association

WP Work Package

X-ray CT X-ray Computed Tomography

XFEM eXtended Finite Element Method

ZFD Zone of fractures developement

304



Appendices

Greek Symbols
τ̄ Tortuosity [−]

ε̄i j Relative deformation of the microstructure [−]

βper Evolution parameter for intrinsic water permeability [−]

χw Water tortuosity [ML−1T−2]

δΓ Infinitesimal boundary [L2]

∆t
1,∆

t
2,∆

t
3,∆

t
4 Non-equilibrium forces (residuals) of balance equations in numerical

iterative procedure
[ML2T−2]

δi j Kronecker symbol [−]

η Second coordinate of the parent finite element [−]

ηc Yield surface convexity parameter [−]
1

χw
Liquid water isotropic bulk modulus [M−1LT 2]

ΓF Follow boundary
[
L2
]

ΓL Lead boundary
[
L2
]

Γσ Part of Γ on which external traction forces t̄i and T̄i are applied [L2]

γper Deformation parameter for the evolution of intrinsic water permeabil-
ity

[−]

Γqg Part of Γ on which input water mass q̄g is prescribed [L2]

Γqw Part of Γ on which input water mass q̄w is prescribed [L2]

ΓT Part of Γ on which external double force T̄i is applied [L2]

Γt Part of Γ on which classical external traction force t̄i is applied [L2]

σ̂i j Deviatoric stress tensor
[
ML−1T−2

]
ε̂eq Von Mises’ equivalent deviatoric total strain [−]

ε̂
p
eq Von Mises’ equivalent deviatoric plastic strain [−]

ε̂i j Deviatoric total strain field [−]

ε̂
p
i j Deviatoric plastic strain field [−]

κ Hydraulic transmissivity function along the channel (fracture or tube) [L4]

λ Substitution parameter gathering the saturation and tortuosity of a
micro-constituent

[−]

λp Plastic multiplier [−]

µ Coulomb’s friction coefficient [−]

µg Gas viscosity [ML−1T−1]

µv Water vapour viscosity [ML−1T−1]

µw Water viscosity [ML−1T−1]

νi j Microkinematic gradient field (micro-deformation field) [−]

Ω Volume of the control space
[
L3
]

ωα Mass flux of the phase α in the channel (fracture or tube) [MT−1]
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Ωπ Volume of the phase π
[
L3
]

ωi j Spin rate tensor [T−1]

Ωs Volume of the solid grains
[
L3
]

Ωv Volume of voids
[
L3
]

φ Porosity [−]

φg Substitution parameter assimilated to an hydraulic conductivity (gas) [L4]

φw Substitution parameter assimilated to an hydraulic conductivity (water) [L4]

π Phase [−]

ψ Total water potential [L]

Ψ(yi,xi) Non-local weight function [−]

ψg Gravitational potential [L]

ψm Matrix potential [L]

ψo Osmotic potential [L]

ψp External pressure potential [L]

ρ Density
[
ML−3

]
ρdg Dissolved gas density [ML−3]

ρ f Fluid density
[
ML−3

]
ρg Gas density

[
ML−3

]
ρs Solid density

[
ML−3

]
ρv Water vapour density [ML−3]

ρw Water density
[
ML−3

]
σGL Surface tension at the interface between gas G and liquid L [ML−1T−2]

Σi jk Double stress or second order stress [ML−1T−2]

σi j Cauchy stress tensor
[
ML−1T−2

]
σ′i j Effective stress tensor

[
ML−1T−2

]
σr,0 Initial mechanical pressure on the tunnel wall [ML−1T−2]

σΓr Fictive total radial stress on the tunnel wall [ML−1T−2]

σSG Surface tension at the interface between solid S and gas G [ML−1T−2]

σSG Surface tension between solid surface S and gas G [ML−1T−2]

σSL Surface tension at the interface between solid S and liquid L [ML−1T−2]

σSL Surface tension between solid surface S and liquid L [ML−1T−2]

τ,τ1,τ2 Times at the end of time steps in numerical iterative procedure [T ]

τi j Microstructure stress field (microstress) [ML−1T−2]

τN Tangential component of the contact stress vector [ML−1T−2]

θ Contact angle [−]
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Σ̃i jk Jaumann double stress rate [MT−3]

σ̃i j Jaumann stress rate
[
ML−1T−3

]
εi j Strain tensor [−]

εe
i j Elastic strain field [−]

ε
p
i j Plastic strain field [−]

ε
vp
i j Visco-plastic strain field [−]

ϕ Friction angle [deg]

ϕc,0,ϕc, f Initial and final compression friction angles [deg]

ϕc Compression friction angle [deg]

ϕe,0,ϕe, f Initial and final extension friction angles [deg]

ϕe Extension friction angle [deg]

ϖ Random scalar field [−]

ςi Macro-velocity gradient field of a shear band
[
T−1

]
Ξ Volume fraction [−]

ξ First coordinate of the parent finite element [−]

Ξg Gas volume fraction [−]

Ξl Liquid volume fraction [−]

Ξs Solid volume fraction [−]

ζ Stress deconfinement rate [−]

ζw Pore water pressure deconfinement rate [−]

dΩ Elementary volume
[
L3
]

WΩe Volume of a finite element e [L3]

Roman Symbols
l̄ Gradient parameter [L2]

P̄i j External double traction force [MT−2]

q̄g Input gas mass per unit area on the porous material boundary [ML−2T−1]

q̄w Input water mass per unit area on the porous material boundary [ML−2T−1]

T̄i External double force per unit area on the porous material boundary [MT−2]

t̄i Classical external traction force per unit area on the porous material
boundary

[ML−1T−2]

δ

[
U t
(Node)

]
Global correction vector of the nodal variables [−]

Ėg−dg
gas Mass of dry gas transformed into vapour [ML−3]

Ėw−v
H2O Mass of liquid water transformed into vapour [ML−3]

[B] Transformation matrix for finite element methods [−]
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[Et ] Local stiffness matrix of the current finite element [−][
Et

GG

]
Classical stiffness matrix for gas flow problems [−]

[Et
MM] Classical stiffness matrix for mechanical problems [−]

[Et
WW ] Classical stiffness matrix for water flow problems [−][

F t
OB

]
Vector of the global out of balance forces [−][

f t
OB

]
Vector of the elementary out of balance forces [−]

[Kt ] Global stiffness matrix [−]

[kt ] Local element stiffness matrix [−][
Kt

MG

]
Coupling matrix of the mechanics influence on the gas [−]

[Kt
MW ] Coupling matrix of the mechanics influence on the liquid [−][

Kt
WG

]
Coupling matrix of the gas influence on the mechanics [−]

[Kt
WM] Coupling matrix of the liquid influence on the mechanics [−]

[Kt
WW ] Classical stiffness matrix of the flow problem [−]

[T t ] Transformation matrix for finite element methods [−][
U∗,t(Node)

]
Vector of the virtual nodal variables [−][

U∗,t(x1,x2)

]
Vector of the virtual nodal variables for the current finite element [−]

F Interpolation function

K Brooks and Corey’s model parameter [−]

L Cubic formulation coefficient [−]

M Mualem-van Genuchten coefficient [−]

N van Genuchten’s model parameter [−]

A Area or boundary surface area
[
L2
]

Ai Empirical parameter in the intrinsic permeability based models [−]

b Fracture aperture [L]

b0 initial fracture aperture [L]

B1,B2 Shear band boundaries [L]

Bϕ Friction softening coefficient [−]

Bc Cohesion softening coefficient [−]

c Cohesion [ML−1T−2]

c0,c f Initial and final cohesions [ML−1T−2]

Ci jkl Elastoplastic constitutive tangent tensor for small strains and rotations
[
ML−1T−2

]
Ce

i jkl Hooke elastic stiffness tensor
[
ML−1T−2

]
Cp

i jkl Plastic constitutive tangent tensor
[
ML−1T−2

]
D Second gradient elastic modulus [MLT−2]
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d
[
U t
(ξ,η)

]
Vector of the unknown increments of nodal variables for the parent
finite element

[−]

d
[
U t
(Node)

]
Vector of the unknown increments of nodal variables [−]

d
[
U t
(x1,x2)

]
Vector of the unknown increments of nodal variables for the current
finite element

[−]

d1,d2 Yield surface parameters [−]

Dα/β Diffusion coefficient of the species α through the phase β [L2T−1]

D∗
α/β

Effective diffusion coefficient of the species α through the phase β [L2T−1]

Ddg/w Diffusion coefficient of the dissolved gas in the liquid phase [L2T−1]

D∗dg/w Effective diffusion coefficient of the dissolved gas in the liquid phase [L2T−1]

Di jklmn Elastic constitutive tangent tensor for second gradient law [MLT−2]

De
i jkl Elastic compliance tensor [M−1LT 2]

dmax Maximum damage variable [−]

Dv/g Diffusion coefficient of the water vapour in the gaseous phase [L2T−1]

D∗v/g Effective diffusion coefficient of the water vapour in the gaseous phase [L2T−1]

decϕ Friction angle hardening shifting [−]

decc Cohesion softening shifting [−]

ei jk Alternating tensor [−]

f Yield surface [−]

f vp Visco-plastic yield surface [−]

Fi Force vector [ML−2T−2]

fdg,i Mass flow of dissolved gas [ML−2T−1]

FE Energetically equivalent external force vector [−]

fg,i Mass flow of dry gas [ML−2T−1]

Fi j Macro-deformation field [−]

FI Energetically equivalent internal force vector [−]

fv,i Mass flow of water vapour [ML−2T−1]

fw,i Mass flow of liquid water [ML−2T−1]

fw,L Longitudinal fluid flow in contact element [ML−2T−1]

fw,N Transversal fluid flow in contact element [ML−2T−1]

G Shear modulus [ML−1T−2]

gi Gravity acceleration vector [LT−2]

gN gap function [L]

gT Tangential displacement on the contact interface [L]

H Height [L]

Hg Henry’s coefficient for dissolved gas [−]
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hi jk Microkinematic second gradient field [L−1]

Iσ First invariant of the stress tensor
[
ML−1T−2

]
idg,i Diffusive flux of dissolved gas [ML−2T−1]

ig,i Diffusive flux of dry gas [ML−2T−1]

iv,i Diffusive flux of water vapour [ML−2T−1]

IIσ̂ Second invariant of the stress tensor
[
ML−1T−2

]
IIp

σ̂
Second invariant of stress tensor at plastic state [ML−1T−2]

IIIσ̂ Third invariant of the stress tensor
[
ML−1T−2

]
Ji j Jacobian matrix [−]

K Bulk modulus [ML−1T−2]

Keq
da Equilibrium constant for dissolved gas [ML−1T−2]

kg,i j,0 Initial intrinsic gas permeability tensor [L2]

kg,i j Gas permeability [L2]

ki j,0 Initial intrinsic permeability tensor [L2]

ki j,D Damaged permeability tensor [L2]

ki j, f rac Intrinsic permeability of the rock [L2]

ki j,matrix Intrinsic permeability of the matrix [L2]

ki j,UD Undamaged permeability tensor [L2]

Kc
i j Cosserat’s micro-rotation gradient field (curvature) [L−]

kint
i j Intrinsic water permeability tensor [L2]

Ksat
i j Hydraulic conductivity [LT−1]

kmax Maximum permeability corresponding to dmax [L2]

KN ,KT Normal and tangential penalty coefficients [ML−2T−2]

krg Gas relative permeability [−]

krw Water relative permeability [−]

kw,i j,0 Initial intrinsic water permeability tensor [L2]

kw,i j Water permeability [L2]

Lc Characteristic length of the macro-scale [L]

lc Characteristic length of the microstructure [L]

Le Effective length [L]

Li j Macro-velocity gradient field
[
T−1

]
m Yield surface parameter [−]

Mdg Dissolved gas mass inside unit volume Ω [ML−3]

Mg Dry gas mass inside unit volume Ω [ML−3]

Mv Water vapour mass inside unit volume Ω [ML−3]
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Mw Liquid water mass inside unit volume Ω [ML−3]

ni Unit vector normal to the boundary [−]

p′ Mean effective stress
[
ML−1T−2

]
pg gas pressure [ML−1T−2]

pw Pore water pressure [ML−1T−2]

pc Capillary pressure [ML−1T−2]

pN Normal component of the contact stress vector [ML−1T−2]

Pr,0 Initial value of van Genuchten’s gas entry pressure [ML−1T−2]

Pr van Genuchten gas entry pressure [ML−1T−2]

pthr Gas threshold pressure [ML−1T−2]

pv,0 Pressure of saturated water vapour [ML−1T−2]

pv Partial pressure of water vapour [ML−1T−2]

pw,0 Initial pore water pressure on the tunnel wall [ML−1T−2]

pΓw Pore water pressure on the tunnel wall [ML−1T−2]

Q Source/sink term [ML−3T−1]

q Invariant of deviatoric stress tensor
[
ML−1T−2

]
Qg

g Dry gas source/sink term [ML−3T−1]

Qw
g Water vapour source/sink term [ML−3T−1]

Qg
l Dissolved gas source/sink term [ML−3T−1]

Qw
l Liquid water source/sink term [ML−3T−1]

qα,i Advective flux (Darcy velocity vector) of phase α [ML−2T−1]

qg,i Advective flow vector of the gas phase [LT−1]

Qg Total gas Source/sink term [ML−3T−1]

ql,i Advective flow vector of the liquid phase [LT−1]

qw,i Advective flow vector of the liquid water [LT−1]

Qw Total water Source/sink term [ML−3T−1]

R Universal gas constant [ML2N−1θ−1T−2]

r Radius [L]

ri j Macro-rotation field [−]

rc
i j Cosserat’s micro-rotation field [−]

rc
i Cosserat’s local rotation (dof) [−]

RH Relative humidity [−]

s Matrix suction [ML−1T−2]

S∗r Normalised saturation [−]

sGE Gas-entry pressure [ML−1T−2]
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Smax Maximum degree of water saturation [−]

sosm Osmotic suction [ML−1T−2]

Srw Water saturation degree [−]

Srg Gas saturation degree [−]

Srres Residual saturation [−]

Sr Saturation degree [−]

st Total suction [ML−1T−2]

T Absolute temperature [θ]

ti Traction vector or stress vector
[
ML−1T−2

]
Ts Surface tension [ML−1T−2]

Tw Transmissivity [M−1L2T ]

ui Displacement vector [L]

um
i Microscale displacement field [L]

vi Velocity vector
[
LT−1

]
w Characteristic distance between adjacent fractures in a specific rock [L]

W ∗E Virtual work of external forces [ML2T−2]

wi j Spin rate tensor
[
T−1

]
W ∗I Virtual work of internal forces [ML2T−2]

xda Mole fraction of dissolved gas [−]

Xi Coordinates in the reference configuration [L]

xi Coordinates in the current configuration [L]

Y I Yield index [−]

Y Ithr Yield index threshold for the evolution of intrinsic permeability [−]

Superscripts
[.]0, [.]1 Quantity outside and inside a shear band

[.]∗ Virtual quantity

[.]τ, [.]τ1, [.]τ2 Quantity at the end of time step in numerical iterative procedure

[.] f Quantity related to the fluctuation field for micro-scale fields

[.]M Quantity related to the macroscopic scale

[.]m Quantity related to the microscopic scale

[.]t Current value of a quantity at a given time t

˙[.] Time derivative
ˆ[.] Boundary condition of Dirichelet type

˚[.] Non-local variable
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Subscripts
[.]‖ Quantity in the direction parallel to te isotropic bedding plane

[.]⊥ Quantity in the direction perpendicular to te isotropic bedding plane

[.]dH2 Quantity related to the dissolved Hydrogen species

[.]g Quantity related to the gas phase

[.]H2 Quantity related to the dry Hydrogen species

[.]l Quantity related to the liquid phase

[.]n Normal part of a quantity

[.]s Quantity related to the solid phase

[.]t Tangential part of a quantity

[.]v Quantity related to the water vapour species

[.]w Quantity related to the liquid water species

Operators
◦ Composition product of two linear operators

∆[.] Discrete variation of a quantity

δ[.] Infinitesimal variation of a quantity

〈[.]〉 Macaulay brackets

D[.] Normal derivative of a quantity

d[.] Variation of a quantity in numerical iterative procedure t

313



B List of Figures

I–1 (a) World primary energy consumption by fuel source in Gigatonne of oil equivalent
[Gtoe], 1800-2019. Based on data compiled from BP Statistical Review of World Energy
[BP, 2022] and [Smil, 2016]. (b) Historical number of nuclear reactors (bar) and related
total installed capacity (line), 1951-2021 with IAEA low and high projections, 2030,
2040, 2050. Data from [IAEA, 2021]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

I–2 Global civil nuclear energy in a nutshell. Data collected from the International Atomic
Energy Agency [IAEA, 2021]. Modified from [Kernenergie, 2022]. . . . . . . . . . . . 4

I–3 (a) Schematic representation of the radioactive decay concept, modified after [GSL,
2020]. (b) Venn diagram of the 4-circles concept for the sustainable development of
radioactive waste management strategies, modified after [Sanders and Sanders, 2016]. . 7

I–4 Reported radioactive waste in storage and in disposal (with percentage), as at the end
of 2016 at (a) the global scale and (b) in the EU. Data from [IAEA, 2018b, EC, 2019].
Radioactive waste inventory as at the end of 2020 in (c) France and (d) Belgium, with
future estimates based on specific scenarios, from [ONDRAF, 2018, EC, 2019, ANDRA,
2020, ONDRAF, 2021]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

I–5 Conceptual schemes of a deep geological repository, (a) illustrating the concept of
multi-barrier system, and according to (b) the Belgian concept in Boom Clay [ON-
DRAF, 2020] and (c) the French concept in the COx claystone [Andra, 2023]. . . . . . 11

I–6 Conceptual scheme of a deep geological repository with (a) the major THMC processes
affecting the system and (b) the related coupled effects occurring over its lifetime, after
[Sillen, 2012]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

I–7 Conceptual scheme of a deep geological repository (a) focussing on the gas generation
process with (b) the potential expected gas transport modes in the EDZ and the sound
rock layers, inspired from [Levasseur et al., 2024]. . . . . . . . . . . . . . . . . . . . . 16

II–1 Phenomenological description of the basic modes of gas transport in low-permeability
rocks. After [Marschall et al., 2005]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

II–2 (a) Extension of the Boom Clay formation in the north part of Belgium, from [ONDRAF,
2001] modified after [Honty et al., 2010]. (b) Geological cross-section through the
occurrence area, modified after [Wemaere et al., 2008]. . . . . . . . . . . . . . . . . . . 24

II–3 Geological map of the Meuse/Haute-Marne area in Eastern France, where the Callovo-
Oxfordian claystone is located in a layer at around 500m depth, modified after [Andra,
2005]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

II–4 Schematic representation of the gallery network of (a) the HADES URL in the Boom
Clay, after [Bernier et al., 2007a, Verstricht, 2013] and (b) the Meuse/Haute-Marne
URL in the Callovo-Oxfordian claystone, after [Armand et al., 2014, Souley et al., 2022]. 26

II–5 Particle size distribution curves for (a) Boom Clay samples, compiled by [Lima, 2011,
Gonzalez-Blanco, 2017], and (b) crushed COx claystone samples, after [Zhang, 2014]. . 27

314



Appendices

II–6 (a) Dry densities of several argillaceous rocks at different depths, modified after [Heitz
and Hicher, 2002, Gens, 2013]. (b) Cross-plot of water content and uniaxial compres-
sive strength for different argillaceous rocks, modified after [Su, 2007]. . . . . . . . . . 29

II–7 (a) Hydraulic conductivity profile of Boom Clay and Callovo-Oxfordian claystone on
the site of respective URL, after [Yu et al., 2013] and [Delay et al., 2006]. (b) Perme-
ability of Boom Clay as a function of isotropic effective stress, after [Horseman et al.,
1987, Coll, 2005]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

II–8 Mechanisms of rock mass brittle failure around a tunnel, modified from [Diederichs,
2003]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

II–9 Conceptual scheme of induced fractures (a) in Boom Clay around the connecting gallery,
with details of the damage on a resin-injected anchor (left) and on a cored sample (right),
from [Mertens et al., 2004, Van Marcke and Bastiaens, 2010], and (b) in the COx clay-
stone around drifts parallel to the major (left) and minor (right) horizontal principal
stresses, from [Armand et al., 2014, Pardoen et al., 2016]. . . . . . . . . . . . . . . . . 32

II–10 Evolutions of the hydraulic permeability (a) along vertical (top) and horizontal (bottom)
piezometers drilled around the connecting gallery in Boom Clay, from [Bernier et al.,
2007b], and (b) along vertical (top), oblique at 45° (middle) and horizontal (bottom)
boreholes drilled around the GED gallery in the COx claystone, from [Armand et al.,
2014]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

II–11 Classification and analysis of the processes relevant to gas transport in low-permeable
rocks, after [Marschall et al., 2005]: (a) phenomenological description, (b) basic trans-
port mechanisms, (c) geomechanical regime and (d) effect of gas transport on the barrier
function. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

II–12 Concept of tortuosity in granular porous media. . . . . . . . . . . . . . . . . . . . . . . 38

II–13 Schematic overview of (a) the double through-diffusion technique set-up, after [Jacops
et al., 2013], and (b) the CP1 experimental set-up, after [Bruggeman et al., 2015]. . . . 39

II–14 Effective diffusion coefficients for dissolved gases in (a) Boom Clay and (b) COx clay-
stone, modified after [Jacops et al., 2017b]. . . . . . . . . . . . . . . . . . . . . . . . . 40

II–15 Major flow regimes from a glucose solution or air (white) invading oil (dark), after
[Lenormand et al., 1988]: (a) stable displacement, (b) capillary fingering, (c) viscous
fingering. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

II–16 (a) Molecular forces on a particle of water, modified after [Collin, 2003]. (b) Physical
model of capillary phenomenon. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

II–17 Water retention curve and conceptual sketch of the saturation stages (bottom) and the
capillary processes during gas invasion. Modified after [Nuth and Laloui, 2008] and
[Busch and Amann-Hildenbrand, 2013]. . . . . . . . . . . . . . . . . . . . . . . . . . 45

II–18 (a) van Genuchten retention curve for N = 1.49 and different value of the Pr parameter
of gas entry pressure. (b) Water and gas relative permeability curves for M = 0.32886. 46

II–19 Cumulative intrusion porosity from different methods, for (a) the Boom Clay, compiled
after [Lima, 2011, Gonzalez-Blanco, 2017] and (b) the COx claystone, compiled after
[Boulin, 2008, Delage et al., 2014, Song, 2014]. . . . . . . . . . . . . . . . . . . . . . 47

II–20 Pore size density function for (a) Boom Clay using different techniques, after [Lima,
2011, Gonzalez-Blanco, 2017], and (c) the Callovo-Oxfordian claystone, with the con-
ceptual model in background, after [Andra, 2005], and experimental data from [Boulin,
2008, Delage et al., 2014] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

315



Appendices

II–21 Experimental data for water retention curve together with van Genuchten’s model fitting
for (a) Boom Clay compiled from [Gonzalez-Blanco, 2017] and (b) the COx claystone,
compiled from [Charlier et al., 2013, Armand et al., 2016]. . . . . . . . . . . . . . . . . 48

II–22 Experimental data (a) of intrinsic permeability plotted against the average void ratio
after injection of air or water in Boom Clay, compiled after [Gonzalez-Blanco, 2017],
and (b) of gas breakthrough pressure plotted against sample thickness, compiled after
[Didier, 2012, M’Jahad, 2012, Cuss et al., 2014a, Song et al., 2016]. . . . . . . . . . . . 49

II–23 Experimental data for relative permeability together with van Genuchten’s and cubic
models fitting for (a) Boom Clay, after [Volckaert et al., 1995, Delahaye and Alonso,
2002] and (b) the Callovo-Oxfordian claystone, compiled from [Charlier et al., 2013]. . 50

II–24 Cross-plot (a) of data showing average breakthrough and peak gas pressures against
effective stress for samples normal and parallel to bedding, and (b) of steady state gas
flow data for comparable flow rates from both isotropic and radially-constrained tests,
after [Rodwell, 2000]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

II–25 Air injection tests under oedometer conditions [Gonzalez-Blanco et al., 2016, Gonzalez-
Blanco, 2017]: (a) evolution of the axial strains with vertical stresses for slow and fast
injection rates, and (b) time evolutions of outflow volume (top) axial strain (middle) and
pressures at the injection and recovery boundaries (bottom) for the two injection rates. . 53

II–26 Changes in Boom Clay properties between intact samples and after air injection tests
[Gonzalez-Blanco et al., 2016]: (a) pore size distribution curves, (b) water retention
curves, with the gas entry value determined with the dominant entrance pore size. . . . 54

II–27 Set-up and location of the E4 and E5 gas injection experiments in the HADES URL,
modified after [Volckaert et al., 1995]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

II–28 (a) Conceptual model of the onset of gas flow in a COx sample, as idealised by [Cuss
et al., 2014a], confronted with (b) the experimental observation of gas-induced fractur-
ing on clay-rich materials, from [Wiseall et al., 2015b]. . . . . . . . . . . . . . . . . . . 56

II–29 Measurements of the pressure in boreholes during gas injection tests: (a) gas fracturing
test performed from the surface (EST363), modified after [Senger et al., 2006], (b)
sequence of water and gas injection tests performed in the URL (PGZ-1), modified after
[de La Vaissière et al., 2014b]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

II–30 Set-up and location of the in situ gas injection experiments in the Meuse/Haute-Marne
URL, modified after [de La Vaissière et al., 2014b, de La Vaissiere and Vinsot, 2019]. . 58

II–31 Representation of a porous medium: (a) cross-section of a representative element vol-
ume, after [Barnichon, 1998], and (b) definition of superimposed continua, according
to theories of mixtures. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

II–32 (a) Cross section on a body with an internal force ∆F acting on a surface ∆A with
normal vector n. (b) Infinitesimal tetrahedral portion of material externalising the full
stress tensor. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

II–33 Schematic representation of (a) Lagrangian and (b) Eulerian referentials. . . . . . . . . 65

II–34 Updated Lagrangian formulation with initial configuration in the initial basis (X0
1 ,X

0
2 ),

the reference configuration in the updated reference basis (X1,X2) and the deformed
configuration in the current basis (x1,x2). ϕ is the mapping that associates a material
point of the reference configuration with its current position: xi = ϕ(Xi). . . . . . . . . 66

II–35 Definition of phases, species and equilibrium restrictions of an unsaturated porous medium.
After [Collin, 2003]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

316



Appendices

II–36 Balance on a control volume Ω∗ of a deformable porous medium Ω: (a) momentum
balance under volume and surface forces, (b) mass balance under flux imposed at the
surface at time t and t +∆t. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

II–37 Van Eekelen’s yield surface in the (a) stress invariant plane, and the (b) deviatoric plane.
(c) Visco-plastic surface in the effective stress invariant plane. . . . . . . . . . . . . . . 77

II–38 Hardening and softening rules: hyperbolic evolution of (a) friction angle and (b) cohe-
sion with plastic strain. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

II–39 Current configuration of the material system with boundary conditions. . . . . . . . . . 80

II–40 Spatial discretisation of the continuum: (a) continuum volume Ω, (b) discrete counter-
part composed by ne finite elements Ωe, (c) 2D finite element MWAT (top left) and its
corresponding parent element (right), after [Collin, 2003]. . . . . . . . . . . . . . . . . 84

II–41 Illustration of the Newton-Raphson iterative scheme for solving a non-linear problem. . 87

II–42 Conceptual scheme of the embedded fracture model, after [Olivella and Alonso, 2008]. 90

II–43 Conceptual scheme of micro-macro based models, with microstructure definitions of a
micro-cracked material, after (a) [Levasseur et al., 2013], (b) [François and Dascalu,
2010], and (c) [van den Eijnden et al., 2016]. . . . . . . . . . . . . . . . . . . . . . . . 91

II–44 Definition of the multiphase flow problem: porous medium, discontinuity and bound-
aries. After [Cerfontaine et al., 2015]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

III–1 Development of shear bands and related modification of the intrinsic permeability in the
vertical direction, by the end of the excavation of a storage drift in the COx claystone. . 99

III–2 Kinematic classification of strain localisation modes. After [Fossen et al., 2007]. . . . . 101

III–3 Formation of shear strain localisation during compression tests with respect to different
steps in the global response curve: (a) results presented for the Hostun sand using a FRS
method (modified after [Mokni and Desrues, 1999]), (b) total shear strain distribution
computed for the Norwegian quick clay using a DIC tool (modified after [Thakur et al.,
2018]), and (c) vertical slices of the Hostun sand extracted from the X-ray CT technique
(top row), completed by discrete DIC-derived incremental grain rotaion (middle row)
and DIC-derived incremental maximum shear strain (bottom row, all modified after
[Hall et al., 2009, Hall et al., 2010]). . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

III–4 Schematic representation of the global stress-strain response of a material under uni-
axial compression test, highlighting the main deformation zones occurring during the
fracturing process. Modified after [Haïed, 1995]. . . . . . . . . . . . . . . . . . . . . . 108

III–5 (a) Conceptual scheme of a bifurcation problem with fundamental and alternative solu-
tions and (b) example of a post-peak behaviour for a specimen under uniaxial compres-
sion. Modified after [Thakur, 2007]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

III–6 Theoretical scheme of a shear band. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

III–7 Conceptual representation of the displacement and strain fields for the numerical treat-
ment of a localised zone (section A-A

′
): (a)-(b) discontinuous failure model applied

for weak and strong discontinuities respectively, (c) continuous failure model . After
[Wells, 2001]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

III–8 Modelling of a plane strain compression test with two distinct meshes of 10× 20 and
20×40 elements: total deviatoric strain using (a) a classical finite element method and
(b) a regularisation technique of second gradient type. . . . . . . . . . . . . . . . . . . 115

III–9 Non-local approach on a representative material volume. . . . . . . . . . . . . . . . . . 117

317



Appendices

III–10 Cossert elastic continuum theory: Kinematic degrees of freedom. . . . . . . . . . . . . 119

III–11 Kinematics of microstructure continuum: (a) initial configuration and (b) configuration
after external solicitations with relative displacement of the microstructure. . . . . . . . 121

III–12 Current configuration of the material system with boundary conditions for the second
gradient H2M model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

III–13 Spatial discretisation of the continuum: (a) continuum volume Ω, (b) discrete counter-
part composed by ne finite elements Ωe, (c) 2D finite element SGRT (top left) and its
corresponding parent element (right). . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

III–14 (a) Location of the studied cross-sections in the E4 and E5 configurations. (b) Geometry
and boundary conditions of the 2D plane strain models with a zoom on the refined zone
of the mesh. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

III–15 (a) Theory of deconfinement rate during tunnel excavation. (b) Applied deconfinement
curves for the total radial stress and for the pore water pressure during E4 and E5 bore-
holes excavation. (c) Profile of gas pressures during Helium injection. . . . . . . . . . . 145

III–16 Hydraulic model for the E4 and E5 numerical simulations: (a) experimental data for
relative permeability in Boom Clay, after [Volckaert et al., 1995] together with model
fitting, (b) experimental data for water retention curve in Boom Clay, after [Gonzalez-
Blanco et al., 2016] with van Genuchten’s numerical fitting. . . . . . . . . . . . . . . . 148

III–17 Geometry and boundary conditions of the numerical model used for the simulations of
a plane strain biaxial compression test. . . . . . . . . . . . . . . . . . . . . . . . . . . 152

III–18 Localisation patterns represented by the plastic zone (left) and the total deviatoric strain
(right) for different values of the D modulus: (a)-(d) E4 set of parameters, (e)-(h) E5 set
of parameters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

III–19 Localisation patterns represented by the plastic zone (left) and the total deviatoric strain
(right) for different mesh sizes and a value of D=300 N: (a)-(c) E4 set of parameters,
(d)-(f) E5 set of parameters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154

III–20 Location of the studied cross-section (left), variations of the permeability (centre) and
of the entry pressure (right) along the sample: (a)-(c) E4 set of parameters, (d)-(f) E5
set of parameters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

III–21 (a) Comparison of the convergence without support for different boreholes, modified
after [Rousset, 1988]. (b) Evolution of the convergence of a borehole drilled in the E4
and E5 configurations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156

III–22 Development of shear bands during the drilling process of the E4 borehole: (a) devia-
toric strain increment, (b) total deviatoric strain and (c) plastic loading points. . . . . . 157

III–23 Development of shear bands during the drilling process of the E5 borehole: (a) devia-
toric strain increment, (b) total deviatoric strain and (c) plastic loading points. . . . . . 158

III–24 (a) Time evolution of pore water pressure during the successive phases of the simulation.
(b)-(c) Evolution of pore water pressure along the domain for the E4 and E5 configurations.159

III–25 (a) Evolution of the stress paths at the drift wall throughout the simulation. (b)-(c)
Evolution of the radial (dashed line) and orthoradial (solid line) effective stresses along
the domain for the E4 and E5 configurations. . . . . . . . . . . . . . . . . . . . . . . . 160

III–26 Evolution of gas (Helium) pressures as a function of the radial distance for different
time steps for the (a) E4 and (b) E5 configurations: reference case (solid line), evolution
of the permeability (dashed line) and of the retention curve (dash-dotted line) with strain. 160

318



Appendices

III–27 E4 configuration: (a) evolution of the intrinsic permeability in relation to the devel-
opment of the plastic zone by the end of the drilling stage. Variations of (b) intrinsic
permeability and (c) entry pressure as a function of the radial distance. . . . . . . . . . 161

III–28 E5 configuration: (a) evolution of the intrinsic permeability in relation to the develop-
ment of the plastic zone by the end of the drilling stage. Variations of (b) parallel (solid
line) and perpendicular (dashed line) intrinsic permeability and (c) entry pressure as a
function of the radial distance. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162

III–29 Comparison between dissolved Helium and total Helium flux (log scale along the Y-
axis [Webber, 2013]), and corresponding saturation profiles as a function of the radial
distance for the E4 and E5 configurations: (a)-(d) reference case, (e)-(h) evolution of
the permeability with strains and (i)-(l) evolution of the retention curve with strains. . . 163

III–30 (a) Geometry and boundary conditions of the 2D plane strain model. (b) Zoom on the
refined support zone, with stress state and bedding plane orientation. . . . . . . . . . . 165

III–31 Theory of deconfinement rate during drift excavation. . . . . . . . . . . . . . . . . . . 166

III–32 (a) Applied deconfinement curves for the total stress and for the pore water pressure
during drift excavation. (b) Profile of pore water pressures during ventilation. (c) Profile
of gas pressures during Hydrogen injection. . . . . . . . . . . . . . . . . . . . . . . . . 166

III–33 Definition of (a) water retention curve, (b) water relative permeability and (c) gas rela-
tive permeability. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169

III–34 Definition of cross-section and observation points for the results. . . . . . . . . . . . . 173

III–35 Long-term convergence induced by the successive phases of the simulation. . . . . . . . 173

III–36 Variation of (a) vertical and (b) horizontal displacements at the end of the excavation. . 174

III–37 Development of the damaged zone by the end of the excavation considering (a) HM
model and (b)-(c) H2M model with different values of the second gradient elastic mod-
ulus D. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175

III–38 Evolution of cohesion during the excavation process. . . . . . . . . . . . . . . . . . . . 175

III–39 Development of shear bands during the excavation process: (a) deviatoric strain incre-
ment, (b) total deviatoric strain and (c) plastic loading points. . . . . . . . . . . . . . . 176

III–40 Time evolution of pore water pressure during the successive phases of the simulation,
for the reference simulation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177

III–41 Time evolution of the degree of saturation during the successive phases of the simula-
tion, for the reference case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177

III–42 Evolution of the stress paths during the simulation: (a) at the drift wall, (b) at a distance
of 5m from the drift wall. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178

III–43 Evolution of gas (Hydrogen) pressures (a) over the domain and (b) with time. . . . . . . 178

III–44 (a) Comparison between dissolved Hydrogen and total Hydrogen flux (log scale along
y-axis [Webber, 2013]) and (b) corresponding saturation profiles. . . . . . . . . . . . . 179

III–45 Development of shear bands and evolution of water permeability at the end of excava-
tion: (a) total deviatoric strain, (b) plastic loading points, and intrinsic water permeabil-
ity in the (c) horizontal and (d) vertical directions. . . . . . . . . . . . . . . . . . . . . 180

III–46 Variation of parallel intrinsic permeability kw,‖ as a function of the radial distance for
different time steps. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180

319



Appendices

III–47 Time evolution of pore water pressure during the successive phases of the simulation,
considering a permeability evolution with strain. . . . . . . . . . . . . . . . . . . . . . 181

III–48 Time evolution of water degree of saturation during the successive phases of the simu-
lation, considering a permeability evolution with strain. . . . . . . . . . . . . . . . . . 181

III–49 Evolution of gas (Hydrogen) pressures (a) over the domain and (b) over time, consider-
ing a permeability evolution with strain. . . . . . . . . . . . . . . . . . . . . . . . . . . 182

III–50 (a) Comparison between dissolved Hydrogen and total Hydrogen flux (log scale along
y-axis [Webber, 2013]) and (b) corresponding saturation profiles, considering perme-
ability evolution with strain. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182

III–51 Evolution of gas (Hydrogen) pressure in the vicinity of the gallery wall, for the reference
case and considering the HM couplings. . . . . . . . . . . . . . . . . . . . . . . . . . 183

III–52 Variation of gas (Hydrogen) entry pressure Pr as a function of the radial distance for
different time steps. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184

III–53 Time evolution of pore water pressure during the successive phases of the simulation,
considering an evolution of the retention curve with strain. . . . . . . . . . . . . . . . . 184

III–54 Time evolution of water degree of saturation during the successive phases of the simu-
lation, considering an evolution of the retention curve with strain. . . . . . . . . . . . . 185

III–55 Evolution of gas (Hydrogen) pressures (a) over the domain and (b) over time, consider-
ing an evolution of the retention curve with strain. . . . . . . . . . . . . . . . . . . . . 185

III–56 (a) Comparison between dissolved Hydrogen and total Hydrogen flux (log scale along
Y-axis [Webber, 2013]) and (b) corresponding saturation profiles, considering an evolu-
tion of the retention curve with strain. . . . . . . . . . . . . . . . . . . . . . . . . . . . 186

III–57 Schematic representation of the expected gas flow regimes from a disposal gallery to
the EDZ: (a) Advection and diffusion of dissolved gas, (b) Visco-capillary two-phase
flow. Inspired from [Levasseur et al., 2024]. . . . . . . . . . . . . . . . . . . . . . . . . 187

IV–1 Idealisation of the material microstructure and definition of the REV from experimental
data, from [Gonzalez-Blanco et al., 2016]. . . . . . . . . . . . . . . . . . . . . . . . . 191

IV–2 Conceptual scheme of the iterative process for the multi-scale modelling approach. . . . 194

IV–3 (a) Representativeness of an elementary volume applied to the concept of porosity. From
[Lake and Srinivasan, 2004], adapted from [Bear, 1972]. (b) Examples of two rectan-
gular unit cells. Modified from [Anthoine, 1995]. . . . . . . . . . . . . . . . . . . . . . 196

IV–4 (a) Schematic representation of the REV in (a) initial state and (b) deformed state, with
the periodic boundary conditions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197

IV–5 Changes in Boom Clay pore size distribution after air injection tests, and correspond-
ing FESEM scans with zooms on the detected fissures in the horizontal and vertical
directions. Modified after [Gonzalez-Blanco and Romero, 2022]. . . . . . . . . . . . . 200

IV–6 (a) Internal visualisation of a Boom Clay sample using FESEM, after [Gonzalez-Blanco
and Romero, 2022]. (b) Physical idealisation of the microstructure. (c) Definition of the
REV. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207

IV–7 (a) Constitutive law describing the normal behaviour of a rough rock joint, modified
from [Cerfontaine et al., 2015]. (b) Definitions of the hydraulic and the mechanical
aperture in reality (left) and in the modelling (right), modified from [Marinelli et al.,
2016]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212

IV–8 Example of a channel network with the mass balance on node j. . . . . . . . . . . . . . 214

320



Appendices

IV–9 Scheme of the experimental set-up, after [Gonzalez-Blanco et al., 2016]. . . . . . . . . 220

IV–10 (a) Geometry and initial boundary conditions, with (b) the REV idealisation showing
the two orientations of the studied sample, and (c) the two configurations of the ZFD. . 221

IV–11 Evolution of the boundary conditions in terms of water and gas pressures during the
successive steps of the numerical simulation. . . . . . . . . . . . . . . . . . . . . . . . 221

IV–12 (a) Experimental data for the cumulative porosity distribution of the Boom Clay [Gonzalez-
Blanco et al., 2016], with respective fitted numerical results. (b) Experimental data for
the water retention curve of intact Boom Clay [Gonzalez-Blanco et al., 2016], together
with van Genuchten’s model fitting for an increased numbre of tubes. . . . . . . . . . . 224

IV–13 (a) Experimental data for the water and gas relative permeability curves [Volckaert et al.,
1995], with fitted numerical formulation for fractures and tubes. (b) Experimental data
for he water permeability of Boom Clay as a function of isotropic effective stress [Coll,
2005, Bésuelle et al., 2014], with fitted numerical results. . . . . . . . . . . . . . . . . 225

IV–14 Evolution of the fracture permeability with the fracture aperture for a given stress state
evolution: (a) bedding planes and (b) bridging planes. . . . . . . . . . . . . . . . . . . 226

IV–15 (a) Sketch of the mesh used for the model verification, representing a horizontal column
of Boom Clay, with (b) the REV idealisation. . . . . . . . . . . . . . . . . . . . . . . . 227

IV–16 Comparisons of the profiles of (a) gas pressures and (b) gas flux, for a REV including
10 tubes (solid line), 100 tubes (dotted-dashed line), and 1000 tubes (dotted line). . . . 228

IV–17 Comparisons between the multi-scale model (solid line) with respect to a macro-scale
model (dashed line): (a) water pressure, (b) water flux, and (c) water storage. . . . . . . 229

IV–18 Comparisons between the multi-scale model (solid line) with respect to a macro-scale
model (dashed line): (a) gas pressure, (b) gas flux, and (c) gas storage. . . . . . . . . . 229

IV–19 Comparisons between the multi-scale model (solid line) with respect to a macro-scale
model (dashed line): total flux of (a) gaseous gas, and (b) dissolved gas. (c) Saturation. . 229

IV–20 Computed versus measured [Gonzalez-Blanco et al., 2016] average axial strain for slow
injection (a) parallel and (b) normal to bedding. . . . . . . . . . . . . . . . . . . . . . 230

IV–21 Computed versus measured [Gonzalez-Blanco et al., 2016] outflow volumes for slow
injection (a) parallel and (b) normal to bedding. . . . . . . . . . . . . . . . . . . . . . 231

IV–22 Computed versus measured [Gonzalez-Blanco et al., 2016] outflow volumes for slow
injection (a) parallel and (b) normal to bedding. . . . . . . . . . . . . . . . . . . . . . 231

IV–23 Computed versus measured [Gonzalez-Blanco et al., 2016] injection and recovery pres-
sures for slow injection (a) parallel and (b) normal to bedding. . . . . . . . . . . . . . . 232

IV–24 Maps of gas pressures throughout the simulation for slow injection parallel (top) and
normal (bottom) to the bedding. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 232

IV–25 Profiles of the gaseous gas and dissolved gas total fluxes along the sample height in the
intact matrix (left) and in the ZFD (right) for slow injection (a) parallel and (b) normal
to bedding. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 233

IV–26 (a) Geometry and initial boundary conditions, with (b) the REV idealisation for the
two orientations of the sample, and (c) the two configurations of the ZFD regarding the
schematic representation of expected gas flow, conceptualised by [Gonzalez-Blanco and
Romero, 2022]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 234

IV–27 Maps of gas pressures throughout the simulation for slow injection (top) parallel and
(bottom) perpendicular to the bedding planes. . . . . . . . . . . . . . . . . . . . . . . . 235

321



Appendices

IV–28 (a) Geometry and initial boundary conditions, with (b) the REV idealisation for the
two orientations of the sample, and (c) the two configurations of the ZFD regarding the
schematic representation of expected gas flow, conceptualised by [Gonzalez-Blanco and
Romero, 2022]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 235

IV–29 Maps of gas pressure showing the evolution of the gas propagation for (a) a continuous
configuration of the ZFD, and for (b)-(d) the different discontinuous configurations of
the ZFD. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 236

IV–30 Schematic representation of the expected gas flow regimes from a disposal gallery and
the adjacent EDZ to an undisturbed clayey host rock: (a) diffusion of dissolved gas, (b)
creation of gas-specific pathways. Inspired from [Levasseur et al., 2024]. . . . . . . . . 240

V–1 Illustrative summary of the thesis, showing how the basic modes of gas transport in low-
permeable clayey rocks (top, (a)) are integrated into the second gradient H2M model and
the multi-scale HM model (middle, (b)), in order to propose a schematic representation
of the expected gas flow regimes from a disposal gallery to a clay host formation with
an EDZ (bottom, (c)). Inspired from [Levasseur et al., 2024]. . . . . . . . . . . . . . . 245

E–2 Laminar fluid flow profiles (a) between two parallel plates and (b) in a circular pipe. . . 355

E–3 Gas flow in between of water flows (a) in a fracture space and (b) in a circular pipe. . . 357

F.4 Design of the piezometer A. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 361

322



C List of Tables

I–1 Radioactive waste classification in (a) France [ANDRA, 2020] and (b) Belgium [ON-
DRAF, 2021], and its equivalence with IAEA classification in brackets [IAEA, 2009a]. . 10

II–1 Overview of some geotechnical properties of Boom Clay and Callovo-Oxfordian claystone. 34

II–2 Overview of the measured effective diffusion coefficients (including the 95% confidence
interval of the fit), for the Boom Clay (BC, top) and the Callovo-Oxfordian claystone
(COx, bottom) collected from [Jacops et al., 2016, Jacops et al., 2017b, Jacops et al.,
2017a]. nm means not measured, TAW refers to Tweede Algemene Waterpassing (Sec-
ond General Levelling), D0 values are taken from [Boudreau, 1997], kinetic diameters
are taken from [Hirschfelder et al., 1964], De f f of H2 for the COx claystone are deduced
by [Boulin, 2008]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

II–3 Summary of the fitting parameters for the retention curve and the relative permeability
curves of Boom Clay and Callovo-Oxfordian claystone. . . . . . . . . . . . . . . . . . . 59

II–4 Accepted values for the main parameters of liquid water used in numerical modelling. . . 73

II–5 Accepted values for the main parameters of the different gases used in numerical mod-
elling (T = 20◦C, pg = pw = 0.1MPa). . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

III–1 Set of Boom Clay parameters used in the E4 configuration, from [François, 2014]. . . . 150

III–2 Set of Boom Clay parameters used in the E5 configuration, from [François, 2014]. . . . 151

III–3 Size of the thinnest mesh elements. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154

III–4 Evaluation of the second gradient modulus D for the E4 and E5 meshes. . . . . . . . . . 154

III–5 Set of COx elasto-plastic mechanical parameters. . . . . . . . . . . . . . . . . . . . . . 170

III–6 Set of COx visco-plastic mechanical parameters. . . . . . . . . . . . . . . . . . . . . . 171

III–7 Set of COx hydraulic parameters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171

III–8 Set of parameters used in the different constitutive laws of the sustaining structure: clas-
sic stuffing, compressible stuffing and arch segments. . . . . . . . . . . . . . . . . . . . 172

IV–1 Set of elasto-plastic parameters of the Boom Clay, from [François, 2014]. . . . . . . . . 223

IV–2 Initial apertures and separation values obtained from different techniques by [Gonzalez-
Blanco and Romero, 2022]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 223

IV–3 Set of hydraulic parameters of the Boom Clay, from [Gonzalez-Blanco et al., 2016]. . . 226

IV–4 Set of hydromechanical parameters of the injection and recovery systems, from [Gonzalez-
Blanco et al., 2016]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 227

323



Appendices

F.1 Parameters of the piezometer A, after [Volckaert et al., 1995]. . . . . . . . . . . . . . . 361

324



Appendices

D Linearisation of the field equations for the sec-
ond gradient H2M model

The linearisation of the field Equations (III–63), (III–64), (III–65), and (III–66) of the second gradient
H2M model presented in Section 9, leading to the linear auxiliary problem of Equation (III–69), is
detailed hereafter.

D.1 Balance equations

First of all, the weak formulation of the governing Equations (III–24), (III–26), (III–27) and (III–30)
required to address boundary-value problems over large domains within a finite element framework is
recalled.∫

Ω

(
σi j
∂u∗i
∂x j

+Σi jk
∂v∗i j

∂xk
−λi j

(
∂u∗i
∂x j
− v∗i j

))
dΩ=

∫
Ω

ρmixgiu∗i dΩ+
∫
Γσ

(t̄iu∗i + T̄iv∗iknk)dΓ (D–1)

∫
Ω

λ
∗
i j

(
∂ui

∂x j
− vi j

)
dΩ= 0 (D–2)

∫
Ω

[
Ṁw p∗w + Ṁv p∗w− fw,i

∂p∗w
∂xi
− fv,i

∂p∗w
∂xi

]
dΩ=

∫
Ω

Qw p∗wdΩ−
∫
Γq

q̄w p∗wdΓ (D–3)

∫
Ω

[
Ṁg p∗g + Ṁgd p∗g− fg,i

∂p∗g
∂xi
− fgd ,i

∂p∗g
∂xi

]
dΩ=

∫
Ω

Qg p∗gdΩ−
∫
Γq

q̄g p∗gdΓ (D–4)

Since this system of highly non-linear relations is a priori not numerically satisfied at any instant t,
an iterative procedure of Newton–Raphson type is employed. To this end, time discretisation into finite
time steps ∆t (Section 9.5.3) is prerequisite which leads to two configurations. One configuration Ωt is
assumed to be known and in equilibrium with the boundary conditions at a given time t of the loading,
while the other configurationΩτ is not at equilibrium at a time (τ = t+∆t). The objective of the iterative
procedure is to find a new configuration in equilibrium at the end of the time step. Consequently, a first
guess of this new configuration close to the solution but for which the equilibrium is not met is proposed
and denoted as Ωτ1. Both configurations at time t and τ1 are assumed to be known and non-equilibrium
forces, i.e. residuals ∆τ1

1 , ∆τ1
2 , ∆τ1

3 and ∆τ1
4 appear in the four governing equations respectively:∫

Ωτ1

(
σ

τ1
i j
∂u∗i
∂xτ1

j
+Στ1

i jk
∂v∗i j

∂xτ1
k

)
dΩτ1−

∫
Ωτ1 λ

τ1
i j

(
∂u∗i
∂xτ1

j
− v∗i j

)
dΩτ1

−
∫
Ωτ1 ρ

τ1
mixgiu∗i dΩτ1−

∫
Γτ1

σ

(
t̄τ1
i u∗i + T̄ τ1

i v∗iknτ1
k
)

dΓτ1 =∆τ1
1

(D–5)

∫
Ωτ1 λ

∗
i j

(
∂uτ1

i

∂xτ1
j
− vτ1

i j

)
dΩτ1 =∆τ1

2 (D–6)

∫
Ωτ1

[
Ṁτ1

w p∗w + Ṁτ1
v p∗w− f τ1

w,i
∂p∗w
∂xτ1

i
− f τ1

v,i
∂p∗w
∂xτ1

i

]
dΩτ1−

∫
Ωτ1 Qτ1

w p∗wdΩτ1 +
∫
Γτ1 q̄τ1

w p∗wdΓτ1 =∆τ1
3

(D–7)

∫
Ωτ1

[
Ṁτ1

g p∗g + Ṁτ1
dg p∗g− f τ1

g,i
∂p∗g
∂xτ1

i
− f τ1

dg,i
∂p∗g
∂xτ1

i

]
dΩτ1−

∫
Ωτ1 Qτ1

g p∗gdΩτ1 +
∫
Γτ1 q̄τ1

g p∗gdΓτ1 =∆τ1
4

(D–8)
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The aim is now to find another configuration denotedΩτ2 close toΩτ1 for which the non-equilibrium
forces (residuals) vanish:∫
Ωτ2

(
σ

τ2
i j
∂u∗i
∂xτ2

j
+Στ2

i jk
∂v∗i j

∂xτ2
k

)
dΩτ2−

∫
Ωτ2 λ

τ2
i j

(
∂u∗i
∂xτ2

j
− v∗i j

)
dΩτ2

−
∫
Ωτ2 ρ

τ2
mixgiu∗i dΩτ2−

∫
Γτ2

σ

(
t̄τ2
i u∗i + T̄ τ2

i v∗iknτ2
k
)

dΓτ2 = 0

(D–9)

∫
Ωτ2 λ

∗
i j

(
∂uτ2

i

∂xτ2
j
− vτ2

i j

)
dΩτ2 = 0 (D–10)

∫
Ωτ2

[
Ṁτ2

w p∗w + Ṁτ2
v p∗w− f τ2

w,i
∂p∗w
∂xτ2

i
− f τ2

v,i
∂p∗w
∂xτ2

i

]
dΩτ2−

∫
Ωτ2 Qτ2

w p∗wdΩτ2 +
∫
Γτ2 q̄τ2

w p∗wdΓτ2 = 0 (D–11)

∫
Ωτ2

[
Ṁτ2

g p∗g + Ṁτ2
dg p∗g− f τ2

g,i
∂p∗g
∂xτ2

i
− f τ2

dg,i
∂p∗g
∂xτ2

i

]
dΩτ2−

∫
Ωτ2 Qτ2

g p∗gdΩτ2 +
∫
Γτ2 q̄τ2

g p∗gdΓτ2 = 0 (D–12)

Rewriting the field equations related toΩτ2 in configurationΩτ1 (using the Jacobian transformation),
assuming in addition that gi, t̄i, q̄w, q̄g, Qw, Qg are independent of the different unknown fields, and that
T i vanishes, and subtracting after all the balance equations for the two configurations yields:∫
Ωτ1

∂u∗i
∂xτ1

l

(
σ

τ2
i j
∂xτ1

l

∂xτ2
j

det(F)−σ
τ1
il

)
+
∂v∗i j

∂xτ1
l

(
Στ2

i jk
∂xτ1

l

∂xτ2
k

det(F)−Στ1
i jl

)
dΩτ1

− ∂u∗i
∂xτ1

l

(
λ

τ2
i j
∂xτ1

l

∂xτ2
j

det(F)−λ
τ1
il

)
− v∗i j

(
λ

τ2
i j det(F)−λ

τ1
i j
)

−u∗i
(
ρ

τ2
mixdet(F)−ρ

τ1
mix
)

gidΩτ1 = −∆τ1
1

(D–13)

∫
Ωτ1λ

∗
i j

(
∂uτ2

i

∂xτ1
k

∂xτ1
k

∂xτ2
j

det(F)− ∂uτ1
i

∂xτ1
1

)
−λ

∗
i j
(
vτ2

i j det(F)− vτ1
i j
)

dΩτ1 = −∆τ1
2 (D–14)

∫
Ωτ1 p∗w

(
Ṁτ2

w det(F)+ Ṁτ2
v det(F)− Ṁτ1

w − Ṁτ1
v
)

− ∂p∗w
∂xτ1

k

(
f τ2
w,i
∂xτ1

k

∂xτ2
j

det(F)+ f τ2
v,i
∂xτ1

k

∂xτ2
j

det(F)− f τ1
w,k− f τ1

v,k

)
dΩτ1 = −∆τ1

3

(D–15)

∫
Ωτ1 p∗g

(
Ṁτ2

g det(F)+ Ṁτ2
dgdet(F)− Ṁτ1

g − Ṁτ1
dg
)

−
∂p∗g
∂xτ1

k

(
f τ2
g,i
∂xτ1

k

∂xτ2
j

det(F)+ f τ2
dg,i

∂xτ1
k

∂xτ2
j

det(F)− f τ1
g,k− f τ1

dg,k

)
dΩτ1 =−∆τ1

4

(D–16)

where ∂xτ2
i

∂xτ1
j

is the Jacobian matrix of the transformation between the two configurations, and det(F) =∣∣∣∣∂xτ2
i

∂xτ1
j

∣∣∣∣ is the Jacobian determinant.
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D.2 Variations

By making the two configurations tend towards each other, which leads to the limit τ2 = τ1 the
variations of the quantities of the problem can be defined as:

dut
i = xτ2

i − xτ1
i (D–17) dν

t
i j = ν

τ2
i j −ν

τ1
i j (D–18) dλ

t
i j = λ

τ2
i j −λ

τ1
i j (D–19)

dσ
t
i j = σ

τ2
i j −σ

τ1
i j = dσ

′t
i j +bSt

rw
d pt

wδi j +b(1−St
rw
)d pt

gδi j (D–20) dΣt
i jk =Στ2

i jk−Στ1
i jk

(D–21)

dρ
t
w = ρ

τ2
w −ρ

τ1
w = ρ

t
w

d pt
w

χw
(D–22) dρ

t
g = ρ

τ2
g −ρ

τ1
g =

mH2

RT
pt

H2
+

mv

RT
pt

v (D–23)

dρ
t
s = ρ

τ2
s −ρ

τ1
s =

(b−φt)(Sw,t
r d pt

w +(1−Sw,t
r )d pt

g)+dσ′t

(1−φt)Ks
(D–24)

dφ
t = φ

τ2−φ
τ1 = (b−φ

t)

[
Sw,t

r

Ks
d pt

w +
1−Sw,t

r

Ks
d pt

g +dε
t
v

]
(D–25)

dε
t
v =

dΩt

Ωt =
∂dut

i
∂xt

i
(D–26)

dσ
τ1
il = σ

τ2
il −σ

τ1
i j = dσ

′τ1
i j −bSw,τ1

r d pτ1
w δi j−bSg,τ1

r d pτ1
g δi j (D–27)

Moreover, the Jacobian matrix F̄i j of the transformation between the two configurations Ωτ1 and Ωτ2

is approximated by using a Taylor expansion and by retaining only the linear approximation [Chambon
and Moullet, 2004], meaning that the terms of degree greater than one are discarded:

F̄i j =
∂xτ2

i

∂xτ1
j
=
∂(xτ1

i +duτ1
i )

∂xτ1
j

≈ δi j +
∂duτ1

i

∂xτ1
j

(D–28)

The Jacobian determinant becomes:

det(F) =

∣∣∣∣∣∂xτ2
i

∂xτ1
j

∣∣∣∣∣≈ 1+
∂duτ1

i

∂xτ1
j

(D–29)

Similarly and by applying the limit τ2 = τ1, the inverse relation yields:

∂xτ1
i

∂xτ2
j
=
∂(xτ2

i −duτ1
i )

∂xτ2
j

≈ δi j +
∂duτ1

i

∂xτ2
j
≈ δi j−

∂duτ1
i

∂xτ1
j

(D–30)

D.3 Linearisation

D.3.1 Balance of momentum of the mixture

The developments relative to the momentum balance equation of the mixture (D–13) are firstly con-
sidered.
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The first term can be rewritten as:

σ
τ2
i j
∂xτ1

l

∂xτ2
j

det(F)−σ
τ1
il = σ

τ2
i j

(
δ jl−

∂(xτ2
l − xτ1

l )

∂xτ2
j

)
det(F)−σ

τ1
il

= σ
τ2
il det(F)−σ

τ2
i j
∂(xτ2

l − xτ1
l )

∂xτ2
j

det(F)−σ
τ1
il

= σ
τ2
il det(F)−σ

τ2
il︸ ︷︷ ︸−σ

τ2
i j
∂(xτ2

l − xτ1
l )

∂xτ2
j

det(F)−σ
τ1
il +σ

τ2
il︸ ︷︷ ︸

= (στ2
il −σ

τ1
il )−σ

τ2
i j
∂(xτ2

l − xτ1
l )

∂xτ2
j

det(F)+σ
τ2
il (det(F)−1)

= dσ
τ1
il −σ

τ1
i j
∂duτ1

l

∂xτ1
j

(
1+

∂duτ1
l

∂xτ1
j

)
︸ ︷︷ ︸

∂duτ1
l

∂xτ1
j

+σ
τ1
il

(
1+

∂duτ1
m

∂xτ1
m
−1
)

︸ ︷︷ ︸
∂duτ1

m
∂xτ1

m

= dσ
τ1
il −σ

τ1
i j
∂duτ1

l

∂xτ1
j

+σ
τ1
il
∂duτ1

m

∂xτ1
m

(D–31)

Where the terms of order higher than one are neglected.

The second term of equation (D–13) is obtained with similar developments, including the densities
and porosity variations:

ρ
τ2
mixdet(F)−ρ

τ1
mix = ρ

τ2
mix

(
1+

∂duτ1
i

∂xτ1
j

)
−ρ

τ1
mix = dρ

τ1
mix +ρ

τ1
mix
∂duτ1

m

∂xτ1
m

= dρ
τ1
s (1−φ

τ1)−ρ
τ1
s dφ

τ1 + dρ
τ1
w Sw,τ1

r φ
τ1 +ρ

τ1
w dSw,τ1

r φ
τ1 +ρ

τ1
w Sw,τ1

r dφ
τ1

+ dρ
τ1
g (1−Sw,τ1

r )φτ1−ρ
τ1
g dSw,τ1

r φ
τ1 +ρ

τ1
g (1−Sw,τ1

r )dφ
τ1

+
(
ρ

τ1
s (1−φ

τ1)+ρ
τ1
w Sw,τ1

r φ
τ1 +ρ

τ1
g (1−Sw,τ1

r )φτ1) ∂duτ1
m

∂xτ1
m

= ρ
τ1
s
(b−φτ1)(Sw,τ1

r d pτ1
w +Sg,τ1

r d pg)−dσ′
τ1

�����
(1−φτ1)Ks

�����
(1−φ

τ1)

−
(
ρ

τ1
s −ρ

τ1
w Sw,τ1

r −ρ
τ1
g (1−Sw,τ1

r )
)
(1−φ

τ1)

(
(b−φτ1)(Sw,τ1

r d pτ1
w +Sg,τ1

r d pg)−dσ′
τ1

(1−φτ1)Ks
+dε

τ1
v

)
+ ρ

τ1
w dSw,τ1

r φ
τ1 +ρ

τ1
g (1−Sw,τ1

r )φτ1

+ ρ
τ1
w

pτ1
w

χw
Sw,τ1

r φ
τ1 +

(
dρ

τ1
g +dρ

τ1
v
)
(1−Sw,τ1

r )φτ1

+
(
ρ

τ1
s (1−φ

τ1)+ρ
τ1
w Sw,τ1

r φ
τ1 +ρ

τ1
g (1−Sw,τ1

r )φτ1) ∂duτ1
m

∂xτ1
m

(D–32)

Taking the following developments into account:

σ
τ2
i j
∂xτ1

l

∂xτ2
j

det(F)−σ
τ1
il =Cilnp

∂duτ1
n

∂xτ1
p
−bSw,τ1

r d pτ1
w δ

τ1
i j −σ

τ1
i j
∂duτ1

l

∂xτ1
j

+σ
τ1
il
∂duτ1

m

∂xτ1
m

(D–33)

Στ2
i jk
∂xτ1

l

∂xτ2
k

det(F)−Στ1
i jl = dΣτ1

i jl−Στ1
i jk
∂duτ1

l

∂xτ1
k

+Στ1
i jl
∂duτ1

m

∂xτ1
m

(D–34)
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λ
τ2
i j
∂xτ1

l

∂xτ2
j

det(F)−λ
τ1
il = dλ

τ1
il −λ

τ1
i j
∂duτ1

l

∂xτ1
j

+λ
τ1
il
∂duτ1

m

∂xτ1
m

(D–35)

λ
τ2
i j det(F)−λ

τ1
i j = dλ

τ1
i j +λ

τ1
i j
∂duτ1

m

∂xτ1
m

(D–36)

The balance of momentum of the mixture can be written as:∫
Ωτ1

∂u∗l
∂xτ1

k

(
Cilnp

∂duτ1
n

∂xτ1
p
−bSw,τ1

r d pτ1
w δ

τ1
i j −σ

τ1
i j
∂duτ1

l

∂xτ1
j

+σ
τ1
il
∂duτ1

m

∂xτ1
m

)

+
∂ν∗i j

∂xτ1
l

(
dΣτ1

i jl−Στ1
i jk
∂duτ1

l

∂xτ1
k

+Στ1
i jl
∂duτ1

m

∂xτ1
m

)
dΩτ1

−
∫
Ωτ1

∂u∗i
∂xτ1

l

(
dλ

τ1
il −λ

τ1
i j
∂duτ1

l

∂xτ1
j

+λ
τ1
il
∂duτ1

m

∂xτ1
m

)
−ν
∗
i j

(
dλ

τ1
i j +λ

τ1
i j
∂duτ1

m

∂xτ1
m

)
dΩτ1

−
∫
Ωτ1 u∗i

{
ρ

τ1
s
(b−φτ1)(Sw,τ1

r d pτ1
w +Sg,τ1

r d pτ1
g )−dσ′

τ1

Ks

−
(
ρ

τ1
s −ρ

τ1
w Sw,τ1

r −ρ
τ1
g (1−Sw,τ1

r )
)
(1−φ

τ1)

(
(b−φτ1)(Sw,τ1

r d pτ1
w +Sw,τ1

r d pτ1
w )−dσ′

τ1

(1−φτ1)Ks
+dε

τ1
v

)

+ ρ
τ1
w dSw,τ1

r φ
τ1 +ρ

τ1
g (1−Sw,τ1

r )φτ1 +ρ
τ1
w

d pτ1
w

χw
Sw,τ1

r φ
τ1 +(dρ

τ1
g +dρ

τ1
v )(1−Sw,τ1

r )φτ1

+
(
ρ

τ1
s (1−φ

τ1)+ρ
τ1
w Sw,τ1

r φ
τ1 +ρ

τ1
g (1−Sw,τ1

r )φτ1) ∂duτ1
m

∂xτ1
m

}
gidΩτ1

= −∆τ1
1

(D–37)

D.3.2 Kinematic constraint

The kinematic constraint corresponding to micro-macro continuity of the deformation gradient fields
is given by Equation (D–14).

The first term of this equation is written:

∂uτ2
i

∂xτ1
k

∂xτ1
k

∂xτ2
j

det(F)− ∂uτ1
i

∂xτ1
1

=

(
∂uτ1

i

∂xτ1
k

+
∂duτ1

i

∂xτ1
k

)(
δ jk−

∂duτ1
k

∂xτ2
j

)
det(F)− ∂uτ1

i

∂xτ1
j

=
∂uτ1

i

∂xτ1
j

det(F)+
∂duτ1

i

∂xτ1
j

det(F)− ∂uτ1
i

∂xτ1
k

∂duτ1
k

∂xτ2
j

det(F)

− ∂duτ1
i

∂xτ1
k

∂duτ1
k

∂xτ2
j

det(F)− ∂uτ1
i

∂xτ1
j

(D–38)

As previously, by making the two configurations tend towards each other (τ2= τ1) and by neglecting
terms of order higher than one, it becomes:

∂uτ2
i

∂xτ1
k

∂xτ1
k

∂xτ2
j

det(F)− ∂uτ1
i

∂xτ1
1

=
∂uτ1

i

∂xτ1
j
+
∂uτ1

i

∂xτ1
j

∂duτ1
m

∂xτ1
m
− ∂uτ1

i

∂xτ1
k

∂duτ1
k

∂xτ1
j

(D–39)

The second term of the equation reads:

vτ2
i j det(F)− vτ1

i j = dν
τ1
i j +νi j

∂duτ1
m

∂xτ1
m

(D–40)

Thus the equation becomes:∫
Ωτ1 λ

∗
i j

((
∂uτ1

i

∂xτ1
j
−ν

τ1
i j

)
∂duτ1

m

∂xτ1
m

+
∂duτ1

i

∂xτ1
j
− ∂uτ1

i

∂xτ1
k

∂duτ1
k

∂xτ1
j
−dν

τ1
i j

)
dΩτ1 = −∆τ1

2 (D–41)
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D.3.3 Water mass balance equation

The developments relative to the mass balance Equation (D–15) are now treated.
The first term of this equation is written as:

Ṁτ2
w det(F)+ Ṁτ2

v det(F)− Ṁτ1
w − Ṁτ1

v = Ṁτ2
w

(
1+

∂duτ1
i

∂xτ1
j

)
+ Ṁτ2

v

(
1+

∂duτ1
i

∂xτ1
j

)
− Ṁτ1

w − Ṁτ1
v

= dṀτ1
w︸ ︷︷ ︸

(1)

+Ṁτ1
w
∂duτ1

m

∂xτ1
m︸ ︷︷ ︸

(3)

+dṀτ1
v︸ ︷︷ ︸

(2)

+Ṁτ1
v
∂duτ1

m

∂xτ1
m︸ ︷︷ ︸

(4)

= ρ̇
τ1
w φ

τ1Sw,τ1
r︸ ︷︷ ︸

(1.1)

+ρ
τ1
w

˙φτ1Sw,τ1
r︸ ︷︷ ︸

(1.2)

+ρ
τ1
w φ

τ1Ṡw,τ1
r︸ ︷︷ ︸

(1.3)︸ ︷︷ ︸
(1)

+ ρ̇
τ1
v φ

τ1Sg,τ1
r︸ ︷︷ ︸

(2.1)

+ρ
τ1
v φ̇

τ1Sg,τ1
r︸ ︷︷ ︸

(2.2)

+ρ
τ1
v φ

τ1Ṡg,τ1
r︸ ︷︷ ︸

(2.3)︸ ︷︷ ︸
(2)

+Ṁτ1
w
∂duτ1

m

∂xτ1
m︸ ︷︷ ︸

(3)

+Ṁτ1
v
∂duτ1

m

∂xτ1
m︸ ︷︷ ︸

(4)

= dρ
τ1
w

ṗτ1
w

χw
φ

τ1Sτ1
rw
+ρwτ1

d ṗτ1
w

χw
φ

τ1Sτ1
rw
+ρ

τ1
w

ṗτ1
w

χw
dφ

τ1Sτ1
rw
+ρ

τ1
w

ṗτ1
w

χw
φ

τ1dSτ1
rw︸ ︷︷ ︸

(1.1)

+dρ
τ1
w�����
(1−φ

τ1)
(b−φτ1)(Sτ1

rw
ṗτ1

w +Sτ1
rg

ṗτ1
g )

�����
(1−φτ1)Ks

Sτ1
rw
− ρ

τ1
w�����
(1−φ

τ1)
dφτ1(Sτ1

rw
ṗτ1

w +Sτ1
rg

ṗτ1
g )

�����
(1−φτ1)Ks

Sτ1
rw

+ρ
τ1
w�����
(1−φ

τ1)
(b−φτ1)(2Sτ1

rw
dSτ1

rw
ṗτ1

w +dSτ1
rw

Sτ1
rw

ṗτ1
g )

�����
(1−φτ1)Ks

+ρ
τ1
w�����
(1−φ

τ1)
(b−φτ1)(Sτ1

rw
d ṗτ1

w +Sτ1
rw

d ṗτ1
g )

�����
(1−φτ1)Ks

Sτ1
rg

+ρ
τ1
w�����
(1−φ

τ1)
(b−φτ1)(dSτ1

rg
ṗτ1

g )

�����
(1−φτ1)Ks

Sτ1
rw

+dρ
τ1
w

(
(1−φ

τ1)ε̇τ1
v −

σ̇′
τ1

Ks

)
Sτ1

rw
+ ρ

τ1
w

(
(1−φ

τ1)dε̇
τ1
v −

dσ̇′
τ1

Ks

)
Sτ1

rw
+ρ

τ1
w

(
(1−φ

τ1)ε̇τ1
v −

σ̇′
τ1

Ks

)
dSτ1

rw︸ ︷︷ ︸
(1.2)

+dρ
τ1
w φ

τ1Ṡτ1
rw
+ρ

τ1
w dφ

τ1Ṡτ1
rw
+ρ

τ1
w φ

τ1dṠτ1
rw︸ ︷︷ ︸

(1.3)

+
mv

RT
d ṗτ1

v φ
τ1Sg,τ1

r +
mv

RT
ṗτ1

v dφ
τ1Sg,τ1

r +
mv

RT
ṗτ1

v φ
τ1dSg,τ1

r︸ ︷︷ ︸
(2.1)

+dρ
τ1
v �����
(1−φ

τ1)
(b−φτ1)(Sw,τ1

r ṗτ1
w +Sg,τ1

r ṗτ1
g )

�����
(1−φτ1)Ks

Sg,τ1
r −ρ

τ1
v �����
(1−φ

τ1)
dφτ1(Sw,τ1

r ṗτ1
w +Sg,τ1

r ṗτ1
g )

�����
(1−φτ1)Ks

Sw,τ1
g

+ρ
τ1
v �����
(1−φ

τ1)
(b−φτ1)(dSw,τ1

r ṗτ1
w )

�����
(1−φτ1)Ks

Sw,τ1
g +ρ

τ1
v �����
(1−φ

τ1)
(b−φτ1)(Sw,τ1

r d ṗτ1
w +Sg,τ1

r d ṗτ1
g )

�����
(1−φτ1)Ks

Sg,τ1
r

+ρ
τ1
v �����
(1−φ

τ1)
(b−φτ1)(Sw,τ1

r dSg,τ1
r ṗτ1

w +2Sg,τ1
r dSg,τ1

r ṗτ1
g )

�����
(1−φτ1)Ks

+dρ
τ1
v

(
(1−φ

τ1)ε̇τ1
v −

σ̇′
τ1

Ks

)
Sg,τ1

r +ρ
τ1
v

(
(1−φ

τ1)dε̇
τ1
v −

dσ̇′
τ1

Ks

)
Sg,τ1

r +ρ
τ1
v

(
(1−φ

τ1)ε̇τ1
v −

σ̇′
τ1

Ks

)
dSg,τ1

r︸ ︷︷ ︸
(2.2)

+dρ
τ1
v φ

τ1Ṡg,τ1
r +ρ

τ1
v dφ

τ1Ṡg,τ1
r +ρ

τ1
v φ

τ1dṠg,τ1
r︸ ︷︷ ︸

(2.3)

+Ṁτ1
w
∂duτ1

m

∂xτ1
m︸ ︷︷ ︸

(3)

+Ṁτ1
v
∂duτ1

m

∂xτ1
m︸ ︷︷ ︸

(4)
(D–42)
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Where:

d ṗτ1
w =

d pτ1
w

∆t
, dṠτ1

rw
=

dSτ1
rw

∆t
, d ṗτ1

v =
d pτ1

v

∆t
, dṠτ1

rg
=

dSτ1
rg

∆t
, dσ̇

′τ1 =
dσ′τ1

∆t
(D–43)

dε̇
τ1
v = d

(
Ω̇

τ1

Ωτ1

)
=
Ω̇

τ2

Ωτ2 −
Ω̇

τ1

Ωτ1 =
Ω̇

τ2

Ωτ2 −
Ω̇

τ1

Ωτ2 +
Ω̇

τ1

Ωτ2 −
Ω̇

τ1

Ωτ1 =
Ω̇

τ2− Ω̇τ1

Ωτ2 +
Ω̇

τ1

Ωτ1

−
(
Ωτ2−Ωτ1)
Ωτ2

=
Ωτ2−Ωτ1

Ωτ2∆t
+
Ω̇

τ1

Ωτ1

−
(
Ωτ2−Ωτ1)
Ωτ2

=
dΩτ1

Ωτ1∆t
− Ω̇

τ1

Ωτ1
dΩτ1

Ωτ1 =
dΩτ1

Ωτ1

(
1
∆t
− Ω̇

τ1

Ωτ1

)
=
∂duτ1

m

∂xτ1
m

(
1
∆t
− ε̇

τ1
v

)
for Ω1→Ω2

(D–44)

With ∆t being the time step and dSw,τ1
r and dSg,τ1

r depending on the choice of the retention curve.

After including all the different variations, the first term (D–42) of the water mass balance equation
can finally be expressed as:

Ṁτ2
w det(F)+ Ṁτ2

v det(F)− Ṁτ1
w − Ṁτ1

v

= ρ
τ1
w

d pτ1
w

χw

ṗτ1
w

χw
φ

τ1Sτ1
rw
+ρwτ1

d pτ1
w

∆tχw
φ

τ1Sτ1
rw
+ ρ

τ1
w

ṗτ1
w

χw
(1−φ

τ1)

(
(b−φτ1)(Sτ1

rw
d pτ1

w +Sτ1
rg

d pg)−dσ′
τ1

(1−φτ1)Ks
+
∂duτ1

m

∂xτ1
m

)
Sτ1

rw

+ ρ
τ1
w

ṗτ1
w

χw
φ

τ1dSτ1
rw
+ ρ

τ1
w

d pτ1
w

χw

(b−φτ1)(Sτ1
rw

ṗτ1
w +Sτ1

rg
ṗτ1

g )

Ks
Sτ1

rw

− ρ
τ1
w
(Sτ1

rw
ṗτ1

w +Sτ1
rg

ṗτ1
g )

Ks
Sτ1

rw
(1−φ

τ1)

(
(b−φτ1)(Sτ1

rw
d pτ1

w +Sτ1
rg

d pg)−dσ′
τ1

(1−φτ1)Ks
+
∂duτ1

m

∂xτ1
m

)

+ ρ
τ1
w
(b−φτ1)(2Sτ1

rw
dSτ1

rw
ṗτ1

w +dSτ1
rw

Sτ1
rg

ṗτ1
g )

Ks
+ ρ

τ1
w
(b−φτ1)(Sτ1

rw
d pτ1

w +Sτ1
rg

d pτ1
g )

Ks∆t
Sτ1

rw

+ ρ
τ1
w
(b−φτ1)(dSτ1

rg
ṗτ1

g )

Ks
Sτ1

rw
+ ρ

τ1
w

d pτ1
w

χw

(
(1−φ

τ1)ε̇τ1
v −

σ̇′
τ1
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)
Sτ1
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+ ρ

τ1
w

(
(1−φ)

∂duτ1
m

∂xτ1
m

(
1
∆t
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τ1
v

)
− dσ′

τ1

Ks∆t

)
Sτ1

rw

+ ρ
τ1
w

(
(1−φ

τ1)ε̇τ1
v −

σ̇′
τ1
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)
dSτ1

rw
+ ρ

τ1
w (1−φ

τ1)

(
(b−φτ1)(Sτ1

rw
d pτ1

w +Sτ1
rg

d pg)−dσ′
τ1

(1−φτ1)Ks
+
∂duτ1

m

∂xτ1
m

)
Ṡτ1

rw

+ ρ
τ1
w

d pτ1
w

χw
φ

τ1Ṡτ1
rw
+ ρ

τ1
w φ

τ1 dSτ1
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∆t
+

mv

RT
d pτ1

v

∆t
φ

τ1Sτ1
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+

mv

RT
ṗτ1

v φ
τ1dSτ1

rg
+

mv

RT
d pτ1

v
(b−φτ1)(Sτ1

rw
ṗτ1

w +Sτ1
rg

ṗτ1
g )

Ks
Sτ1
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+
mv

RT
ṗτ1

v (1−φ
τ1)

(
(b−φτ1)(Sτ1

rw
d pτ1

w +Sτ1
rw

d pg)−dσ′
τ1

(1−φτ1)Ks
+
∂duτ1

m

∂xτ1
m

)
Sτ1

rg

− ρ
τ1
v
(Sτ1

rw
ṗτ1

w +Sτ1
rg

ṗτ1
g )
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Sw,τ1

g (1−φ
τ1)

(
(b−φτ1)(Sτ1

rw
d pτ1

w +Sτ1
rg

d pg)−dσ′
τ1

(1−φτ1)Ks
+
∂duτ1

m

∂xτ1
m

)

+ ρ
τ1
v
(b−φτ1)(dSτ1

rw
ṗτ1

w )

Ks
Sw,τ1

g + ρ
τ1
v
(b−φτ1)(Sτ1

rw
d pτ1

w +Sτ1
rg

d pτ1
g )

Ks∆t
Sτ1

rg

+ ρ
τ1
v
(b−φτ1)(Sτ1

rw
dSτ1

rg
ṗτ1

w +2Sτ1
rg

dSτ1
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ṗτ1
g )
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+
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RT
d pτ1

v

(
(1−φ

τ1)ε̇τ1
v −

σ̇′
τ1
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)
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(continued on next page)
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+ ρ
τ1
v

(
(1−φ

τ1)
∂duτ1

m

∂xτ1
m

(
1
∆t
− ε̇

τ1
v

)
− dσ′

τ1

Ks∆t

)
Sτ1

rg
+ ρ

τ1
v

(
(1−φ

τ1)ε̇τ1
v −

σ̇′
τ1

Ks

)
dSτ1

rg
+

mv

RT
d pτ1

v φ
τ1Ṡg,τ1

r

+ ρ
τ1
v (1−φ

τ1)

(
(b−φτ1)(Sτ1

rw
d pτ1

w +Sτ1
rg

d pg)−dσ′
τ1

(1−φτ1)Ks
+
∂duτ1

m

∂xτ1
m

)
Ṡg,τ1

r

+ ρ
τ1
v φ

τ1 dSτ1
rg

∆t
+ Ṁτ1

w
∂duτ1

m

∂xτ1
m

+ Ṁτ1
v
∂duτ1

m

∂xτ1
m

(D–45)

The second term of the water mass balance equation is written as:

f τ2
w,i
∂xτ1

k

∂xτ2
j

det(F)+ f τ2
v,i
∂xτ1

k

∂xτ2
j

det(F)− f τ1
w,k− f τ1

v,k

= f τ2
w,i
∂xτ1

k

∂xτ2
j

(
1+

∂duτ1
i

∂xτ1
j

)
+ f τ2

v,i
∂xτ1

k

∂xτ2
j

(
1+

∂duτ1
i

∂xτ1
j

)
− f τ1

w,k− f τ1
v,k

= d f τ1
w,l︸︷︷︸

(1)

− f τ1
w,i
∂duτ1

l

∂xτ1
i︸ ︷︷ ︸

(3)

+ f τ1
w,l
∂duτ1

m

∂xτ1
m︸ ︷︷ ︸

(4)

+d f τ1
v,l︸︷︷︸

(2)

− f τ1
v,i
∂duτ1

l

∂xτ1
i︸ ︷︷ ︸

(5)

+ f τ1
v,l
∂duτ1

m

∂xτ1
m︸ ︷︷ ︸

(6)

(D–46)

Considering the variation of the liquid water advective flow and of the water vapour advective flow, as
well as the diffusion in the gaseous mixture dry air-water vapour, the equation (D–46) can be re-expressed
by developing the different terms (1) to (6) as:

f τ2
w,i
∂xτ1

k

∂xτ2
j

det(F)+ f τ2
v,i
∂xτ1

k

∂xτ2
j

det(F)− f τ1
w,k− f τ1

v,k

= −dρ
τ1
w

kint
i j kτ1

r,w

µw

(
∂pτ1

w

∂xτ1
j
+ρ

τ1
w g j

)
−ρ

τ1
w
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i j kτ1

r,w
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(
∂pτ1

w

∂xτ1
j
+ρ

τ1
w g j

)

− ρ
τ1
w
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i j dkτ1

r,w
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(
∂pτ1

w

∂xτ1
j
+ρ

τ1
w g j

)
−ρ

τ1
w
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i j kτ1

r,w
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(
d

(
∂pτ1

w

∂xτ1
j

)
+dρ

τ1
w g j

)
︸ ︷︷ ︸

(1)

− dρ
τ1
v
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i j kτ1

g,w
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(
∂pτ1

g

∂xτ1
j
+ρ

τ1
g g j

)
−ρ

τ1
v
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i j kτ1

r,g
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(
∂pτ1

g

∂xτ1
j
+ρ

τ1
g g j

)

− ρ
τ1
v
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(
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g

∂xτ1
j
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g g j

)
−ρ

τ1
v
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(
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g

∂xτ1
j
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g g j
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τ1Sg,τ1
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g

∂

∂xτ1
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(
ρτ1

v

ρτ1
g
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−φ

τ1dSg,τ1
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g

∂

∂xτ1
i

(
ρτ1

v
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g
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− φ

τ1Sg,τ1
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g

∂

∂xτ1
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(
ρτ1

v

ρτ1
g

)
−φ

τ1Sg,τ1
r τ̄Dv−gρ

τ1
g d
(

∂

∂xτ1
i

(
ρτ1

v

ρτ1
g

))
︸ ︷︷ ︸

(2)

− f τ1
w,i
∂duτ1

l

∂xτ1
i︸ ︷︷ ︸

(3)

+ f τ1
w,l
∂duτ1

m

∂xτ1
m︸ ︷︷ ︸

(4)

− f τ1
v,i
∂duτ1

l

∂xτ1
i︸ ︷︷ ︸

(5)

+ f τ1
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∂duτ1

m

∂xτ1
m︸ ︷︷ ︸

(6)
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Where dkint
i j , dkτ1

r,w and dkτ1
r,g depend on the chosen intrinsic permeability variation and water and gas

permeability curve. However, it is noteworthy to mention the following developments which include the
limit:

d

(
∂pτ1

w

∂xτ1
j

)
=
∂pτ2

w

∂xτ2
j
− ∂pτ1
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∂xτ1
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=
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− ∂pτ1
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(D–48)

d
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∂xτ1
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(
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(D–49)
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∂ρτ1

v
ρτ1

g

∂xτ1
j

=
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After including all the different variations, the second term (D–46) of the water mass balance equa-
tion can finally be expressed as:

f τ2
w,i
∂xτ1

k

∂xτ2
j
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∂xτ2
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∂xτ1
j
+ρ

τ1
w g j

)
− ρ

τ1
w

dkint
i j kτ1

r,w

µw

(
∂pτ1

w
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∂xτ1
j
+ρ

τ1
w g j

)

− ρ
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By regrouping the two terms (D–45) and (D–51), the water mass balance equation becomes:∫
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ṗτ1
g )

Ks
+ρ

τ1
w
(b−φτ1)(Sτ1

rw
d pτ1

w +Sτ1
rg

d pτ1
g )

Ks∆t
Sτ1

rw

+ ρ
τ1
w
(b−φτ1)(dSτ1

rg
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ṗτ1

v φ
τ1dSτ1

rg
+

mv

RT
d pτ1

v
(b−φτ1)(Sτ1

rw
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−
∫
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D.3.4 Gas mass balance equation

The developments relative to the mass balance Equation (D–15) are treated, similarly to the water
mass balance equation.

The first term can be expressed as a function of the different terms (1), (2), (3) and (4) as:
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+Ṁτ1
a
∂duτ1

m

∂xτ1
m︸ ︷︷ ︸

(3)

+dṀτ1
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τ1Ṡg,τ1
r +ρ

τ1
a dφ
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ṗτ1
g )

�����
(1−φτ1)Ks

+ ρ
τ1
da�����
(1−φ

τ1)
(b−φτ1)(Sτ1

rw
d ṗτ1
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After including all the variations including those introduced in Equations (D–43) and (D–44), the
first term (D–53) of the air mass balance equation can be expressed as:
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The second term of the gas mass balance equation can be re-expressed by developing the different
terms (1) to (6) as:

f τ2
a,i
∂xτ1

k

∂xτ2
j

det(F)+ f τ2
da,i

∂xτ1
k

∂xτ2
j

det(F)− f τ1
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k
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j

(
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)
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k
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j

(
1+

∂duτ1
i

∂xτ1
j

)
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a,k− f τ1
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= d f τ1
a,l︸︷︷︸

(1)

− f τ1
a,i
∂duτ1

l

∂xτ1
i︸ ︷︷ ︸
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+ f τ1
a,l
∂duτ1

m

∂xτ1
m︸ ︷︷ ︸

(4)

+d f τ1
da,l︸ ︷︷ ︸

(2)

− f τ1
da,i

∂duτ1
l

∂xτ1
i︸ ︷︷ ︸

(5)

+ f τ1
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∂duτ1
m

∂xτ1
m︸ ︷︷ ︸

(6)

= −dρ
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j
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a

ρτ1
g

)
−φ

τ1dSτ1
rg

τ̄Da−gρ
τ1
g

∂
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g
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g

∂

∂xτ1
i

(
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a
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g

)
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g d
(

∂

∂xτ1
i

(
ρτ1

a

ρτ1
g

))
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w
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∂
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∂
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(
ρτ1
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− f τ1
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∂duτ1

l

∂xτ1
i︸ ︷︷ ︸

(3)

+ f τ1
a,l
∂duτ1

m
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(5)
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m
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m︸ ︷︷ ︸

(6)

(D–57)

Where dkint
i j , dkτ1

r,w and dkτ1
r,g depend on the chosen intrinsic permeability variation and water and gas

permeability curve.
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After including all the different variations, the second term (D–57) of the gas mass balance equation
can finally be expressed as:

f τ2
a,i
∂xτ1

k

∂xτ2
j

det(F)+ f τ2
da,i

∂xτ1
k

∂xτ2
j
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By regrouping the two terms (D–56) and (D–58), the gas mass balance equation becomes:
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+
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ṗτ1

daφ
τ1dSτ1

rw
+

mda

RT
d pτ1

da

(b−φτ1)(Sτ1
rw
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dΩτ1 (continued on next page)
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−
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D.4 Element stiffness matrix

The linearisation of the field equations leads to a linear auxiliary problem that can be expressed in
matrix form as:∫
Ωτ1

[
U?,τ1
(x1,x2)

]T [
Eτ1
][

dUτ1
(x1,x2)

]
dΩτ1 =−∆τ1

1 −∆τ1
2 −∆τ1

3 −∆τ1
4 −∆τ1

5 (D–60)

Where [Eτ1] is the current element stiffness (tangent) matrix which contains all the terms of the linearised
balance equations, and may be expressed in the following form:

[
Eτ1
]
=



Eτ1
MM Eτ1

WM Eτ1
GM Eτ1

T M Eτ1
νM Eτ1

λM
Eτ1

MW Eτ1
WW Eτ1

GW Eτ1
TW Eτ1

νW Eτ1
λW

Eτ1
MG Eτ1

WG Eτ1
GG Eτ1

T G Eτ1
νG Eτ1

λG
Eτ1

MT Eτ1
WT Eτ1

GT Eτ1
T T Eτ1

νT Eτ1
λT

Eτ1
Mν

Eτ1
Wν

Eτ1
Gν

Eτ1
T ν

Eτ1
νν Eτ1

λν

Eτ1
Mλ

Eτ1
Wλ

Eτ1
Gλ

Eτ1
T λ

Eτ1
νλ

Eτ1
λλ

 (D–61)

To compute the current element stiffness matrix, it is easier to separate the different parts of the
coupled problem. The stiffness matrices of the coupling between the flow and the mechanical problems[
Eτ1

MW

]
and

[
Eτ1

MG

]
are of interest in the present work, which attempts to determine the influence of the

mechanics on the fluids.
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D.4.1 Influence of the mechanics on water (EMW )

To determine the influence of the mechanics on the water, a different geometry for the configurations
Ωτ1 and Ωτ2 as well as an identical pore water pressure can be assumed, so that the Equation (D–15) can
be written as:∫
Ωτ1

[
p?w

(
dṀw +dṀv + Ṁw

∂duτ1
m

∂xτ1
m

+ Ṁv
∂duτ1

m

∂xτ1
m

)
aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa

−∂p?w
∂xτ1

l

(
d f τ1

w,l− f τ1
w,i
∂duτ1

l

∂xτ1
i

+ f τ1
w,l
∂duτ1

m

∂xτ1
m

+d f τ1
v,l − f τ1

v,i
∂duτ1

l

∂xτ1
i

+ f τ1
v,l
∂duτ1

m

∂xτ1
m

)]
dΩτ1 = −∆τ1

3

(D–62)

To further develop this previous equation, it is splitted in different parts by taking into account the
expressions and derivatives of the masses of liquid water Mw and of water vapour Mv, and the mass flows
of liquid water fwi and of water vapour fvi , so that:

∫
Ωτ1 p?w

ρB
wSB

rw

∆t

(
φ

B∂dum

∂xm
+(b−φ

A)
V B

V A
∂dum

∂xm

)
︸ ︷︷ ︸

dṀw

+
ρB

v SB
rg

∆t

(
φ

B∂dum

∂xm
+(b−φ

A)
V B

V A
∂dum

∂xm

)
︸ ︷︷ ︸

dṀv

dΩτ1

+
∫
Ωτ1 p?w

(
Ṁw

∂duτ1
m

∂xτ1
m

+ Ṁv
∂duτ1

m

∂xτ1
m

)
dΩτ1aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa

−
∫
Ωτ1

∂p?w
∂xτ1

l

(
− f τ1

w,i
∂duτ1

l

∂xτ1
i

+ f τ1
w,l
∂duτ1

m

∂xτ1
m

)
dΩτ1−

∫
Ωτ1

∂p?w
∂xτ1

l

(
− f τ1

v,i
∂duτ1

l

∂xτ1
i

+ f τ1
v,l
∂duτ1

m

∂xτ1
m

)
dΩτ1aaaaaaaaa

−
∫
Ωτ1

∂p?w
∂xτ1

l

(
−ρw

kr,w

µw

∂kint
l j

∂εki

∂duk

∂xi

(
∂pw

∂x j
+ρwg j

)
+ρw

kint
l j kr,w

µw

∂pw

∂xk

∂duk

∂x j

)
︸ ︷︷ ︸

d f τ1
w,l

dΩτ1aaaaaaaaaaaaaaaaaa

−
∫
Ωτ1

∂p?w
∂xτ1

l

(
−ρv

kr,g

µg

∂kint
l j

∂εki

∂duk

∂xi

(
∂pg

∂x j
+ρgg j

)
+ρv

kint
l j kr,g

µg

∂pg

∂xk

∂duk

∂x j
aaaaaaaaaaaaaaaaaaaaaaaaa

−(b−φ
A)
∂dum

∂dxm
Srg τ̄Dv−aρg

∂

∂x j

(
ρv

ρg

)
+φSrg τ̄Dv−aρg

∂

∂xk

(
ρv

ρg

)
∂duk

∂x j︸ ︷︷ ︸
d f τ1

v,l

dΩτ1aaaaaa

= −∆τ1
3 aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa

(D–63)

To obtain the term of the stiffness matrix dealing with the coupling between the water flow and the
mechanical problem, i.e.

[
Eτ1

MW

]
, each contribution coming from the water mass balance equation is

computed individually:

Contribution from dṀw


d p?wdx1

d p?wdx2

FI

=
ρB

wSB
rw

∆t

 0 0 0 0
0 0 0 0

φB +(b−φA)V B

V A 0 0 φB +(b−φA)V B

V A




∂u1
∂x1
∂u1
∂x2
∂u2
∂x1
∂u2
∂x2


(D–64)
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Contribution from dṀv


d p?wdx1

d p?wdx2

FI

=
ρB

v SB
rg

∆t

 0 0 0 0
0 0 0 0

φB +(b−φA)V B

V A 0 0 φB +(b−φA)V B

V A




∂u1
∂x1
∂u1
∂x2
∂u2
∂x1
∂u2
∂x2


(D–65)

Contributions from Ṁw and Ṁv


d p?wdx1

d p?wdx2

FI

=

 0 0 0 0
0 0 0 0

Ṁw + Ṁv 0 0 Ṁw + Ṁv




∂u1
∂x1
∂u1
∂x2
∂u2
∂x1
∂u2
∂x2


(D–66)

Contributions from fw


d p?wdx1

d p?wdx2

FI

=

− f τ1
w,1 + f τ1

w,1 − f τ1
w,2 0 f τ1

w,1
f τ1
w,2 0 − f τ1

w,1 − f τ1
w,2 + f τ1

w,2
0 0 0 0




∂u1
∂x1
∂u1
∂x2
∂u2
∂x1
∂u2
∂x2


(D–67)

Contributions from fv


d p?wdx1

d p?wdx2

FI

=

− f τ1
v,1 + f τ1

v,1 − f τ1
v,2 0 f τ1

v,1
f τ1
v,2 0 − f τ1

v,1 − f τ1
v,2 + f τ1

v,2
0 0 0 0




∂u1
∂x1
∂u1
∂x2
∂u2
∂x1
∂u2
∂x2


(D–68)

Contributions from d f τ1
w,l


d p?wdx1

d p?wdx2

FI

=−ρw
kr,w

µw

(
∂pw

∂x j
+ρwg j

)
∂kint

1 j

∂ε11

∂kint
1 j

∂ε12

∂kint
1 j

∂ε21

∂kint
1 j

∂ε22
∂kint

2 j

∂ε11

∂kint
2 j

∂ε12

∂kint
2 j

∂ε21

∂kint
2 j

∂ε22

0 0 0 0




∂u1
∂x1
∂u1
∂x2
∂u2
∂x1
∂u2
∂x2
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d p?wdx1

d p?wdx2

FI

=ρw
kr,w

µw


kint

11
∂pw

∂x1
kint

12
∂pw

∂x1
kint

11
∂pw

∂x2
kint

12
∂pw

∂x2

kint
21
∂pw

∂x1
kint

22
∂pw

∂x1
kint

21
∂pw

∂x2
kint

22
∂pw

∂x2

0 0 0 0




∂u1
∂x1
∂u1
∂x2
∂u2
∂x1
∂u2
∂x2
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Contributions from d f τ1
v,l


d p?wdx1

d p?wdx2

FI

=−ρv
kr,g

µg

(
∂pg

∂x j
+ρgg j

)
∂kint

1 j

∂ε11

∂kint
1 j

∂ε12

∂kint
1 j

∂ε21

∂kint
1 j

∂ε22
∂kint

2 j

∂ε11

∂kint
2 j

∂ε12

∂kint
2 j

∂ε21

∂kint
2 j

∂ε22

0 0 0 0




∂u1
∂x1
∂u1
∂x2
∂u2
∂x1
∂u2
∂x2
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d p?wdx1

d p?wdx2

FI

=ρv
kr,g

µg


kint

11
∂pg

∂x1
kint

12
∂pg

∂x1
kint

11
∂pg

∂x2
kint

12
∂pg

∂x2

kint
21
∂pg

∂x1
kint

22
∂pg

∂x1
kint

21
∂pg

∂x2
kint

22
∂pg

∂x2

0 0 0 0




∂u1
∂x1
∂u1
∂x2
∂u2
∂x1
∂u2
∂x2
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d p?wdx1

d p?wdx2

FI

=− (b−φ
A)Srg τ̄Dv−aρg


∂
(

ρv
ρg

)
∂x j

0 0
∂
(

ρv
ρg

)
∂x j

∂
(

ρv
ρg

)
∂x j

0 0
∂
(

ρv
ρg

)
∂x j

0 0 0 0




∂u1
∂x1
∂u1
∂x2
∂u2
∂x1
∂u2
∂x2
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d p?wdx1

d p?wdx2

FI

=φSrg τ̄Dv−aρg


∂
(

ρv
ρg

)
∂x1

∂
(

ρv
ρg

)
∂x1

∂
(

ρv
ρg

)
∂x2

∂
(

ρv
ρg

)
∂x2

∂
(

ρv
ρg

)
∂x1

∂
(

ρv
ρg

)
∂x1

∂
(

ρv
ρg

)
∂x2

∂
(

ρv
ρg

)
∂x2

0 0 0 0




∂u1
∂x1
∂u1
∂x2
∂u2
∂x1
∂u2
∂x2
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∂ fw,x

∂ui
∂ fw,y

∂ui
∂Ṡrw

∂ui

=



ρw
kr,w
µw

∂kint
1 j

∂ε11

(
∂pw

∂x j
+ρwg j

)
−ρw

kr,w
µw

kint
11
∂pw

∂x1
aaaaaaaaa

+ρv
kr,g
µg

∂kint
1 j

∂ε11

(
∂pg

∂x j
+ρgg j

)
a

−ρv
kr,g
µg

kint
11
∂pg

∂x1
aaaaaaaaaaa

+(b−φA)Srg τ̄Dv−aρg
∂
(

ρv
ρg

)
∂x j

−φSrg τ̄Dv−aρg
∂
(

ρv
ρg

)
∂x1

aaaaaa
aaa

ρw
kr,w
µw

∂kint
1 j

∂ε12

(
∂pw

∂x j
+ρwg j

)
−ρw

kr,w
µw

kint
12
∂pw

∂x1
aaaaaaaaa

+ρv
kr,g
µg

∂kint
1 j

∂ε12

(
∂pg

∂x j
+ρgg j

)
−ρv

kr,g
µg

kint
12
∂pg

∂x1
aaaaaaaaa

−φSrg τ̄Dv−aρg
∂
(

ρv
ρg

)
∂x1

aaa
+ f τ1

w,2 + f τ1
v,2

ρw
kr,w
µw

∂kint
1 j

∂ε21

(
∂pw

∂x j
+ρwg j

)
−ρw

kr,w
µw

kint
11
∂pw

∂x2
aaaaaaaaa

+ρv
kr,g
µg

∂kint
1 j

∂ε21

(
∂pg

∂x j
+ρgg j

)
a

−ρv
kr,g
µg

kint
11
∂pg

∂x2
aaaaaaaaa

−φSrg τ̄Dv−aρg
∂
(

ρv
ρg

)
∂x2

aaaa

ρw
kr,w
µw

∂kint
1 j

∂ε22

(
∂pw

∂x j
+ρwg j

)
aa

−ρw
kr,w
µw
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12
∂pw

∂x2
aaaaaaaaaa

+ρv
kr,g
µg

∂kint
1 j

∂ε22

(
∂pg

∂x j
+ρgg j

)
a

−ρv
kr,g
µg

kint
12
∂pg

∂x2
aaaaaaaaaa

+(b−φA)Srg τ̄Dv−aρg
∂
(

ρv
ρg

)
∂x j

−φSrg τ̄Dv−aρg
∂
(

ρv
ρg

)
∂x2

aaaa
− f τ1

w,1− f τ1
v,1

aaaaaaaaaa

−ρw
kr,w
µw

∂kint
2 j

∂ε11

(
∂pw

∂x j
+ρwg j

)
−ρw

kr,w
µw

kint
21
∂pw

∂x1
aaaaaaaaa

+ρv
kr,g
µg

∂kint
2 j

∂ε11

(
∂pg

∂x j
+ρgg j

)
a

−ρv
kr,g
µg

kint
21
∂pg

∂x1
aaaaaaaaa

+(b−φA)Srg τ̄Dv−aρg
∂
(

ρv
ρg

)
∂x j

−φSrg τ̄Dv−aρg
∂
(

ρv
ρg

)
∂x1

aaaa
− f τ1

w,2− f τ1
v,2

aaaaaaaaaa

ρw
kr,w
µw

∂kint
2 j

∂ε12

(
∂pw

∂x j
+ρwg j

)
−ρw

kr,w
µw

kint
22
∂pw

∂x1
aaaaaaaa

+ρv
kr,g
µg

∂kint
2 j

∂ε12

(
∂pg

∂x j
+ρgg j

)
−ρv

kr,g
µg

kint
22
∂pg

∂x1
aaaaaaaa

−φSrg τ̄Dv−aρg
∂
(

ρv
ρg

)
∂x1

aa

ρw
kr,w
µw

∂kint
2 j

∂ε21

(
∂pw

∂x j
+ρwg j

)
−ρw

kr,w
µw

kint
21
∂pw

∂x2
aaaaaaaa

+ρv
kr,g
µg

∂kint
2 j

∂ε21

(
∂pg

∂x j
+ρgg j

)
−ρv

kr,g
µg

kint
21
∂pg

∂x2
aaaaaaaa

−φSrg τ̄Dv−aρg
∂
(

ρv
ρg

)
∂x2

aa
+ f τ1

w,1 + f τ1
v,1

ρw
kr,w
µw

∂kint
2 j

∂ε22

(
∂pw

∂x j
+ρwg j

)
aa

−ρw
kr,w
µw

kint
22
∂pw

∂x2
aaaaaaaaaa

+ρv
kr,g
µg

∂kint
2 j

∂ε22

(
∂pg

∂x j
+ρgg j

)
a

−ρv
kr,g
µg

kint
22
∂pg

∂x2
aaaaaaaaaa

+(b−φA)Srg τ̄Dv−aρg
∂
(

ρv
ρg

)
∂x j

−φSrg τ̄Dv−aρg
∂
(

ρv
ρg

)
∂x2

aaaaa

aaaaaaaaaa
ρB

wSB
rw

∆t

(
φB +(b−φA)V B

V A

)
+

ρB
v SB

rg

∆t

(
φB +(b−φA)V B

V A

)
+Ṁw + Ṁv

aaaaaaaaaa

0 0

aaaaaaaaaa
ρB

wSB
rw

∆t

(
φB +(b−φA)V B

V A

)
+

ρB
v SB

rg
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(
φB +(b−φA)V B

V A

)
+Ṁw + Ṁv

aaaaaaaaaa





∂u1
∂x1
∂u1
∂x2
∂u2
∂x1
∂u2
∂x2
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D.4.2 Influence of the mechanics on air (EMA)

To determine the influence of the mechanics on the air, a different geometry for the configurations
Ωτ1 and Ωτ2 as well as an identical gas pressure can be assumed, so that the Equation (D–16) can be
written as:∫
Ωτ1

[
p?g

(
dṀa +dṀda + Ṁa

∂duτ1
m

∂xτ1
m

+ Ṁda
∂duτ1

m

∂xτ1
m

)
aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa

−
∂p?g
∂xτ1

l

(
d f τ1

a,l− f τ1
a,i
∂duτ1

l

∂xτ1
i

+ f τ1
a,l
∂duτ1

m

∂xτ1
m

+d f τ1
da,l− f τ1

da,i
∂duτ1

l

∂xτ1
i

+ f τ1
da,l

∂duτ1
m

∂xτ1
m

)]
dΩτ1 = −∆τ1

4

(D–75)

To further develop the previous equation, it is splitted in different parts by taking into account the
expressions and derivatives of the masses of dry air Ma and of dissolved air Mda, and the mass flows of
dry air fai and of dissolved air fdai , so that:

∫
Ωτ1 p?g

ρB
a SB

rg

∆t

(
φ

B∂dum

∂xm
+(b−φ

A)
V B

V A
∂dum

∂xm

)
︸ ︷︷ ︸

dṀa

+
ρB

daSB
rw

∆t

(
φ

B∂dum

∂xm
+(b−φ

A)
V B

V A
∂dum

∂xm

)
︸ ︷︷ ︸

dṀda

dΩτ1

+
∫
Ωτ1 p?g

(
Ṁa

∂duτ1
m

∂xτ1
m

+ Ṁda
∂duτ1

m

∂xτ1
m

)
dΩτ1aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa

−
∫
Ωτ1

∂p?g
∂xτ1

l

(
− f τ1

a,i
∂duτ1

l

∂xτ1
i

+ f τ1
a,l
∂duτ1

m

∂xτ1
m

)
dΩτ1−

∫
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∂p?g
∂xτ1

l

(
− f τ1

da,i
∂duτ1

l

∂xτ1
i

+ f τ1
da,l

∂duτ1
m

∂xτ1
m

)
dΩτ1aaaaaaaaa

−
∫
Ωτ1

∂p?a
∂xτ1

l

(
−ρa

kr,g
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∂kint
l j

∂εki

∂duk

∂xi

(
∂pg

∂x j
+ρgg j

)
+ρa
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l j kr,g

µg

∂pg

∂xk

∂duk

∂x j
aaaaaaaaaaaaaaaaaaaaaaaaa

+(b−φ
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∂dxm
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∂

∂x j

(
ρv

ρg

)
−φSrg τ̄Dv−aρg

∂

∂xk

(
ρv

ρg

)
∂duk

∂x j︸ ︷︷ ︸
d f τ1

a,l

dΩτ1aaaaaa

−
∫
Ωτ1

∂p?g
∂xτ1

l

(
−ρda

kr,w

µw

∂kint
l j

∂εki

∂duk

∂xi

(
∂pw

∂x j
+ρwg j

)
+ρda
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l j kr,w

µw

∂pw

∂xk

∂duk

∂x j
aaaaaaaaaaaaaaaaaaaaaaaaa

−(b−φ
A)
∂dum

∂dxm
Srw τ̄Dda−wρw

∂

∂x j

(
ρda

ρw

)
+φSrw τ̄Dda−wρw

∂

∂xk

(
ρda

ρw

)
∂duk

∂x j︸ ︷︷ ︸
d f τ1

da,l

dΩτ1aaaaaa

= −∆τ1
4 aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa

(D–76)

To obtain the term of the stiffness matrix dealing with the coupling between the air flow and the me-
chanical problem, i.e.

[
Eτ1

MA

]
, each contribution coming from the air mass balance equation is computed

individually:
Contribution from dṀa


d p?g dx1

d p?g dx2

FI

=
ρB

a SB
rg

∆t

 0 0 0 0
0 0 0 0

φB +(b−φA)V B

V A 0 0 φB +(b−φA)V B

V A




∂u1
∂x1
∂u1
∂x2
∂u2
∂x1
∂u2
∂x2


(D–77)

347



Appendices

Contribution from dṀda


d p?g dx1

d p?g dx2

FI

=
ρB

daSB
rw

∆t

 0 0 0 0
0 0 0 0

φB +(b−φA)V B

V A 0 0 φB +(b−φA)V B

V A




∂u1
∂x1
∂u1
∂x2
∂u2
∂x1
∂u2
∂x2


(D–78)

Contributions from Ṁa and Ṁda


d p?g dx1

d p?g dx2

FI

=

 0 0 0 0
0 0 0 0

Ṁa + Ṁda 0 0 Ṁa + Ṁda




∂u1
∂x1
∂u1
∂x2
∂u2
∂x1
∂u2
∂x2


(D–79)

Contributions from fa


d p?g dx1

d p?g dx2

FI

=

− f τ1
a,1 + f τ1

a,1 − f τ1
a,2 0 f τ1

a,1
f τ1
a,2 0 − f τ1

a,1 − f τ1
a,2 + f τ1

a,2
0 0 0 0




∂u1
∂x1
∂u1
∂x2
∂u2
∂x1
∂u2
∂x2
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Contributions from fda


d p?g dx1

d p?g dx2

FI

=

− f τ1
da,1 + f τ1

da,1 − f τ1
da,2 0 f τ1

da,1
f τ1
da,2 0 − f τ1

da,1 − f τ1
da,2 + f τ1

da,2
0 0 0 0




∂u1
∂x1
∂u1
∂x2
∂u2
∂x1
∂u2
∂x2
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Contributions from d f τ1
a,l


d p?g dx1

d p?g dx2
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0 0 0 0
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∂x1
∂u1
∂x2
∂u2
∂x1
∂u2
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d p?g dx1

d p?g dx2
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µg
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D.5 Finite element formulation

Solving the numerical non-linear problem consists to obtain the equality between the global vector
of internal nodal forces FI,mn and the global vector of external nodal forces FE,mn . The out of balance
forces vector is computed as:

FOB,mn = FE,mn−FI,mn

= ∑
IP

[(
ṀaN (n)− fa,x

∂N (n)

∂x1
− fa,y

∂N (n)

∂x2

)
det (Ji j)WG

]
(D–90)

Where the generalised coordinates umn are continuously interpolated over the element with classical
linear interpolation functions N (n).

In order to obtain FOB,mn = 0, generalised coordinates ∆umn are iteratively corrected by:

∆umn = −

[
∂F t

OB,lk

∂umn

]−1

F t
OB,lk = − [Klkmn ]

−1 F t
OB,lk

(D–91)

Where umn is the vector of generalised coordinates gathering the mechanical and hydraulic degrees of
freedom, with m the number of degrees of freedom of the node n, and Klkmn is the stiffness matrix at time
step t.

The stiffness matrix Klkmn is computed analytically at each iteration by derivation of out of balance
forces:

Klkmn =
∂FOB,lk

∂umn

(D–92)

In the coupled finite element SGRT, each node is assigned thirteen degrees of freedom, namely one
for the x−coordinate, one for the y−coordinate, one for the water pressure pw, one for the air pressure pg,
one for the temperature T , four for the microdisplacement field νi j, and four for the Lagrange multiplier
field λi j. The stiffness matrix is expressed in the following form:
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(D–93)

In this matrix, the non-diagonal components are related to the couplings between the degrees of
freedom. The sub-matrices KMW and KMG, which integrate the influence of the mechanics on water and
air can be analytically defined.
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For KMW it reads:
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where the notation of each component of the sub-matrix KMW is referenced as follows:
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For KMG, it gives:

KMG = ∑
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where the notation of each component of the submatrix KMG is referenced as follows:
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E Micro-scale hydraulic model
E.1 Hydraulic transmissivity functions

The constitutive Equations (IV–52)-(IV–55) used to describe the advective component of the multi-
phase flow along a fracture and a tube embedded in the REV are respectively expressed as:

qαi =−
krα

µα

1
A

κ f rac
∂pα

∂xi
=−krα

µα

h3
b

12w
∂pα

∂xi
(E–98)

qαi =−
krα

µα

1
A

κtube
∂p
∂xi

=−krα

µα

π
D4

128w2
∂p
∂xi

(E–99)

where the parameters κ f rac and κtube represent the hydraulic conductivities of a fracture and a tube
respectively. In order to obtain an analytical expression for this κ parameter, it is necessary to consider
two specific channel flow models:

• Fracture: two closely-space parallel plates separated by an aperture hb.

• Tube: A cylinder of diameter Db.

The motion of compressible Newtonian fluids is described by the Navier-Stokes equations, which re-
sult from the application of the Reynolds transport theorem to the fluid density ρ and the momentum ρvi.
For the two defined geometries, the constitutive flow laws can be derived directly from Navier-Stokes
equations, which allows to directly link the fluid velocity with the opening of the microscale constituent.

On the one hand, the conservation of mass reduces to conservation of volume if a constant density is
considered and if there is no source or sink of mass:

∂vi

∂xi
(E–100)

On the other hand, the balance of the momentum integrates a source term that can be decomposed
into the surface forces (normal and shear stresses) and the body forces, such as gravity. Considering
Equation (E–100), the conservation of momentum gives the following formulation of the Navier-Stokes
equations:

ρ

(
∂vi

∂t
+ v j

∂vi

∂v j

)
= − ∂p

∂xi
+µ

∂2vi

∂x2
j
+ fi (E–101)

where ρ is the fluid density, vi are the components of the fluid velocity, t is the time, p is the pressure, µ
is the dynamic viscosity and fi is an external body force.

Fracture

Assuming that the flow between two parallel plates is a laminar flow
(

v j
∂vi

∂x j
= 0
)

under steady state

conditions
(
∂vi

∂t
= 0
)

as illustrated in Figure E–2a, the momentum Equation (E–101) reduces to Equation
(E–102) when no body force is considered:

∂2vi

∂x2
j
=

1
µ
∂p
∂xi

(E–102)

The following non-slip boundary conditions are considered at the walls:

v
(

x2 =±
h
2

)
= 0 (E–103)
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(a) (b)

Figure E–2 – Laminar fluid flow profiles (a) between two parallel plates and (b) in a circular pipe.

Moreover, the flow is only carried by the x1 component
(
∂p
∂x2

= 0
)

, which leads to the following
parabolic profile where the maximum velocity is reached in the middle of the channel:

v1(x2) =
1
2µ

((
hb

2

)2

− x2
2

)
dp
dx1

(E–104)

Then, averaging the velocity over the thickness h of the channel leads to:

q = 〈v1〉=−
1
hb

∫ hb
2

− hb
2

v1(x2)dx2

= − 1
hb

∫ hb
2

− hb
2

1
2µ
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)2

− x2
2

)
dp
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h2

b
12
· 1

µ
dp
dx1

(E–105)

Using the distance s along the channel to generalize the example, this channel flow Equation (E–105)
can be written:

q = −
h2

b
12
· 1

µ
dp
ds

(E–106)

which is function of the fracture aperture hb, and is equivalent to the Darcy’s equation with a permeability
equal to k = h2

b
12 [Darcy, 1856].

Finally, projecting the flow obtained in Equation (E–105) over the REV of section A=(w+hb)
2'w2

assuming w� hb, and considering a section of the fracture A f rac = w · hb, the following expression is
obtained:

q = −
A f rac

A
h2

b
12
· 1

µ
dp
dx1

=−1
µ

h3
b

12w
∂p
∂xi

(E–107)

which is similar to Equation (E–98) in saturated conditions, and allows to validate the parameter κ f rac

by identification.

Tube

For case of flow in a circular pipe of radius r, the geometry is characterised by an axial symmetry as
illustrated in Figure E–2b, which gives the following Navier-Stokes equations assuming a laminar flow
under steady state conditions: 

− ∂p
∂x1

+µ
[

1
r
∂
∂r

(
r∂v1
∂r

)]
= 0

−1
r
∂p
∂θ

= 0

−∂p
∂r

= 0

(E–108)
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The following non-slip boundary conditions are considered at the walls:

v1 (r = 0) 6= ∞ (E–109) v1 (r = R) = 0 (E–110)

Moreover, for a flow carried by the x1 component, the following parabolic profile is obtained where
the maximum velocity is reached in the middle of the channel:

v1(r) =
1
4µ

dp
dx1

(
r2−R2) (E–111)

Then, averaging the velocity over the section Atube of the pipe related to the section of the REV A
leads to:

q = 〈v1〉=−
1
A

∫ R

0
2πr v1(r) dr

= − 1
A

∫ R

0

1
4µ

dp
dx1

(
r2−R2)2πr dr

= − 1
A

π

8µ
∂p
∂x1

R4

(E–112)

Finally, considering a REV of section A = (w+hb)
2 ' w2 and assuming that R = D/2, the following

expression is obtained:

q = − π

µ
D4

128w2
∂p
∂x1

(E–113)

which is similar to Equation (E–99) in saturated conditions, and allows to validate the parameter κtube by
identification.

E.2 Relative permeability functions

Supposing that a wetting phase (water) and a non-wetting phase (gas), are simultaneously flowing in
the microstructure, the space occupied by one phase is logically not available for the flow of the other
phase. As a consequence, the relative permeability is introduced in Equations (IV–52)-(IV–55) as a mea-
sure of the reduction in permeability of a given phase that occurs between partially and fully saturated
conditions.

Assuming simple flow structures such as a planar interface for the fractures (Figure E–3a, [Fourar and
Lenormand, 1998]) and a single circular cylinder for the tubes of the pore space (Figure E–3b, [Yuster,
1951]), it is possible to derive a model which takes into account the interference between the two phases
through viscous considerations. In this co-axial two-phase flow, water is the wetting fluid in contact with
the walls and the gas is the non-wetting fluid that flows in between.

Fracture

From the definition of the problem in Figure E–3a, it can be stated that the shear force on the two
phases is similar at the interface given that the velocity of each phase is the same at the interface:

L ·w ·µw

(
dν1

dx2

)
w
= L ·w ·µg

(
dν1

dx2

)
g
=⇒ µw

(
dν1

dx2

)
w
= µg

(
dν1

dx2

)
g

(E–114)

where the area L ·w vanishes out.
Then, deriving Navier-Stokes’ Equation at the interface

(
x2 =

hg
2

)
in each stratum, from the form

given in Equation (E–102), leads to:
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(
dν1

dx2

)
w
=

hg

2µw

dp
dx1

+Cw (E–115)
(

dν1

dx2

)
g
=

hg

2µg

dp
dx1

+Cg (E–116)

(a) (b)

Figure E–3 – Gas flow in between of water flows (a) in a fracture space and (b) in a circular pipe.

Due to the symmetry, the derivative of the velocity equals zero in the centre of the fracture (x2 = 0),
which means that Cg = 0. Moreover, to satisfy Equation (E–114), it follows that:

µw ·Cw = µg ·Cg (E–117)

And it follows that Cw = 0.
Therefore, the generalise expression for the velocity gradient perpendicular to the direction of flow

in a fracture reads:
dν1

dx2
=

x2

µ
dp
dx1

(E–118)

Integrating this previous expression to give the velocity distribution perpendicular to the direction of
flow leads to:

ν1 =
x2

2
2µ

dp
dx1

+Z (E–119)

Applying this to the water phase, when x2 =
hb
2 , then ν1 = 0, and Equation (E–104) is obtained:

v1w =
1

2µw

((
hb

2

)2

− x2
2

)
dpw

dx1
(E–120)

Thence, the velocity at the interface is:

v1i =
1

2µw

((
hb

2

)2

−
(

hg

2

)2
)

dp
dx1

(E–121)

The expression for the velocity distribution in the gas phase is:

v1g =
x2

2
2µg

dpg

dx1
+Zg (E–122)

And at the interface:

v1i =
1

2µg

(
hg

2

)2 dp
dx1

+Zg (E–123)

Since the velocity of the two phases at the interface has been assumed to be the same, the Equations
(E–121)-(E–123) may be equated and solved to find Zg. This expression for Zg can be substituted in
Equation (E–122) to obtain the velocity profile in the gas phase:

v1g =
−1
2

[
1

µw

((
hb

2

)2

−
(

hg

2

)2
)
+

1
µg

((
hg

2

)2

− x2
2

)]
dpg

dx1
(E–124)

357



Appendices

Equations (E–120) and (E–124) give the velocity profile in the water and gas phases respectively. In
order to derive the relative permeabilities, it is necessary to calculate the average velocity of each phase
over the aperture.

For the liquid phase, it reads:

q1L =
2
hb

∫ hb
2

hb
2

ν1wdx2

=−
h2

b
12

(
1− 3

2
hg

hb
+

1
3

(
hg

hb

)3
)

1
µw

dpw

dx1

(E–125)

Knowing that hg
hb

= hb−hw
hb

= 1−Sr, it follows that:

qlL =−
h2

b
12

(
S2

r

2
(3−Sr)

)
1

µw

dpw

dx1
(E–126)

And for the gas phase, it reads:

qgL =
2
hb

∫ hb
2
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ν1gdx2
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b
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(
µg

µw

3
2

(
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)(
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(
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)

1
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dx1

=−
h2

b
12

(
3
2

µrSr (1−Sr)(2−Sr)
2 +(1−Sr)

3
)

1
µg

dpg

dx1

(E–127)

where µr =
µg
µw

is the viscosity ratio.
And so, the following longitudinal flows are obtained for both phases respectively:

qlL =−krw

h2
b

12
1

µw

∂pw

∂x1
(E–128) qgL =−krg

h2
b

12
1
µg

∂pg

∂x1
(E–129)

which gives the following relative permeabilities by identification:

krw =
S2

r

2
(3−Sr) (E–130)

krg = (1−Sr)
3 +

3
2

µrSr(1−Sr)(2−Sr) (E–131)

Tube

From the definition of the problem in Figure E–3b, it can be stated that the shear force on the two
phases is similar at the interface given that the velocity of each phase is the same at the interface:

2πrL ·µw

(
dν1

dr

)
w
= 2πrL ·µg

(
dν1

dr

)
g
=⇒ µw

(
dν1

dr

)
w
= µg

(
dν1

dr

)
g

(E–132)

where r is the radius of a cylindrical lamina, ν1 is its linear velocity, µα is the viscosity of the fluid α the
area 2πrL vanishes out.

Then, deriving Navier-Stokes’ Equation at the interface (r = 0) in each stratum, from the form given
in Equation (E–111), leads to:
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r
(

dν1

dr

)
w
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1
µw

dp
dx1

r2

2
+Cw (E–133) r

(
dν1

dr

)
g
=

1
µg

dp
dx1

r2

2
+Cg (E–134)

Due to the symmetry, the derivative of the velocity equals zero in the centre of the fracture (r = 0),
which means that Cg = 0. Moreover, to satisfy Equation (E–132), it follows that:

µw ·Cw = µg ·Cg (E–135)

And it follows that Cw = 0.
Therefore, the generalise expression for the velocity gradient perpendicular to the direction of flow

in a circular capillary reads:
dν1

dr
=

1
2µ

dp
dx1

r (E–136)

Integrating this previous expression to give the velocity distribution perpendicular to the direction of
flow leads to:

ν1 =
1

4µ
dp
dx1

r2 +Z (E–137)

Applying this to the water phase, when r = R, then ν1 = 0, and Equation (E–111) is obtained:

v1w =
1

4µw

dpw

dx1

(
R2− r2) (E–138)

Thence, the velocity at the interface where r = ri is:

v1i =
1

4µw

dp
dx1

(
R2− r2

i
)

(E–139)

The expression for the velocity distribution in the gas phase is:

v1g =
r2

4µg

dpg

dx1
+Zg (E–140)

And at the interface r = ri:

v1i =
r2

i

4µg

dp
dx1

+Zg (E–141)

Since the velocity of the two phases at the interface has been assumed to be the same, the Equations
(E–139)-(E–141) may be equated and solved to find Zg. This expression for Zg can be substituted in
Equation (E–140) to obtain the velocity profile in the gas phase:

v1g =
1
4

[
R2− r2

i

µw
+

r2
i − r2

µg

]
dpg

dx1
(E–142)

Equations (E–138) and (E–142) give the velocity profile in the water and gas phases respectively. In
order to obtain the volume rate of the two phase, it is necessary to integrate the velocities over the proper
range of radii.

The generalised equation is:

q =
∫ r2

r1

2πrν1dr (E–143)

For the water phase, it reads:

q1L =
∫ R
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(E–144)
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Knowing that πR2−πr2
i is the area of the capillary through which water is flowing, then the water

saturation in the system being considered would be:

Sw =
π
(
R2− r2

i
)

L
πR2L

=
R2− r2

i

R2 (E–145)

The relative permeability of a porous medium to a given phase is equal to the ratio of the flow rate of
that phase in multiphase flow to the flow rate when it is the only phase present with the pressure gradient
the same in both cases. On this basis, it is possible to calculate the relative permeability to the water
phase as follows:

krw =
qlL

q
=

π

8µw

(
R2− r2

i
)2 dpw

dx1

π

8µw
R4 dpw

dx1
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i

R2

)2

(E–146)

Substituting Equation (E–145) in this latter expression finally gives:

krw = S2
r (E–147)

which states that the relative permeability to water (the wetting phase) is dependent upon saturation only.

Making a proper substitution for the velocity of a lamina in the gas phase into Equation (E–143) and
integrating between the proper limits should give the rate of gas flow:

qgL =
∫ ri

0

2πr
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] (E–148)

Dividing this equation through by the equation for single phase flow of gas as was done in the case
of water in order to obtain the relative permeability gives:

krg = 2
(

r2
i

R2 −
r4

i

R4

)
µg

µw
+

r4
i

R4 (E–149)

The gas saturation in the capillary is thus expressed as:

Srg =
π

π

r2
i

R2
L
L
=

r2
i

R2 (E–150)

Substituting this expression in Equation (E–149) finally gives:

krg = 2Srg(1−Srg)
µg

µw
+S2

rg

= 2(1−Srw)Srw

µg

µw
+(1−Srw)

2
(E–151)

It is worth noted that for gas and water two-phase flows, the terms encompassing the viscosity ratio
µr =

µg
µw

are largely lower than the others and can be neglected.
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F Geometric description of the MEGAS E5 injec-
tion piezometer

Figure F.4 – Design of the piezometer A.

Table F.1 – Parameters of the piezometer A, after [Volckaert et al., 1995].

Filter No. A-17 A-18 A-19 A-20 A-21

Filter length [cm] 9 9 100 9 9

Filter external diameter [cm] 8.9 8.9 8.9 8.9 8.9

Filter internal diameter [cm] 7.9 7.9 7.9 7.9 7.9

Filter porosity [-] 0.3 0.3 0.3 0.3 0.3

Chamber internal diameter [cm] 7.7 7.7 7.7 7.7 7.7

Micro-tube internal diameter [cm] 0.2 0.2 0.2 0.2 0.2

Micro-tube length inside casing [m] 15.7 14.95 13.95 12.95 11.95

Micro-tube in the gallery [m] 1.35 1.35 1.35 1.35 1.35

Filter volume [ml] 35.63 35.63 395.84 35.63 35.63

Chamber volume [ml] 22.05 22.05 245.04 22.05 22.05

Micro-tube volume [ml] 53.56 51.21 48.07 44.92 41.78

Total dead volume [ml] 164.81 160.10 737.02 147.53 141.25
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