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People struggle in this world with competition
people have nothing that what they are provided with.

Abu Al-Atahiya

There is no rest in residence for a person of culture and intellect,
so travel and leave where you’re residing

Travel, you will find a replacement for what you have left
and strive, the sweetness of life is in striving

I’ve seen that water stagnates if still
becomes pure if it runs, but not if it does not flow

If the lion does not leave his den he cannot hunt
and the arrow will not strike without leaving its bow

If the sun stood still in its heavenly course
then people, Arab and non-Arab, it would bore

Gold dust is as the earth where commonly found
and in its land, oud is but another wood in store

If one travels, he becomes sought out
If one travels, he is honoured like gold.

Ash-Shafi’i
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RÉSUMÉ

Cette thèse de doctorat se concentre sur la modélisation des contraintes électriques imposées
par la nouvelle génération de dispositifs à semi-conducteurs sur les enroulements des machines
électriques. Nous utilisons un modèle de circuit préalablement développé dont les paramètres
ont été calculés à une seule fréquence, et nous l’améliorons en configurant correctement les
différentes techniques d’identification des paramètres en termes de précision, de complexité
de calcul et de dépendance en fréquence. Par le biais d’investigations expérimentales, nous
explorons le comportement dépendant de la fréquence du couplage capacitif et justifions son
omission dans le modèle. Les éléments dépendant de la fréquence sont initialement incor-
porés dans le domaine fréquentiel. La méthode proposée est automatique et ne nécessite pas
l’utilisation de vector fitting. La précision du modèle en domaine fréquentiel est validée sur
différents cas test en comparant les impédances calculées avec leurs valeurs mesurées respec-
tives. Ensuite, le modèle fréquentiel est utilisé pour calculer la matrice d’admittance nodale,
en se concentrant uniquement sur les nœuds d’intérêt pour un calcul simple des tensions
nodales. Ces tensions sont ensuite transformées en domaine temporel à l’aide d’une trans-
formée de Fourier rapide inverse. Pour évaluer la précision et la complexité du calcul, nous
comparons nos résultats avec une implémentation équivalente utilisant la méthode du vector
fitting. L’implémentation de la transformée de Fourier rapide inverse est automatique, deux
fois plus rapide qu’une implémentation du vector fitting et prédit avec précision les surten-
sions en domaine temporel. Cependant, elle présente des oscillations parasites qui sont con-
sidérablement réduites par l’implémentation équivalente utilisant la méthode du vector fitting.
Les tensions nodales calculées en domaine temporel sont utilisées pour déduire les tensions
inter-spires, démontrant une bonne concordance avec les mesures. La méthode proposée peut
être utilisée en entrée pour les différentes méthodes numériques employées dans la prédiction
de la défaillance prématurée des enroulements des machines électriques.

Mots-clé: bobinages des machines électriques, méthodes des éléments finis (MEF), paramètres dépen-
dents de la fréquence, simulation dans le domaine fréquentiel, simulation dans le domaine temporel,
matrice d’admittance nodale.





ABSTRACT

This Ph.D. thesis focuses on modelling the electrical constraints imposed by the new genera-
tion of semiconductor devices on electrical machine windings. We make use of a previously
developed circuit model the parameters of which were computed at a single frequency and im-
prove it by properly configuring the different parameter identification techniques in terms of
accuracy, computational complexity, and frequency dependency. Through experimental inves-
tigation, we explore the frequency-dependent behaviour of capacitive coupling and provide
justification for its neglect in the model. The frequency-dependent elements are initially incor-
porated in the frequency domain. Our proposed method is automatic and does not require the
use of any fitting technique. The accuracy of the frequency domain model is validated against
various test cases by comparing the computed impedances with their respective measured val-
ues. Subsequently, the frequency model is employed to compute the nodal admittance matrix,
focusing only on the nodes of interest for a straightforward computation of the nodal voltages.
These voltages are then transformed into the time domain using an inverse fast Fourier trans-
form. To evaluate the accuracy and computational complexity, we compare our results with
an equivalent vector fitting implementation. The inverse fast Fourier transform implementa-
tion is automatic, twice as fast as a vector fitting implementation and accurately predicts time
domain over-voltages. However, it exhibits spurious oscillations, which are substantially re-
duced by the equivalent fitting implementation. The computed time domain nodal voltages
are used to deduce the inter-turn voltages, demonstrating good agreement with time domain
measurements. The proposed method can be used as input to the various numerical methods
employed in predicting premature failure of electrical machine windings.

Keywords: windings of electrical machines, finite element method (FEM), frequency-dependent pa-
rameters, frequency domain simulation, time domain simulation, nodal admittance matrix.
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1

GENERAL INTRODUCTION

Context and motivation

The European Green Deal, released by the European Union at the end of 2019, addresses the
environmental and climate challenges faced by the European Union and its citizens [1].

Among these challenges, the continuously rising levels of Greenhouse Gas (GHG) emissions
warming our planet is of particular concern [2], [3], to which the transportation sector alone—
that includes cars, trucks, air planes, trains and ships—is responsible for 25 % and is contin-
uing to grow due to its dependence on fossil fuels as its energy source [4]. Burning of the
fossil fuels is a significant source of these GHG emissions, particularly Carbon Dioxide (CO2)
emissions [5], hence the urgency to reduce these emissions up to 90 % by the end of 2050.

The GHG emissions reduction demands the implementation of a cleaner transportation system
which explains the ongoing measures taken to ensure a smooth and urgent transition from oil-
based to electrical-based transportation [6]. While the recent technological breakthroughs that
aim at fostering electrified transportation industry are commendable, the emission reduction
objectives remain far from being achieved. Nevertheless, there is extensive support for the
potential of achieving CO2 neutrality in the foreseeable future [4], [5]. As a matter of fact,
using internal combustion engines to power vehicles is far less advantageous when compared
to electric motor drives efficiency-wise. The former can convert up to 30 % of the primary
energy, whilst the later can reach up to 90 % efficiency. Furthermore, electric motors open
up opportunities to utilize renewable energy sources, such as solar, wind and hydro, that are
carbon free [2]. Accordingly, the shift towards electrified transportation and the increasing
demand for electric propulsion necessitate a new era of automotive electrical actuation.

In consequence, power electronics has become a necessity. It facilitates the control over differ-
ent electrical quantities allowing thus for high efficiencies, which justifies its wide spread in
both domestic and industrial environments. Subsequently, and as a means to meet the power
demand surge and a higher efficiency, both the supply voltage1 and the switching frequency

1An eventual increase of the current could be considered as well, except that the conductors will be very heavy,
which is to be avoided when willing to increase the power density.



2 General Introduction

fsw are further increased [7], [8], respectively. The increase of fsw, particularly made possible
with the new generation of the semiconductor devices, offers advantages such as smaller com-
ponent size, improved control and higher power density which are favourable in embedded
systems. This is not free of shortcomings. The increase of the fsw might be of significant harm
to the nearby equipments because of the generated conducted and radiated Electromagnetic
Interference (EMI). The generated conducted EMI can be mitigated if a properly designed filter
is inserted between the power supply and the converter [9]. This is part of the electromag-
netic compatibility study which is investigated in various research works (refer to [9]–[12]).
The second inconvenience is the impact the increase of fsw and the accompanying fast tran-
sient voltages have on the Electrical Insulation System (EIS) of the supplied electrical machine;
recognized by the scientific community as one of the primary failure reasons of electrical ma-
chines [13]–[16]. The imposed high electrical constraints on the electrical machine windings
induce the generation of high electric fields between the winding turns. Once these inter-turn
electric fields exceed the Partial Discharge Inception Voltage (PDIV), the possibility of Par-
tial Discharges (PD) occurrence increases. Although considered low energetic phenomena, the
repetitive occurrences of these PD lead to the breakage of the polymeric bonds of the insulation,
accelerating thus its ageing and resulting in premature conductor short-circuits [17]. Consider-
ing this, any insulation failure—primarily caused by the imposed electrical stresses [18]—can
swiftly result in a sudden malfunction of the electrical machine [19], [20] reducing thus its
lifespan.

The EIS of electrical machine windings plays a crucial role since it ensures the galvanic sepa-
ration between the different conductive components of the electrical machines windings. The
EIS is made of three insulation groups as portrayed in Fig. 1, where (a) is the insulation be-
tween the conductors of different phases (1), (b) is the insulation between each conductor and
the The ground (GND) (2), and (c) is the insulation between turns (3), henceforth referred to as
inter-turn insulation.

1

2

b

a

3

c

1

FIGURE 1: The Electrical Insulation System of rotating electrical machines (ac-
cording to the standard IEC/TS 60034-18-41).

The insulation between the different phases of the winding is characterized by a significant
thickness and a tensile strength. It hence ought to be able to withstand high temperatures by
quickly dissipating the generated Joule losses heating within the winding. The insulation be-
tween each conductor of the winding and the GND is subject to high mechanical and electrical
stresses which justifies its larger thickness compared to the other insulation types of the EIS.
The last type of insulation, the inter-turn insulation which is usually a thin layer of enamel
made of an organic chemical composition, is particularly the most susceptible to electrical

Ph.D. thesis by Kaoutar HAZIM, 2023.
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stresses, especially for random wound windings [17], [21], where there is a probability that
electrically distant turns may be geometrically adjacent. In addition, the inter-turn faults are
considered to be the most serious of winding faults [22], [23].

Correspondingly, numerous attempts have been made to quantitatively evaluate the risk of PD
in electrical windings [24]–[26], most of which rely on Paschen’s law as a PD risk criterion.
It is an efficient and an easy to implement technique that enables the evaluation of the PD
occurrence probability by comparing the electric field between the considered conductors to
the chosen PD risk criterion [27]. It has been demonstrated in [28] that this can be implemented
using finite element computations provided that the voltage difference between the conductors
is known. Appropriately, the prediction of the electrical field stresses occurring within the
electrical machine windings requires first, the prediction of the inter-turn voltage distribution,
then, the calculation of the PD occurrence probability. Hence, the need of well parametrized
models of the electrical machines windings.

Dissertation goals

In this work, we focus on the impact of the switching frequency increase on the EIS of electrical
machine windings, in particular the inter-turn insulation. As a matter of fact, the harmonically
rich input voltage imposed on the windings ends up exciting the different parasitic elements
of the studied energy conversion system, therefore generating a non-linear distribution of the
voltage across the turns of the winding. Depending on the switching frequency as well as
the rise time, the voltage amplitude can reach up to triple the value of the input voltage VDC.
The higher the potential difference between turns, the higher the electrical stress and the more
prone PD are to occur [28]–[30]. Accordingly, the objective of this research work is to develop
a model that predicts the inter-turn voltage distribution within the turns of the electrical wind-
ing. This will serve as an input to the various numerical efforts [24], [31] dedicated to calculate
the PD occurrence probability, e.g. using Paschen’s law [28], [32], [33].

Previous research work [34] has introduced a phenomenological elementary Lumped Param-
eter Model (LPM) defined per turn, modelling the different electromagnetic phenomena that
take place within the windings. Its main limitation lies in its parametrization: while some pa-
rameters were evaluated analytically, at one frequency, others were evaluated numerically or
deduced from experimental measurements. This hinders the usage of the model as a predictive
tool. Even though Toudji in [17] improved the model parametrization by proposing a method
enabling the computations of its parameter values numerically, inter-turn dielectric losses as
well as the proximity effects were not properly taken into account. Additionally, the model
parameters were also estimated at the first resonance frequency only, neglecting therefore their
frequency dependent behaviour.

Our aim is to propose a predictive diagnostic tool that enables an accurate estimation of the
inter-turn voltage distribution by accounting for the different frequency dependencies of the
previously proposed LPM in both frequency domain and time domain. While developing the
model, different constraints are to be dealt with, like for example the computational complex-
ity of the proposed numerical tool which ought to have a reasonable value without inducing
any loss of accuracy given the size of electrical machines. Consequently, the adopted research
methodology to address the faced challenges and reach the fixed goal is as follows:

- use an electrical winding model that is as computationally light as possible, while still accu-
rate enough to capture the phenomena of interest;

Ph.D. thesis by Kaoutar HAZIM, 2023.
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- study the frequency dependent behaviour of the capacitive coupling, previously neglected;

- propose a Finite Element Method (FEM) model that will allow the prediction of the parame-
ters of the winding model by inspection over the frequency range of interest;

- propose a method to account for the various frequency behaviours in frequency domain sim-
ulations;

- validate the frequency domain model by confronting the output of the model to the experi-
mental measurement data of representative case studies;

- propose a method to include this frequency dependency in time domain to compute the volt-
age distribution;

- validate the time domain model by comparing the computations with the measurements.

In order to achieve this, we re-implemented the methodology proposed in [17] and used it as
benchmark to evaluate the benefits of the model proposed in this work.

Thesis outline

This work is divided into three chapters.

The first chapter is a state of the art that introduces the different electrical winding mod-
els found in the literature. Accordingly, the previously developed models alongside their
parametrization are presented, compared and their limitations elaborated. Then follows the
description of the different techniques that account for the frequency dependent behaviour of
the winding of electrical machines in both frequency and time domain simulations.

The second chapter details the chosen frequency domain model of electrical machine windings
by first presenting the different identification techniques that can be used to compute the values
of the parameters by inspection. The frequency dependent behaviour of the used dielectrics is
investigated experimentally. Then, a verification and a comparison of the different identifica-
tion techniques according to both their computational complexity and accuracy is performed
and the choice of one over another is justified. Subsequently, the developed frequency do-
main elementary cell of the winding where the various frequency dependencies are included
is presented. Finally comes the experimental validation of the model performed on various
windings with and without a magnetic core.

The third chapter addresses the time domain modelling of the electrical windings. It starts
by investigating the usage of equivalent circuits per turn and highlights the encountered diffi-
culties when accounting for the different mutual couplings in time domain simulations. After
that, the usage of the frequency domain nodal analysis to compute the nodal admittance matrix
is justified and its computation by inspection described. Then, a new technique to reduce the
proposed model of the winding to the nodes of interest is presented and the computation of
the nodal voltages using IFFT is described. The experimental investigation is performed and
the results are confronted to those deduced for an equivalent VF implementation. Finally, a
comparison with the computed results when adopting the previous developed model [17] is
presented to justify the purpose of this research work.

Ph.D. thesis by Kaoutar HAZIM, 2023.
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Publications and International Conferences

The main contributions of this thesis have been showcased in the subsequent peer-reviewed
journals and international conferences:

Publication in Peer-Reviewed International Journals

- "2D Electrostatic Modelling of Twisted Pairs" in the International Journal for Computation
and Mathematics in Electrical and Electronic Engineering (COMPEL), volume 41, pages 48–
63, 2022.

International Conferences

- Poster presentation at the International Conference Compumag 2023. Title: A Circuit Model
Accounting for the frequency dependent Behaviour of Electrical Machine Windings. The
conference took place in Japan from May 22nd to May 26th, 2023.

- Poster presentation at the International Conference Compumag 2021. Title: Frequency De-
pendent Behaviour of the Lumped Parameter Model of the Windings of Electrical Machines
in Transient Simulations. The conference was held online from January 16th to January 20th,
2022.

- Oral presentation at the 12th International Symposium on Electric and Magnetic Fields (EMF
2021). Title: A frequency dependent Behaviour of the Lumped Parameter Model of the Wind-
ings of Electrical Machines in Transient Simulations. The symposium was held online from
July 6th to July 8th, 2021.
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1.1 Introduction

Power electronics has become essential in a wide variety of electrical devices. It has rev-
olutionized both the generation and consumption of electrical power, and continues to

expand its domain of applications, in particular with respect to electric vehicles and future elec-
tric planes [35], [36]. For these applications, in order to achieve the highest efficiency with the
smallest size (and mass) at an acceptable cost [37], a primary focus of recent developments has
been on increasing the switching frequency, which will lead to an increase of the power density.
This has been made possible by the introduction, during the last decade, of new generations of
wide-gap semiconductor devices [38], in particular Silicon Carbide (SiC) and Gallium Nitride
(GaN) [39]–[41]. The effect of this high frequency power electronics revolution has been partic-
ularly significant in the design and operation of electric motor control through variable speed
drives [12], [42].

In this thesis, we focus on the effect of the increase of the switching frequency of motor drives
on the actual electric machines, specifically on their windings. Indeed, this frequency increase
comes with its inconveniences. First, the very fast commutations of the switching devices result
in an increased pollution of the electromagnetic environment by generating electromagnetic
interferences both conducted and radiated [9], [43]. Second, the switching frequency increase
(with the accompanying decrease in voltage rise and fall times) imposes higher electrical con-
straints on the EIS of the windings of electrical machines, more specifically the inter-turn insu-
lation. In this study we will target the latter, and consider the representative energy conversion
system depicted in Fig. 1.1, where Vt1 refers to the voltage imposed on the electrical machine.
The chosen notation for this voltage is justified in the ensuing chapter.

D
C

po
w

er
su

pp
ly

Converter Cable Electrical
machine

Overvoltage

VDC VD

Vt1

Vt1

Time

Time

Vt1

FIGURE 1.1: The considered energy conversion system.

The considered energy conversion system consists of a DC power feeding a static converter
composed of controlled switches made of diodes and transistors that switch states (On-Off)
according to the switching frequency. The switching of these elements generates a chopped
voltage supplying the electrical machine through a cable. A typical elementary cell of a con-
verter resembles the one seen in Fig. 1.2, where VDC refers to the voltage supply and VD the
voltage across the diode supplying the cable.
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VDC

VD

FIGURE 1.2: A typical elementary cell of a transistor based static converter.

The converter is connected to the electrical machine through a cable of a given length that de-
pends on the desired design flexibility and motor drive modularity. In effect, the cables linking
the converter to the machine combined with the parasitic components of the windings can
lead to voltage surges at the terminals of the machine [44]; this is because the high frequency
chopped input voltage VD excites the parasitic elements of both the winding and the cable. The
steeper the input voltage is (small rise time tr), the higher the voltage surge across the wind-
ing. When a steep-fronted voltage propagates within the cable, wave reflection phenomena
and impedance mismatch take place at its extremities [7], [45]–[48]. With the impedance of
the machine being superior to that of the cable, a reflection occurs on the machine side with
a coefficient close to 1. On the converter side, on the other hand, an electrical wave reflection
of a coefficient close to -1 takes place [12], [49]. This is depicted in Fig. 1.1. Hence, the longer
the cable alongside the different parasitic elements of the windings, the sharper the electrical
constraints are, which causes a non-uniform voltage distribution within the winding turns [47],
[50], [51]. Moreover, some configurations may be programmed to impose two sufficiently close
switchings, that the occurring reflection phenomena are combined and result in an even larger
over-voltage at the extremities of the electrical machine [12], [52].

These imposed electrical constraints remain concentrated at the first turns of the winding most
of the time and if they exceed the PDIV, the possibility of having PD increases. The occurrence
of the latter may result in an inter-turn local fault, implying higher thermal stresses that the
electrical machine has to withstand [53]. This accelerates the ageing of the EIS of the machine
connected as a load, especially during the switching transitions [54]. Moreover, the expansion
of the local fault can eventually lead to the premature breakdown of the machine [55]. For this
reason the reliability of the electrical machine depends primarily on its EIS [56], [57].

Taking everything into account, the PD as well as the velocity of the resulting EIS ageing rely
mainly on the inter-turn voltage characteristics, insulation design and temperature. Hence, in
order to develop a predictive tool that enables the prediction of the PD whereabouts, the inter-
turn voltage distribution has to be computed before/during the design phase of the electrical
machine. In order to achieve the latter, a model of the winding has to be developed.

At first thought, the usage of a brute-force model of the entire electrical machine might seem
tempting: a full 3D geometrical definition of the machine (a number of turns wound on a mag-
netic core) followed by the numerical resolution of the full-wave Maxwell’s equations. How-
ever, the usage of the brute-force model is hindered by the enormous computational resources
required (CPU time and memory), no matter the chosen numerical method (FEM, Finite Differ-
ence Method (FDM), Method of Moments (MoM), ...). In addition, while we are interested in
the frequency response of the windings from DC to high frequencies, stable broadband models
are hard to achieve [58]–[61]. Lighter models of the windings are thus clearly needed [62]–[64].
A possible simplification can be performed to alleviate the time expenses by adopting the cor-
responding 2D electromagnetic field models, by accounting for the connections between the
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2D model of winding turns via electrical circuits consisting of inductances, resistances, capac-
itances, current and voltage sources [65]–[68]. Therefore, the voltage drops and the currents
in the turns are considered unknowns of the system, and are added to the set of field equa-
tions [69]. However the computational cost of solving the field coupled equations remains
very high which prevents such an approach to be implemented when opting to develop an
electrical winding design tool.

As a means to overcome the aforementioned limitations, circuit models were introduced [17],
[34], [55], [70], [71]. Not only are they fast compared to the previously mentioned numerical
methods, but they also offer a close technical understanding of the modelled system, in our
case, electrical machine windings. There are two commonly used circuit models to emulate
electrical machine windings: TLM and LPM [72]–[74].

The first circuit model TLM, also referred as transmission line matrix [75], was developed in
1971 by Johns and Beurle [76] to model electromagnetic waves propagating through space and
time. This model uses equivalent circuit elements, i.e. inductances, resistances and capaci-
tances connected in parallel and in series configurations to represent the distributed effects of
transmission lines [77]. In the case of a bundle of conductors, as in the winding of electrical
machines, the conductors in the slots are replaced by equivalent wires [78], [79] so as to con-
sider the distributed nature of the turns. Thus, a difficulty is faced in extracting the inter-turn
voltages because the TLM describes the electromagnetic phenomena occurring on a distributed
cell level instead of a turn. Another difficulty is faced when the conductors are rearranged [17],
[34] since this rearrangement affects the impedance as well as the propagation characteristics
of the transmission line. This model is thereupon forsaken given our interest in the inter-turn
voltage distribution. For an elaborate discussion on this model, it is helpful to refer to [17], [34],
[77].

The second circuit model LPM, models the winding using discrete electrical elements and
grants its modelling on a turn level. For this thesis, our attention is directed toward a LPM
presented in previous research works initially developed by Mihaila [55], where the model
parameters were calculated analytically. This was later on improved by Toudji [17], where
the values of the parameters were computed numerically. Our objective is to further improve
the resulting LPM by accounting for the frequency dependency of its electrical parameters in
both frequency domain and time domain, for an accurate prediction of the inter-turn voltage
distributions in a larger frequency spectrum.

This chapter is organised as follows: the first section 1.2 presents an insight on the LPM of
electrical machine windings, the different approaches in which it can be used, the adopted
topology as well as the previously adopted parametrization techniques of its elements [34],
[55]. Next, we mention the enhancements provided by Toudji [17] in section 1.2.2, followed
by the limitations of its parametrization. Then, the different frequency behaviours of the elec-
trical parameters defining the adopted circuit topology are presented and elaborated on in
section 1.3. Following this, the different methods suggested in the literature accounting for the
frequency dependency of these electrical parameters are outlined in section 1.4. These methods
can be grouped in two categories: numerical methods and circuit methods. Willing to conserve
the circuit character of the adopted model, we focus on the different circuit models that al-
low accounting for the frequency dependency of the parameters. These electrical networks
are deduced after applying fitting techniques. Accordingly, three different fitting methods are
presented and compared in section 1.4.3.
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1.2 Lumped Parameters Model of electrical machine windings

In order to accurately predict the inter-turn voltage distribution within the windings of elec-
trical machines, a proper model of its winding is needed. This work focuses on improving
the previously proposed LPM of electrical machine windings, extensively used in the litera-
ture [34], [37], [80]–[83], that enables a straightforward access to the inter-turn voltage distri-
bution. But first, a reminder of its structure as well as an insight on the different approaches in
which it can be used are provided.

The LPM provides a discrete association of lumped resistances, inductances and capacitances
either representing the studied system as a whole or as an association of its portions each
emulated with a RLC circuit. When choosing to implement the latter, a quasi-linear voltage
is required across each association of the LPM representing a portion of the studied system.
Therefore, the length of the longest element represented by each portion should be shorter
than the smallest wavelength of the frequency range of interest [81].

In light of this, the LPM can be configured under two approaches: either a systemic approach [71],
[84], [85] or a phenomenological approach [17], [34] as seen in Fig. 1.3.

LPM approaches

Systemic Phenomenological

• Black-box modelling
• The elements of the

LPM have no physical
meaning

• Numerical link be-
tween inputs & out-
puts

• White-box modelling
• The elements of the

LPM have a physical
meaning

• Physical link between
inputs & outputs

FIGURE 1.3: The two approaches that can be adopted when using a lumped
parameter model.

The systemic approach describes the behaviour of the system as if it were a “black-box” [46],
[86], [87], and so the internal structure is unknown to the user (or is of no interest to them). This
approach is mainly used when the physical processes of the studied system are poorly under-
stood or are very complex, and can be very useful since it provides an accurate prediction of
the behaviour of the system. In this case, the values of the lumped parameters are determined
through a fitting technique by forcing the electrical components association to reproduce the
frequency behaviour of the studied system. Accordingly, the input and output of the system
are linked through mathematical expressions and thus the deduced electrical parameters of the
LPM have no direct physical interpretation. This approach was used by Gustavsen [86] where
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he modelled a two-winding power transformer. First, the frequency response of the trans-
former was measured on a wide frequency range extending from 50 Hz to 1 MHz, that was
later on represented using a LPM configuration reproducing the same frequency behaviour.
However, although the accuracy of the proposed model was verified through experimental
validation, the internal behaviour per turn cannot be extracted. Similarly, in [88], the author
presented a broadband equivalent circuit model of synchronous machines, by first measuring
its impedance on the frequency range of interest; then, its response is modelled with differ-
ent RLC circuits where each one is computed based on a resonance point. The different RLC
circuits are eventually cascaded. Likewise, Idir [89] measured the wideband impedance char-
acteristics of synchronous machine, then used empirical and asymptotic formulae to deduce
the equivalent LPM model from 10 kHz to 30 MHz. With this in mind, using this approach
does not allow for an investigation of the winding on a turn level, and is therefore cast aside.

Conversely, the phenomenological approach takes into account the occurring physical phe-
nomena within the system, whether resistive, inductive or capacitive, by modelling them us-
ing either a resistor, an inductor or a capacitor, respectively. Also referred to as “white-box”
modelling, this approach is typically used when the underlying occurring phenomena govern-
ing the studied system are well understood. This allows to link the inputs and outputs of the
studied system in a physical way rather than with purely mathematical relations that allow
no formal links to the underlying physical phenomena. Thus, a physical understanding and
interpretation of the outputs can be achieved [17]. This approach makes it possible to study
the outputs of the model while also having the ability to trace back to the influencing inputs.
For instance, Moreau [81] used the elementary electrical cell presented in Fig. 1.4 to model
self effect of a transformer winding. The element Rsi stands for the ohmic losses generated by
both the self-skin effect in the electrical mesh and the induced current loops in the remaining
electrical meshes of the model. The element Lsi , on the other hand, models the electromotive
force generated by the current flowing through the electrical mesh. The coupling to the GND
is taken into account using the elements RGi and CGi placed in parallel. This chosen model for
the capacitive coupling is further elaborated on in section 1.3.4.

RGi

2
CGi

2

Rsi Lsi

RGi

2
CGi

2

FIGURE 1.4: A lumped parameter model of the self effect of a transformer ele-
mentary cell used in [81].

The mutual effect between the different electrical meshes describing the winding is modelled
using the elementary cell seen in Fig. 1.5, where the elements Rij and Mij model the resistive
and mutual inductive couplings between the electrical meshes, respectively. As a matter of fact,
the term Rij models the eddy currents loop that develop in the different conductive materials.
The capacitive coupling between the electrical meshes is taken into account with Ctij in parallel
with Rtij .
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Rtij
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Ctij

2

Rsi Lsi

Rsj
Lsj

Rij Mij
Rtij

2

Ctij

2

The ith turn

The jth turn

FIGURE 1.5: A lumped parameter model of the mutual effect between the ith

and jth elementary cells of the transformer used in [81].

In [90], Mirafzal proposed a standard T-equivalent phase level circuit to model a three phase
induction motor. The chosen circuit model is an extension of the IEEE Standard 112 low-
frequency circuit model [91]. The model reproduces the frequency behaviour of the motor
over a wide frequency range (from 10 Hz to 10 MHz). Perisse in [71], proposed a model of an
induction machine discretized on a turn level, where each turn was modelled using the LPM
circuit represented in Fig. 1.6, where only the mutual inductive coupling between adjacent
turns was taken into account. The capacitive coupling between turns was accounted for using
a capacitance Ctij in parallel with a resistance Rtij and was only accounted for adjacent turns as
well.

Rtij

Ctij

Rsi Lsi

CGi RGi

FIGURE 1.6: The lumped parameter model used by Perisse [71] to model an
induction machine.

Mihaila followed the same approach [34], and modelled each turn of the machine using the
LPM seen in Fig. 1.7. Unlike Perisse [71], the mutual inductive coupling Mij between all turns
(not only adjacent ones) was taken into account. The resistance Rsi describes the Joule losses
that occur in each turn. The electromotive force generated by the magnetic flux that crosses
each turn is taken into account by the inductance Lsi placed in parallel with the resistance Rpi
that accounts for the occurring iron losses when a magnetic material is inserted. The capacitive
coupling of the turn with the magnetic material (considered the GND) is modelled with CGi in
parallel RGi and to the other turns with Ctij in parallel with Rtij . Here, the capacitance represents
the stored electrostatic energy, whereas the parallel resistance models the dielectric losses. This
will be elaborated in section 1.3.4. Henceforth, the input node to the ith turn is refereed to as
“ti”.

Using the LPM in the phenomenological approach proposed by Mihaila allows for a discrete
modelling of one turn at a time, hence an easier computation of the inter-turn voltages and it is
therefore chosen as the basis model for this research work. Subsequently, the adopted topology
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will be further elaborated through a test case in section 1.2.1. Moreover, properly setting up
the parameters of the chosen circuit model is of equal importance, as it strongly affects the
accuracy level of the computed inter-turn voltage distribution. There are three methods to
assign values to its electrical parameters: either determine their values numerically, deduce
them from measurements, or compute them using numerical techniques. The pros and cons of
each one of the parametrization techniques are further elaborated in section 1.2.2.

Mij

ti Rsi

Ii

Lsi

RGi CGi

Rpi

Ctij

Rtij

jth turn

Self behaviour

The inter-turn capacitive coupling

The turn-to-GND capacitive coupling

(i − 1)th turn (i + 1)th turn

FIGURE 1.7: A lumped parameter model of a winding turn of the studied elec-
trical machine [17].

1.2.1 The adopted topology of the winding of electrical machines

As previously stated, the proposed phenomenological LPM by Mihaila [34] is chosen to be our
basis model. It allows to emulate the different electromagnetic phenomena on a turn level while
maintaining the different couplings (both capacitive and inductive) between turns. Hence, it
provides a straightforward access to the inter-turn voltage distribution within the windings.
The model of the entire winding of the studied electrical machine can be deduced by repro-
ducing the elementary cell (see Fig 1.7) of a turn as many times as the number of turns and by
respecting the arrangement of the winding.

An example of a three turns winding sample arrangement wounded on a magnetic tooth is
presented in Fig. 1.8; it has the corresponding LPM depicted in Fig. 1.9. Each labelled node (t1,
t2, and t3) refers to the entry point of a turn (first, second and third, respectively) from which
the voltages are computed using the chosen circuit simulator. The mutual inductive coupling,
although not represented for readability purposes, was also taken into account. Taking as an
example the second turn, its inductive coupling with the remaining turns is accounted for using
the following mutual inductances Mij: M21 and M23, where the subscript “i” refers to the turn
in question (the second), whereas “j” refers to the remaining turns.
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FIGURE 1.8: An example of a three turns winding arrangement placed on a
magnetic tooth.

Ct12

Rt12

Ct13
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t1 Rs1 Ls1

Rp1
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RG1 CG1

t2

Ct23

Rt23

Rs2 Ls2

Rp2

I2

RG2 CG2

t3 I3 Rs3 Ls3

Rp3

Input Output

FIGURE 1.9: The corresponding lumped parameter model of the three turns
winding seen in Fig. 1.8.
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Although Mihaila has only taken into account the capacitive coupling between adjacent turns,
for this small case study, we have represented all couplings. In the case of the absence of the
magnetic core, the three turns winding model becomes the circuit seen in Fig. 1.10.

Ct12

Rt12

Ct13

Rt13

t1 Rs1 Ls1 I1
t2

Ct23

Rt23

Rs2 Ls2 I2
t3 I3 Rs3

Ls3

Input Output

FIGURE 1.10: The corresponding lumped parameter model of the three turns
winding seen in Fig. 1.8 when no magnetic core is inserted.

For an accurate prediction of the inter-turn voltage distribution, a precise computation of the
values of the electrical parameters defining the chosen model is necessary. In the next section,
we will study the different parametrization techniques and compare those previously proposed
for the adopted LPM [17], [55].

1.2.2 Parametrization of the adopted topology

An accurate modelling of the electrical machine windings depends on the values given to its
electrical model parameters: Rsi , Lsi , Mij, Ctij , CGi , Rtij , RGi , and, Rpi . These electrical parame-
ters could either be determined analytically [55], [92], [93], deduced from measurements [94]–
[96], or, computed using numerical methods [17], [97] as described in Fig. 1.11.

Although useful when solving engineering problems, the analytical parameter determination
technique relies on mathematical models based on a number of assumptions that may not be
valid or accurate enough to be fully representative of the studied system. This eventually re-
duces its range of validity because of the large number of the required presuppositions. More-
over, it is most of the time defined for a given geometry, having therefore a lack of generality.

On the other hand, deducing the values of the electrical parameters from measurements may
result in a reduced accuracy due to the fact that the performed measurements can be affected
by numerous factors such as the noise, instrument resolution and measurements errors, among
others. Additionally, since the objective of this work is to predict the inter-turn voltage distri-
bution before (or during) the design phase of the machine, this method is cast aside.
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On the contrary, using numerical methods to determine by inspection the values of the elec-
trical parameters defining the model, allows for a prediction of their values even for complex
geometries. There is a variety of numerical methods that can be used to study electromagnetic
problems: FEM, FDM, MoM, Boundary Element Method (BEM) and Finite Volume Method
(FVM) [98]–[100], the choice of the appropriate numerical method to use depends on the com-
plexity of the studied problem, the required accuracy, programming ease and simulation time
amongst others. The comparison of these numerical methods is detailed in [98], [101], [102].

LPM parametrization

From MeasurementsAnalytical Numerical

• Allows for value pre-
diction

• Has a reduced range
of validity

• Not defined for all
geometries

• Does not allow for
value prediction

• Prone to noise

• Allows for value pre-
diction

• Used for complex ge-
ometries

• Accurate values but
computationnaly ex-
pensive

FIGURE 1.11: The lumped parameter model parametrization techniques.

Evaluating the strengths and weaknesses of each parameter determination method discussed
herein, numerical methods are far ahead of its competitors, in particular FEM because it allows
for taking into account all the occurring phenomena with no simplifying hypotheses whatso-
ever [17]. In addition, it also takes into consideration the studied geometry of the conductors
and most importantly, permits the establishment of a predictive model.

Now that the basis circuit model to build from has been chosen and the context appropriate
parametrization technique selected, a comparison of the parametrization technique proposed
by Mihaila [55] and the parametrization improvements made by Toudji [17] is performed.

Mihaila [55] neglected proximity effect, thus the series turn resistance, in his work, only mod-
elled skin effects whose value was computed analytically at 20 MHz using the following ex-
pression:

R =
ρl

π (r2 − (r − δ)2)
, (1.1)

with r, ρ, l, µ, σ being the radius of the conductor, the electric resistivity of the used conductive
material (in Ω m), the length of the wire (in m), the magnetic permeability (in H m−1) and, the
electric conductivity of the used material (in S m−1), respectively. Here, δ is the skin depth
mathematically defined as follows,

δ =
1√

πµσ f
, (1.2)
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and represents the depth at which the current density has decreased up to 37 % of its value.
The skin depth value decreases with the increase of the frequency f (in Hz) implying thus an
increase of the values of the resistance R and is sketched in Fig. 1.12.

Copper

Insulation

dc = 2 rc

δ

FIGURE 1.12: The geometrical definition of the skin depth.

Concerning the capacitive couplings, only those of adjacent turns were taken into account and
their values were considered constant for all turns, even though they vary according to fre-
quency, the position of the turn as well as to the geometry of the slot. This simplifying hypoth-
esis was justified by the fact that their variation is negligible given the similar geometry of the
turns. The same approach has been adopted for the capacitive coupling to the GND: only that
of the turns located close to the slots was considered. Both capacitive couplings, inter-turns and
turn to GND were computed using FEM at DC. However, the resistors modelling the dielectric
losses, RGi and Rtij , were measured at 20 MHz.

The self inductances, on the other hand, were also computed at 20 MHz using FEM, whereas
the mutual inductances were computed analytically as follows:

Mij = k
√

Lsi Lsj , (1.3)

where k, Lsi and Lsj are the mutual coupling coefficient (its value does not exceed 1 and de-
pends on the spacing between turns) and the self inductances of the ith turn and the jth turn,
respectively. The value of the coupling coefficient k was considered constant and equal to 0.9.
Its value was computed by averaging a set of values obtained experimentally.

Given the different simplifying hypotheses performed by Mihaila during the parametrization
process of the model, Toudji in [17] stepped in to improve the model by providing a more ac-
curate technique of computing the values of its parameters. He used FEM to compute Lsi and
Mij by taking into account the flux penetration, Rsi by taking into account both skin effect at
the resonance frequency of the machine fres using a magneto-dynamic FEM simulation. The
different capacitive couplings were accounted for no matter the adjacency or not of the turns
and were not given the same value. The capacitances Ctij and, CGi were computed in an electro-
static FEM simulation, whereas the values of the resistances RGi and Rtij were fixed to 800 kΩ
and 40 kΩ, respectively.

Since this is a predictive study, Toudji in [17] estimated the resonance frequency of the ma-
chine fres by computing the parameters of the model at 50 Hz, automatically generating the
netlist 1 corresponding to the arrangement of the studied machine, running it in the frequency
domain and extracting its value. It has been highlighted that only one iteration is enough
for an accurate prediction of fres. The parameters are then recomputed at fres and the new
netlist automatically generated and simulated in transient analysis, enabling the extraction of
the inter-turn voltage distribution. This is summarized in Fig. 1.13.

1A file describing the connectivity of a given electronic circuit.
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FEM parametrization at 50 Hz

Netlist generation & simu-
lation in frequency domain

Estimation of fres

FEM parametrization at fres

Netlist generation & sim-
ulation in time domain

FIGURE 1.13: Flowchart of the model parametrization technique proposed by
Toudji in [17].

In [17], it has been shown that only one iteration was sufficient to estimate the values of fres.
Also, it is worth mentioning that for the frequency domain validation of the model in [17], the
low frequency netlist generated during the first iteration was the one chosen, whereas in time
domain the second netlist whose parameters are computed at fres is selected.

The two previously proposed model parametrization techniques are summarized in Tab. 1.1.

TABLE 1.1: Comparison of the lumped parameter model parametrization meth-
ods proposed by previous research works [17], [34].

Electrical parameter Mihaila parametrization [34] Toudji parametrization [17]

Rsi Analytically (1.1) at 20 MHz FEM at 50 Hz and fres

Lsi FEM at 20 MHz FEM at 50 Hz and fres

Mij Analytically (1.3) FEM at 50 Hz and fres

CGi & Ctij FEM FEM at DC

RGi & Rtij Measurements at 20 MHz Fixed values: 800 kΩ & 40 kΩ

The comparison of the two model parametrization approaches (i.e. the one followed by Mihaila
and that followed by Toudji) on a case study (a 56 turns electrical winding) is presented in
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Fig. 1.14. An improvement is noticed for the latter where we notice that the shift has been
improved as well as the maximum voltage attained.

Measurement

VD

Mihaila model [34]

Toudji model [17]

St
ep

re
sp

on
se

(V
)

Time (ns)

0 100 200 300 400 500
0

100

200

300

FIGURE 1.14: Comparison of the measured and simulated input voltages of a 56
turn winding electrical machine. Data extracted from [17].

Thus, a better prediction of the whereabouts of the PD depends on an accurate determination
of the values of the model parameters. Besides, the shift noticed between the measurements
and the computed input voltage is due to the frequency dependent behaviour of these param-
eters that was not accounted for. The limitation of the parametrization technique proposed by
Toudji [17] is expanded upon in the coming section.

1.2.3 Limitation of the previous model

Previous research works have determined the values of the parameters at a given frequency,
regardless of their frequency dependent behaviour. This was done because the simulation was
run in time domain (a transient analysis), so a value had to be assigned, and that at the reso-
nance frequency fres proved to give the most precise results [17]. Had it been a sinusoidal input
voltage, a computation of the parameters values at the frequency of the input signal would
have been enough to accurately predict the inter-turn voltage distribution. Nonetheless, for
this research work the electrical machine is subject to a Pulse Width Modulation (PWM) input
voltage as depicted in Fig. 1.1. Given the non-instantaneous nature of the real-life commuta-
tions, the chopped input voltage is defined as a trapezoidal waveform in time domain as seen
in Fig. 1.15.
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FIGURE 1.15: Parametrization of the trapezoidal waveform of the imposed in-
put voltage.

The parameters tr, tf, fsw, Tsw, α and, VDC are the rise & the fall times of the voltage across the
transistor, the switching frequency, the switching period of the transistor, the duty cycle and,
the DC input voltage, respectively.

The spectrum of the trapezoidal waveform is depicted in Fig. 1.16 where tf=tr, and expands
from DC (not mentioned in the figure because of the logarithmic scale) to high frequencies.
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FIGURE 1.16: The spectrum of the input voltage seen in Fig. 1.15 for when tf=tr.

From a frequency value of
fsw

π α
up to a frequency value of

1
π tr

the spectrum follows a -20 dB

per decade slope; then it changes to a -40 dB per decade slope.

Given the harmonically rich input voltage, the response of the windings to each and every one
of the harmonics has to be considered for an accurate modelling. This work aims at improving
the already existing model so as to enable the prediction, with a better precision, of the inter-
turn voltage distribution within the winding of electrical machines to eventually, better locate
the possible whereabouts of PD during the design process of the machine.

To put things into perspective, the diagnostic tool to be improved ought to take into account the
frequency dependent behaviour of the different resistive, capacitive and, inductive couplings
occurring within the winding since the input voltage (as seen in Fig. 1.15) has a wide range
spectrum as is depicted in Fig. 1.16. That is, the response of the studied system, in this case the
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input cable and the electrical machine, to each harmonic of the spectrum of the input voltage
has to be considered in frequency domain and accounted for in time domain.

With this in mind, the following section will exhibit the different frequency behaviours of the
considered electrical parameters defining the adopted phenomenological LPM.

1.3 Frequency dependent behaviour of the model parameters

To take into account the frequency dependent behaviour of the parameters of the model, we
need to first elaborate on the behaviour of each one of them. This section will discuss the
evolution of the electrical parameters of the adopted model according to frequency, starting
from the ohmic losses resistance to the inductances, both self and mutual, to the dielectric
losses and finally, the iron losses.

1.3.1 The ohmic losses resistance

In a DC circuit and for a given temperature, the current is uniformly distributed on the cross-
sectional area of the conductors. Yet, for alternating currents the current is no longer uniformly
distributed in the surface of the conductors. This is due to the occurring skin and proximity
effects [103], [104].

The former, i.e. skin effect, takes place because the applied AC magnetic field induces, within
the conductor, an opposing electric field, which ends up confining the current distribution on
the “skin” of the conductor at what is called skin depth. The analytic expression of the latter
was presented in (1.2). Therefore, a frequency increase results in an increase of the effective re-
sistance of the conductor, which eventually leads to a significant power loss for high frequency
applications. The frequency dependent behaviour of the skin effect has been computed analyt-
ically using (1.1) by Mihaila and is plotted in Fig. 1.17, where a difference is noticed between
the computation and the measured resistance. This is due to proximity effect.

Rsi (Ω)

102 103 104 105 106 107
0

1

0.5

2

Frequency (Hz)

1.5

Rsi computed with (1.1)

Rsi measured

FIGURE 1.17: The frequency dependent behaviour of the ohmic losses resistance
of a four turns winding. Data extracted from [34].

Proximity effect, is the second phenomenon that takes place when working with alternating
currents. It refers to the impact a magnetic field of one conductor has on the neighbouring
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conductors by inducing an opposing electric field on them. This implies an uneven current
distribution within the conductors, further increasing the effective resistances of the studied
system, and more power loss. Thus, proximity effect is also to be taken into account when
working with alternating currents. This is illustrated in Fig. 1.17, where we notice a differ-
ence at high-frequencies between the values of the resistance computed using (1.1) and the
measurements of a four turns winding [34].

It is worth mentioning that not appropriately accounting for ohmic losses underestimates the
propagation delay as it has been elaborated in [105], which further highlights the objective of
this research work.

1.3.2 The self and mutual inductances

The self inductance represents the magnetic flux energy created when a current flows through
the inductor (or turn) in question. For this work, the magnetic behaviour of each turn is ac-
counted for separately as depicted in Fig. 1.9.

When the winding of the electrical machine is placed on a magnetic core, used to canalize
the magnetic flux ϕ, the value of the inductance is significantly impacted [106]. For power
frequencies, the value of the inductance is notably high because of the good flux channelling the
magnetic material guarantees, the inductance Lsi being proportional to the circulating magnetic
flux ϕ. However, for very high frequencies, no flux penetrates the magnetic circuit because of
the increase of the losses and thus the magnetic circuit no longer contributes to the value of
the inductance [80], [107]. The magnetic core, i.e. steel laminations, starts to behave as a flux
barrier, hence, most of the produced flux is only leakage flux. Inductance measurements have
been carried out by Toudji [17] as presented in Fig. 1.18, where a difference in values is seen
for when the inductor is placed on a magnetic material and when it is not.
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FIGURE 1.18: A comparison of the frequency dependent behaviour of the self
inductance of the first turn of a six turns winding when placed on a magnetic
material, laminated or not, and when no magnetic material is inserted. Data

extracted from [17].
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For a non-laminated core, the impact of eddy currents, which are the prevalent source of
losses [108], is noticeable when comparing the values of the inductances measured with a non-
laminated and a laminated core. The latter helps in reducing eddy currents.

Concerning the mutual inductance, it describes the magnetic influence a circuit has on a neigh-
bouring ones. For this work, it refers to the magnetic impact each turn has on the remaining
turns of the winding of the electrical machine. A variation in the current of a turn induces a
voltage in the neighbouring turns. The value of the mutual inductance also varies with fre-
quency. Toudji also measured the mutual inductance between the first and third turns for a
sample winding. Its variation according to frequency is plotted in Fig. 1.19 and follows that of
the self inductance.
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FIGURE 1.19: A comparison of the frequency dependent behaviour of the mu-
tual inductance between the first and third turn of a six turns machine when
placed on a magnetic material, laminated or not, and when no magnetic mate-

rial is inserted. Data extracted from [17]

1.3.3 The iron losses resistance

Iron losses, also referred to as core losses, are from a physical perspective based on ohmic
heating [109] since relaxation losses, which are due to the spin, are negligible below the MHz
range. When an external magnetic field h is applied on a magnetic material, the magnetization
changes which in turn creates heating. Once the applied magnetic field h equates a value
of hsat, the saturation is reached, and thus no matter how much we further increase h, the
magnetic induction bsat remains intact. This is depicted in the (b,h) curve presented in Fig. 1.20.
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FIGURE 1.20: Example of the (b,h) curve.

This change in the magnetization causes hysteresis and eddy currents losses which can be
emulated with different models of different levels of accuracies and can be grouped in two
categories: Steinmetz equations (Modified Steinmetz Equation (MSE), Generalized Steinmetz
Equation (GSE) and Natural Steinmetz Extension (NSE)) and mathematical hysteresis mod-
els (Loss Surface Model (LSM), viscosity-based magneto-dynamic model, energy-based vector
hysteresis model or friction like hysteresis model).

It should be mentioned that the classical Steinmetz equation is only correct for sinusoidal flux
densities. It also presents the inconvenience of its frequency dependent coefficients. Thus, a
difficulty emerges in finding the most suitable set of coefficients for a frequency range mod-
elling of the iron losses, hence the different modifications (MSE, GSE and NSE) developed in
order to extend its validity for non-sinusoidal waveforms as well. For a comprehensive analy-
sis of these models, it is helpful to refer to [110].

The different Steinmetz equations certainly offer a fast and simple prediction of the iron losses
where their coefficients could be either specified by the manufacturer or computed by curve
fitting the data of the manufacturer. Nevertheless, they present the inconvenience of having
frequency dependent coefficients which reduces their accuracy.

The hysteresis loss models, on the other hand, need a more profound knowledge of the used
material, either through prior measurements or from already available data. Moreover, they
present a difficulty when willing to integrate them in FEM software unlike the Steinmetz equa-
tions, which can easily be integrated in the latter. To take into account the iron losses, Mihaila
used a resistance Rpi placed in parallel with the self inductance Lsi .

1.3.4 The dielectric losses parameters

Dielectric materials, in real applications, are not perfect, hence the presence of dielectric losses
[111]. This justifies the emergence of a resistive behaviour (Rtij and RGi seen in Fig. 1.7) within
a capacitive one. The electric properties of dielectric materials are described in terms of their
dielectric permittivity [97], which has paved the way to introduce the definition of the complex
dielectric permittivity [112] as in:

εr = ε′r − jε′′r , (1.4)

where εr, ε′r, and, ε′′r refer to the complex relative permittivity, the real part of εr representing
the stored electric energy, and, the imaginary part of εr representing the occurring dielectric
losses, respectively [17], [113].
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In electrical machines, the dielectric materials used as an insulation to the turns, lead to the
emergence of capacitive couplings within it because of the presence of the copper, i.e. a con-
ductive material as seen in Fig. 1.21a. The classical arrangement of the EIS used in electrical
machines is Polyester-Imide (PEI) with Polyamide-Imide (PAI) on top.

PEI

PEI PAI

PAI

Copper

Copper

(a)

Free chargesPEI
PEI

PAI

PAI

(b)

FIGURE 1.21: (a) A figure portraying the turn-to-turn capacitive coupling occur-
ring within the winding of the electrical machine. (b) A parallel plate capacitor

modelling of the inter-turn capacitive coupling.

As an illustration, a parallel plate capacitor is used as in Fig. 1.21b.

Considering the complex dielectric permittivity, its capacitance becomes (when using the par-
allel plate capacitor approximation for illustration):

Cpp =
ε0εrS

e
=

ε0 (ε
′
r − jε′′r ) S

e
, (1.5)

where S is the surface of the conductive plate and e the thickness of the insulation. Therefore,
its admittance writes:

YCpp = jCppω. (1.6)

Equation (1.6) is what we model in our work with R//C for both the turn-to-turn and turn-to-
ground capacitive coupling as seen in Fig. 1.7. The equivalent admittance of the defined model
is equal to the impedance YCpp . This allows to write the following:

YCpp =jCppω

=
jε0 (ε

′
r − jε′′r ) Sω

e

=
1
R
+ jCω.

(1.7)

By identification, we get the following expressions of both R and C:
R =

e
Sε0ε′′r ω

C =
Sε0ε′r

e
.

(1.8)

This shows the link between the real and imaginary parts of the complex permittivity, and
the capacitive coupling. The higher the real part of εr the higher the value of the capacitance.
Whereas the more dielectric losses, the lesser the resistive coupling there is between turns.
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Once the EIS is subject to an external electric field, molecular events occur. The latter are
caused by the movement of charges and dipole orientation referred to as the inducted polar-
ization2 [114] discovered by Michael Faraday in 1837. The dipole density rises with different
polarization mechanisms thoroughly detailed in [115]. However, when the frequency of the
applied external electric field increases, the polarization faces a difficulty in following its varia-
tion, increasing therefore the dielectric losses that is followed by a decrease in the stored electric
energy. As a matter of fact, the loss factor reaches its peak at what is called the relaxation fre-
quency fr, and could be modelled with a Debye model [116], [117]. The latter will be viewed
in section. 1.4.3.

An example of the frequency dependent behaviour of the real and imaginary parts of the com-
plex dielectric permittivity εr using a Debye model is portrayed in Fig. 1.22. The values we
chose for this example are: a relaxation frequency of fr = 0.4 MHz, a static permittivity of
εs = 4 ε0 F m−1 and a relative dielectric permittivity at optical frequencies of εinf = 1.1ε0 F m−1.
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FIGURE 1.22: An example of the frequency dependent behaviour of the complex
dielectric permittivity.

Moreover, the electric properties of the dielectric materials also vary according to the tempera-
ture [113], and could be modelled using Arrhenius model. For this study, it is the frequency de-
pendent behaviour of the dielectric properties of both PEI and PAI that are of interest. In [118],
Loubeau experimentally studied the variation of ε′r and ε′′r of PEI according to frequency and
temperature. Whereas Diaham studied that of PAI in [113] which both seemed to follow the
Debye model variation.

In order to investigate the frequency behaviour of the capacitive coupling, a dielectric permit-
tivity measurement technique was studied, performed and presented in the next chapter.

2It defines the capacity of the poles to move when an external electric field is applied
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With the different frequency dependencies now in mind, justifying the purpose of this research
work, we present the different techniques elaborated in the literature that account for them in
both frequency domain and time domain.

1.4 Accounting for the frequency dependent behaviour

The aim of this research is to take into account the frequency dependent behaviour of the pa-
rameters of the model (see Fig 1.7) in both frequency and time domain simulations for a better
prediction of the inter-turn voltage distribution within the winding of the to-be-designed elec-
trical machine. This will eventually allow a better prediction of the possible whereabouts of
the PD, to mitigate the possibility of them prematurely damaging the winding of the machine.
In fact, the electrical machine responds differently for each harmonic of the input voltage, i.e.
for each harmonic, the system (the power cable and the machine) has a different value of the
impedance because of the frequency dependency of the parameters of the adopted phenomeno-
logical LPM.

The first straightforward idea that comes to mind when willing to take into account the fre-
quency dependencies of these different parameters is to compute the values of model electrical
elements at different frequencies, then apply an Inverse Fourrier Transform (IFT). This will
yield the different time domain functions R(t), L(t) and C(t). However, the convolution is
time consuming with quadratic runtime cost [119], and is very much CPU demanding because
of the many time steps the simulation requires [120]. Different research works have dealt with
the matter using several approaches: they either apply numerical methods, in this instance
recursive convolution on functions with known/existing IFT and the Finite Difference Time
Domain (FDTD) technique, or passive electrical networks that reproduce the same electrical
behaviour as the system under study (LPM used in the systemic approach).

These techniques are discussed in the ensuing sections.

1.4.1 Numerical methods

Convolution methods are time consuming, which makes them computationally prohibitive.
In [121], an analytical method equivalent to convolution is presented. The author observed
that most step responses considered are approximated by either an exponential function or a
sum thereof, enabling thus a recursive convolution as a much more efficient implementation.
That is, if the convolution integral s(t) is of an exponential form at time step t, its value can be
easily and directly deduced from its value at the previous time step s(t − ∆t). In [122], a model
of a high frequency transformer that accounts for the occurring high frequency phenomena
was presented. FEM was used to compute the values of the resistances by taking into account
skin and proximity effects as well as core losses. The scatter plot are later on approximated in
frequency domain with a set of functions of known/existing IFT. Then convolution integrals
are applied. The numerical results were compared with the measurements, and a good agree-
ment has been achieved. In [123], the same approach as the previously mentioned one has
been followed, aiming to improve it by including the frequency dependent behaviour of the
inductance as well in the model. The dielectric losses were not considered. The deduced time
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domain expressions are the following:
l(t) = dL · δ(t) +

np

∑
k=1

aL,ke−bL,k ·|t|,

r(t) = dR · δ (t) +
np

∑
k=1

aL,kδ (t)−
aR,k · bR,k

2
e−bR,k ·|t|,

(1.9)

where δ(t), l (t), r (t), np, aL,k, bL,k, aR,k, bR,k, dL and, dR are the Dirac impulse, the induc-
tance per second, the resistance per second, the number of fitting parameters a and b with the
corresponding subscript linking them to the fitted functions L( f ) and R( f ) respectively. The
computation of the convolution integrals when applying the IFT was performed using trape-
zoidal integration rule—which proved to be faster than Runge-Kutta—for a better efficiency,
combined with a Backward Euler rule, to eliminate possible numerical oscillations due to the
sudden variation in the state of the non-linear element of the circuit. The method proved to
be very efficient since it only takes O(n) operations compared to the conventional convolution
which is of O(n2) operation [107]. Nevertheless, numerically evaluating convolution integrals
may require very high computational effort and lead to numerical stability problems.

In reference [124], a different method was applied to take into account the frequency depen-
dent behaviour of the TLM parameters: the FDTD method. The method consists in discretizing
Maxwell’s equations in both time domain and frequency domain. Also, boundary conditions
are imposed because of the discretization of the computational domain. The capacitive cou-
pling was assumed frequency-independent for this study, whereas the frequency dependent
behaviour of the series impedance was taken into account using the VF algorithm, which will
be elaborated in the subsequent section. The author rewrites the telegraph equations [125] in
Laplace domain expressed as follows:

∂I(x, s)
∂x

+ Y(s)V(x, s) = 0,

∂V(x, s)
∂x

+ Z(s) I(x, s) = 0,
(1.10)

where V(x, s), I(x, s), Y, Z are the vector of the line voltages, the vector of line currents, the
matrix representing the shunt admittance and the matrix representing the series impedance,
respectively. The latter matrices are defined as follows:

{
Y(s) = G + s C,

Z(s) = R + s L + Z′(s).
(1.11)

In (1.11), G and C are the frequency-independent conductance and capacitance defined per-
unit-length. Whereas Z′(s) refers to the frequency dependent behaviour of the series impedance
Z and is deduced using a VF algorithm. The same applies for the values of R and L.
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Then, the system (1.10) is rewritten in time domain to eventually become (1.12):

∂I(x, t)
∂x

+ C
∂V(x, t)

∂t
+ GV(x, t) = 0,

∂V(x, t)
∂x

+ L
∂I(x, t)

∂t
+ RI(x, t) + Z′(t) ∗ I(x, t) = 0,

Z′(s) =
np

∑
i=1

ci
s − ai

,

(1.12)

where np refers to the number of poles ai used when applying the VF algorithm, with their
corresponding residues ci.

The originality resides in the fact that the convolution to be computed was modified to ease
the computations; instead of computing the convolution product as is, the authors chose to
compute the convolution of this frequency domain expression:

Z′(s) I(x, s) =
Z′(s)

s
.s I(x, s). (1.13)

Combining both FDTD and recursive convolution integral, which is made possible by the ex-
ponential approximation, helps to compute the convolution effectively by only storing the last
three previous values of the current. The deduced two-port model is presented in Fig 1.23.
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FIGURE 1.23: The model used for the studied transmission line in EMTP in [124].

The FDTD is called by the circuit simulator at each time step to update the values of the currents
and voltages.

Although, recursive convolution and FDTD present better alternatives to IFT they have their
limitations. Recursive convolution is sensitive to the round-off errors which can still eventually
lead to numerical instability. This may result in inaccuracy or even divergence of the results.
The FDTD, on the other hand, is the best suited for low frequency simulations [126].

In the next section, the different circuit models applied to account for the frequency depen-
dency of the model parameters in both frequency and time domains are touched upon.

1.4.2 Frequency dependent network equivalent

Another technique that is not as computationally costly3 [127] as the previously presented nu-
merical solutions, is the use of electrical equivalent circuits [120]. For instance, in [128], which
also studies a transformer, an equivalent circuit that takes into account the high frequency phe-
nomena and that could be used in any circuit simulator was presented. As an initial point,
homogenization is used by replacing each layer of the wires by an equivalent conductive plate

3Depends on the order of the network.
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whose impedance depends on the properties of the material: complex permeability µ and per-
mittivity εr. The impedance is later on fitted with a transfer function of the following expres-
sion:

rsDC + j ω lsDC

K

∏
i=1

1 + j f
fc2i

1 + j f
fc2i−1

, (1.14)

where K, rsDC and lsDC are the cell number, the DC resistance, and the DC inductance, respec-
tively, whereas fc2i is one of the cut-off frequencies, which are to be positioned accurately for
good results. For a first cut-off frequency fc2i−1 , and when the modulus of the fitting function
starts deviating and exceeds the already defined error margin, a new cut-off frequency is in-
troduced fc2i to recover the deviation. Once the error starts increasing again, another pair of
cut-off frequencies is introduced in the expression (1.14) and so on until the entire studied fre-
quency range is covered. Then, an equivalent lumped parameter model of the form presented
in Fig. 1.24—a Foster circuit—is associated to the fitting function where the inductane LsHF
takes into consideration the stored energy in the air.

rsDC
LsHF

R1

L1

Ri

Li

FIGURE 1.24: The equivalent lumped parameter model reproducing the same
frequency dependent behaviour of the studied transformer used in [128].

The different expressions of the inductances Li and resistances Ri are deduced as follows:
Li = lsDC

(
1 −

fc2i−1

fc2i

) K

∏
n=1,n ̸=i

 1 − fc2i−1
fc2n

1 − fc2i−1
fc2n−1

 ,

Ri =
Li

2π fci

.

(1.15)

Several topologies are possible, but the chosen one allows the most direct identification of the
used electrical parameters.

In reference [129], a multi-conductor TLM has been modelled using a closed-form model. The
latter helped overcome the frequency/time simulation usually encountered and which is to be
overcome as well for our research work. Starting from the telegraph system of equations (1.10),
which describes the electrical behaviour of transmission lines, the authors chose to study the
system in the Laplace domain and use the exponential functions that are approximated us-
ing rational closed-form Padé polynomial functions, which are linked with several recursive
expressions and whose coefficient are known already and were computed analytically. As a
matter of fact, the Padé function can be represented by a combination of sub-circuits formed in
pole-zero poles enabling the representation of the multi-conductor transmission line as a set of
sub-circuits as seen in Fig. 1.25.
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FIGURE 1.25: The representation of the studied TLM by the subsections of Padé
model.

As a matter of fact, rational functions are widely used to approximate the behaviour of each
parameter according to frequency, which are later on easily incorporated given the rational
form of the model. In [130] the frequency dependent functions were fitted by rational functions
and then expanded to fractions:

Z(s) = k0 +
k1

s + p1
+

k2

s + p2
+ · · ·+ kn

s + pn
. (1.16)

Those partial fractions could easily be converted to equivalent RC components as in Fig. 1.26.

R1

C1

R2

C2

R0

FIGURE 1.26: The equivalent electrical circuit reproducing the same frequency
behaviour as the studied system used in [130].

The values of the electrical parameters are computed as follows:

R0 = k0,

Ri =
ki
pi

,

Ci =
1
ki

.

(1.17)

This method works well for smooth functions but not so well for functions with several peaks
in their frequency responses [131]. To overcome this, another fitting technique (VF) may be
used where the fractions could be translated to a set of time domain passive circuits. The con-
version of the function into electrical circuit is elaborated hereinafter [132], where each branch
is given as a rational function of the following expression:

y(s) =
np

∑
m=1

cm

s − am
+ d + se, (1.18)
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with cm and am being the residue and its corresponding pole, in the order given, and d and e
are real numbers [133]. The fitting order is referred to as np. This expression can be converted
to the electrical network seen in Fig. 1.27.

C0 R0

L1

R1

· · ·
R

L

C G

· · ·

FIGURE 1.27: The corresponding vector fitting electrical network.

The values of the generated vector fitting electrical elements are deduced from the fitting pa-
rameters and are computed as follows:


C0 = e,

R0 =
1
d

,
(1.19)

and the real poles could be represented by an R1L1 branch of the following values:
R1 = − a

cm
,

L1 =
1

cm
.

(1.20)

For each complex conjugate pole defined by a real part a′m and an imaginary part a′′m and its cor-
responding residue with c′m and c′′m being its real and imaginary parts, respectively, expressed
as:

c′m + j c′′m
s − (a′m + j a′′m)

+
c′m − j c′′m

s − (a′m − j a′′m)
(1.21)

they could be represented by an RLCG branch, where their values are to be computed using
expressions (1.22): 

L =
1

2 c′m
,

R = (−2 a′m + 2(c′m a′m + c′′m a′′m)L)L,
1
C

= (a
′2
m + a

′′2
m + 2(c

′
m a

′
m + c

′′
m a

′′
m)R)L,

G = −2(c
′
m a

′
m + c

′′
m a

′′
m)C L.

(1.22)

To account for skin and proximity effects as well as dielectric losses, Weens [134] used ladder
circuits. He modelled the frequency dependent behaviour of shielded and un-shielded cables
using the RL and RC ladder circuits depicted in Fig. 1.28 and Fig. 1.29, to take into account skin
and proximity effects and dielectric losses, respectively.
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FIGURE 1.28: The used ladder circuit that takes into account ohmic losses (skin
and proximity effects) in [134].
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FIGURE 1.29: The used ladder circuit that takes into account dielectric losses
in [134].

These ladder-type networks were initially developed by Chaves [135] for a limited range of fre-
quencies, which were in due course improved to take into account skin effect in the frequency
range of interest [136]. The more branches, the more accurate the model is, and since an infinite
number of branches is not practical, a number of branches is to be set depending on the desired
accuracy [136]. Although an optimal number of branches is preferable, a very high number of
branches might lead to negatively valued inductances and resistances. The values of the pa-
rameters of the ladder were determined by Weens in [134] using a mathematical solver tool.
They could also be computed using a trial and error procedure which is not practical [137].
The difficulty in computing the values of the parameters (Ri,Li) is observed in [138] but was
not solved. In [136] a method easy to implement that estimates the values of these parameters
using a “sequential circuit order reduction” was presented.

Magdun in [139] also used the RL ladder circuit depicted in Fig. 1.28 modelling the frequency
behaviour of each turn, which was eventually simulated in time domain and the inter-turn
voltage distribution deduced and compared to the measurements. Similarly in [74], a method
that allows the synthesis of an RL Cauer ladder network of the structure seen in Fig. 1.28, so as
to homogenize multi-turns windings in FEM calculations in time domain has been proposed.
The synthesis of the ladder parameters was performed by the simple Euclidean algorithm for
polynomial division.
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In [140], the frequency dependent behaviour of the parameters of medium voltage power ca-
bles has been taken into account using an equivalent passive electrical circuit deduced from
the VF presented in Fig. 1.30.

R0 L0

R1

L1

R2

L2

RN

LN

C0

C1

R1

C2

R2 CN RN

Skin effect

Dielectric losses

FIGURE 1.30: The equivalent lumped parameter model that takes into account
skin effects and dielectric losses used in [140].

Accounting for skin effects in circular cross sectional conductors in [141] was also done using
a compact equivalent circuit model, a four ladder circuit, of the form depicted in Fig. 1.28,
enabling to cover the entire frequency range (from DC to 1/π tr). The model is based on an
improvement of the model presented by Yen [142] because the proposed method failed to ac-
curately represent skin effect in high frequencies. The DC resistance of the ladder is forced to be
equal to the DC resistance of the conductor, and the constraints on the values of the resistances
are taken to be: 

R1 = αR · RDC

Ri
Ri+1

= RR, i = 1, 2, 3,
(1.23)

with RR being a constant to be determined by solving the following cubic polynomial:

RR
3 + RR

2 + RR + (1 − αR) = 0. (1.24)

It was found that for a maximum frequency of interest fmax, the value of αR ought to be chosen
so as to satisfy:

αR = 0.53 · rc

δmax
, (1.25)

with rc and δmax being the wire radius and the skin depth computed at fmax (see equation (1.2)),
respectively. The same approach was applied for the values of the inductances Li, where it was
found that αL = 0.315 αR should be used for the computation of the value of the different
inductances, where: 

L1 =
Llf
αL

,

Li
Li+1

= LL, i = 1, 2,
(1.26)

where Llf is the internal low frequency value of the inductance. Equation (1.26) leads to the
following expression, that permits the computation of the value of LL once the value of RR
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determined:

1
LL

2 +

(
1 +

1
RR

)2 1
LL

+

(
1

RR
2 +

1
RR

+ 1
)2

− αL

((
1 +

1
RR

)(
1

RR
2 + 1

))2
= 0. (1.27)

However, since this model computes the values of the elements of the circuit by using of semi-
empirical formulae, its accuracy is not guaranteed for arbitrary shaped conductors [143].

Ruiz-Sarrió in [13] also resorted to fitting techniques to account for the frequency behaviour
of electrical machine windings to predict its common-mode and differential-mode behaviours.
The fitting functions are of the following form:{

R( f ) = p1 f p2 + p3,
ωL( f ) = p4 f p5 + p6,

(1.28)

where the p1, p2, p3, p4, p5, p6 parameters are chosen to build the function over the specified
frequency interval. The choice of the fitting function was performed based on a trade-off be-
tween simplicity, method compliance and accuracy. The proposed electrical circuit that is only
available for frequency domain simulations for an n-turns winding is presented in Fig. 1.31.

C11

2

− +

G1(s)

−+

Bn1

C11

2
Cnn

2

− +

Gn(s)

−+
B1n

Cnn

2

Cn1

FIGURE 1.31: The SPICE equivalent circuit emulating the frequency behaviour
of each turn through Laplace transfer functions.

The voltage controlled current sources are used to link the current and voltage of the turn
through a transfer function G1(s). The behavioural voltage sources B1n and Bn1, on the other
hand, are used to account for the mutual coupling between turns. The frequency domain re-
sults of this model for the common-mode and differential-mode are presented in Fig. 1.32 and
Fig. 1.33, respectively, where the model and measurements agree well up to 1 MHz.

Nevertheless, for an equivalent circuit to be deduced, fitting techniques are applied. The usage
of the latter allows the expression of the resulting scatter plot in an analytical form. This will
enable the deduction of the electrical passive network that reproduces the same frequency be-
haviour as elaborated in this section. Although already briefly mentioned in this section, the
most used fitting techniques are elaborated on and compared in the following section.
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FIGURE 1.32: The prediction of the frequency common-mode behaviour of the
model proposed by Ruiz-Sarrió. Data extracted from [13].
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FIGURE 1.33: The prediction of the frequency differential-mode behaviour of
the model proposed by Ruiz-Sarrió. Data extracted from [13].
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1.4.3 Fitting techniques

Let H′ (ω) be the rational approximation of the frequency dependent function to be fitted
H (ω). Several techniques can be used to compute H′ (ω) that has the following form:

H′ (ω) =
N0 + N1 (jω) + N2 (jω)2 + · · ·+ Nn (jω)n

D0 + D1 (jω) + D2 (jω)2 + · · ·+ Dd (jω)d . (1.29)

with N(ω) and D(ω) being polynomials in j ω of order n and d, respectively.

This section brings about the three main fitting techniques when performing time domain anal-
ysis of problems with frequency dependent parameters: Model-Based Parameter Estimation
(MBPE), Debye type fitting, and VF—briefly mentioned previously—.

1.4.3.1 Model-based parameter estimation (MBPE) technique

Regarding the first fitting technique, MBPE, it was at first applied to the analysis of electro-
magnetic problems [120] and was later on extended to transmission lines [144], then to the
computation of the GND impedance [145]. This fitting technique is an extension of Prony’s
approach [127].

The first step of the fitting algorithm is to set Dd to 1, then few assumptions are made: the
poles pi are assumed to be either conjugated pairs or real, the coefficients to be estimated, i.e.
Ni and Dj, are assumed real valued, and H′ (ω) is assumed strictly proper (that is n ≤ d).
If the high frequency value of the to-be-fitted function is not null and is of value H′

HF, then
the fitting is applied to

(
H′ (ω)− H′

HF
)
. A point-matching algorithm is then performed so

as to compute the values of the unknown coefficients. Just like its name might have already
implied, for each value of the function to be fitted on the frequency range of interest, the value
of H′ (ω) is forced to be equal to that of the function to be fitted, the equation H (ωi) = H′ (ωi)
is therefore solved, and the values of the coefficients deduced. Nonetheless, this technique
has its limitations. For very high values of the angular frequency ω, computer overflow errors
may occur. For functions H (ω) with several resonance peaks, ill-conditioning problems are
faced. The function can then be approximated by parts on several sub-domains. Also, poles
of H′ (ω) are not necessarily the poles of H (ω), particularly. This technique is only suitable
for the approximation of smooth functions and the computations of their IFT. Also, and in
order to circumvent the ill-conditioning, the power series

(
1, ωi, ω2

i , · · ·
)

could be replaced
by a Chebyshev polynomial which are well suited to approximate very high order. Then the
equivalent of the power series

(
1, ωi, ω2

i , · · ·
)

could be computed using Clenshaw’s recurrence
formula which is a recursive technique that enables the evaluation of a linear combination of
Chebychev polynomials [127], [146].

1.4.3.2 Debye fitting technique

The second fitting technique is the Debye fitting technique [116], previously briefly mentioned.
In effect, this fitting procedure was introduced by Debye in order to describe the physical be-
haviour of the different dispersive media. It is typically used for functions with smooth fre-
quency behaviour where the fitting function is of the following expression:

H′ (ω) = H′
HF +

np

∑
i=1

Ki
1 + jωQi

, (1.30)
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with np, Ki and Qi being the order of approximation and two real positive values, with the
first describing the absorption peak and the second, the (2 π Qi) the relaxation frequency fr,
respectively. Their expressions are the following:


Ki = − ci

ai
,

Qi = − 1
ai

.
(1.31)

where ai and ci are the ith pole and its corresponding residue.

Because this model only admits real poles, the Kramers-Kronig relation is satisfied. The latter is
a relation that connects the real and imaginary parts of a complex analytic function. Moreover,
the model could be easily incorporated in time domain algorithms; no convolution needed
whatsoever, just a set of first order differential schemes [120], [147], [148]. Also, a circuit repre-
sentation could be easily deduced [120]. The critical aspect for this model is the proper choice
of the approximation order as well as the set of the starting poles.

1.4.3.3 Vector-Fitting (VF) technique

The third technique is the VF technique, that was developed by Gustavsen and Semlyen [132].
This technique can help overcome the limitations of the previously elaborated techniques. The
fitting function is written as in the following expression:

H′ (ω) = HHF +
np

∑
i=1

ci
jω − ai

, (1.32)

with ci and ai being the ith residue and its corresponding pole, in the order given. The poles
are either real values, complex conjugated pairs or a combination of both. The VF algorithm
does the following: after specifying a set of starting poles by the user c0i, an unknown function
σ (ω) is introduced and approximated with the following rational expression [149]:

σ′ (ω) = 1 +
np

∑
1

cσi
j ω − a0i

, (1.33)

so that the fitting model of G(ω) = σ(ω) H(ω) is

G′(ω) = HHF +
np

∑
1

ci
jω − a0i

. (1.34)

Then, the parameters of the fitting function are computed using the m sampled values of H(ω)
functions and solving the following linear system of equations:

G′(ωk) = σ′(ωk) H(ωk), (1.35)

for the unknowns ci, cσi and HHF with k = 1, 2, · · ·m, by applying iterative least-squares tech-
nique. Thus, the fitting function H′(ω) is expressed as follows:

H′(ω) =
G′(ω)

σ′(ω)
. (1.36)
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The error is computed and the procedure is reiterated by a new set of starting poles. Exper-
imental analysis has proven that for smooth functions H(ω), good accuracy is obtained by
using linearly spaced real valued starting poles. The critical aspect of the VF technique resides
in the choice of the starting poles ai0. For non-smooth functions, on the other hand, complex
ones are to be used [132],[127]. In the case of a nodal admittance matrix of a network, VF could
be used also, where all coefficient of the matrix are represented by the same set of poles as
described here [150]. Ill-conditioning is avoided by assuming that the real parts of the initial
set of poles are a hundred times smaller that the corresponding imaginary parts [132]. The
main advantage of this fitting procedure is that the computed poles and residues represent
the function H(ω) over the whole frequency range. The usage of equivalent electrical circuits
deduced from the fitting of the frequency dependent behaviour of the parameter could how-
ever result in negative values of the components, i.e. a network with non-physical electrical
properties, implying thus a generation of active power instead of its absorption [127], [151]
for whatever set of applied currents and voltages. This does not impede the running of the
frequency simulation in the chosen simulator; unlike for time domain simulations. Moreover,
the usage of stable poles (negative-valued real parts) is not sufficient to guarantee the stability
of the system. The loss of the stability of the system may cause unwanted spurious oscilla-
tions. Several research works have proposed the enforcement of the passivity by applying the
positive-definite criterion [127], [151], [152]. In [151], a correction to the admittance matrix is
introduced by enforcing the positive-definite criterion. The performed correction does not in-
duce large errors with respect to the fitting and is based on the linearization and constrained
minimization by quadratic programming. The positive-definite criterion proved to give good
results with respect to the stability of the simulation. However, for a very broad frequency
range, enforcing the positive-definite criterion may result in very high computational time. It
is for that reason that Neumayer in [127] proposed a standard minimal-order realization de-
duced from a co-prime factorization. The imposed criterion is the Kalman–Yakubovich–Popov
criterion, which is a lemma that establishes an equivalence between the conditions on the state-
space representation matrices, the conditions in frequency domain for the system to be positive
real, and the input-output relationship of the system in time domain.

1.5 Conclusion

In this chapter, the adopted circuit model for the electrical machine winding proposed in previ-
ous work [34] was presented, as well as its topology and its different parametrization methods.
The pros and cons of each parametrization technique were studied and the selection of FEM
justified: it allows for a physical modelling of the occurring phenomena within the winding,
regardless of its geometry. The previously proposed model parametrization procedures by
both Mihaila [34] and Toudji [17] were compared and their limitations highlighted. The fre-
quency dependent behaviour of the different parameters was presented, followed by several
techniques discussed in the literature that allow for taking it into account the frequency de-
pendency in both frequency domain and time domain that were presented and compared. The
choice of using equivalent passive networks seemed more convenient than others, given the
interest in the local voltages. The three different fitting techniques enabling the deduction of
the passive electrical network were introduced, where it was shown that the VF overcomes the
limitations of the other two.
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2.1 Introduction

After presenting and comparing the different available tools that enable the computation of
the LPM elements as well as the inclusion of their frequency dependent behaviour in both

frequency domain and time domain in the previous chapter, we will now use the appropriate
tools context-wise to improve the adopted phenomenological LPM [34]. Before extracting the
inter-turn voltage distribution in the time domain, we will first incorporate the frequency de-
pendent behaviour in the frequency domain. This will permit the confrontation of the chosen
parametrization technique, as well as the proposed method to include the frequency behaviour,
with the experimental measurements of the frequency domain response of the winding. This
will eventually allow a frequency domain validation of the new proposed elementary circuit.
Then comes the use of this frequency dependent model as a layout for the time domain inves-
tigation and eventually the computation of the inter-turn voltage distribution, which is left for
the subsequent chapter. In pursuit of this aim, an accurate parametrization of the model with
the different frequency dependencies included is necessary, as illustrated in Fig. 2.1. Notice
the introduction of the mutual resistance Rij that was not accounted for previously, where “ti”
refers to the ith turn and “m” refers to the number of frequency samples.

Mij( f1, f2, · · · , fm)
Rij( f1, f2, · · · , fm)

ti Rsi ( f1, f2, · · · , fm)

Ii

Lsi ( f1, f2, · · · , fm)

Rpi ( f1, f2, · · · , fm)

RGi ( f1, f2, · · · , fm) CGi ( f1, f2, · · · , fm)

Rtij( f1, f2, · · · , fm)

Ctij( f1, f2, · · · , fm)

jth turn

(i − 1)th turn (i + 1)th turn

FIGURE 2.1: The elementary cell we are aiming to achieve.

Hence and as discussed in section 1.2.2, we use numerical methods, since they enable the pre-
diction of the model parameters values, they can be used for complex geometries and they
guarantee a good accuracy when implemented correctly, in particular FEM. Accordingly, an
immediate solution to ensure that the accuracy of the modelled occurring electromagnetic phe-
nomena in frequency domain is not compromised, would be to fully define and characterize the
winding with its corresponding 3D geometry. Nevertheless, not only is this solution computa-
tionally expensive, but it does not allow for a distributed model of the winding to be deduced.
Indeed, when implementing a full 3D frequency domain investigation of the studied geometry,
the latter is studied as a whole and not distributed on a turn level, which presents a difficulty
in numerically computing the values of the LPM elements. Thus, in view of the lumped nature
of the adopted circuit model, and given our interest in modelling the winding of electrical ma-
chines on a turn level for an eventual computation of the inter-turn voltage distribution, this
solution is discarded.
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Instead, we prefer to study judiciously chosen 2D slices of the to-be-designed winding. While
this entails some inaccuracies, since not only the full complexity of the geometries may not be
captured but the applied constraints may not always represent accurately the actual boundary
conditions; there are exceptions: planar [153], [154], axisymmetric [155]–[159] and helicoidal
problems [144]–[146] are exceptions to the aforementioned limitations of using only the 2D
cross-section of the studied 3D problems.

When studying a planar problem, and when its corresponding electrical and magnetic prop-
erties are invariant in the third dimension, the studied 3D geometry can be reduced to its 2D
cross-section. An example of a planar geometry is seen Fig. 2.2.

FIGURE 2.2: An example of a planar geometry.

In problems that are axisymmetric, the system being studied has a symmetry of rotation around
an axis. This means that the characteristics of the system do not change as we move around it,
but only in the directions of the axis and the radius. As a result, creating a 2D cross-section of
the 3D axisymmetric geometry does not result in an inaccurate model, when correctly config-
ured. To put it simply, the properties of the studied system remain the same in the circumferen-
tial direction, while they vary only in the axial and radial directions. An example is illustrated
in Fig. 2.3.

FIGURE 2.3: An example of an axisymmetric geometry.

For helicoidal problems, on the other hand, the 3D problem is reformulated in helicoidal coor-
dinates [160] instead of Cartesian coordinates. This leads to a corresponding 2D field modelling
with an adapted metric easily implemented in FEM codes. Hence, the resulting 2D slice repre-
sentation maintains the same level of accuracy as the 3D problem. This has been studied and
confirmed in the following research work [161] in an electrostatic field modelling. An example
of a helicoidal geometry is depicted in Fig. 2.4.
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FIGURE 2.4: An example of a helicoidal geometry.

In the case of electrical machines, the turns as well as the magnetic core ought to satisfy one of
the aforementioned geometrical exceptions for the electrical machine to be studied in only 2D.
Accordingly, in the case of the electrical windings, the turns are usually stacked close to one
another that the helicoidal structure of the whole winding can be considered axisymmetric. For
illustration, two winding examples are depicted in Fig. 2.5, where the first geometry presented
in Fig. 2.5a can only be studied in a helicoidal geometrical approximation, whereas the winding
in Fig. 2.5b, although helicoidal as well, can be considered axisymmetric given the small inter-
turn spacing between its turns. As for the geometry of the magnetic core, it is most of the
time exempted from these geometrical exceptions. This highlights the importance of using an
adequately configured 3D model that takes into account its aforecited inconveniences.

(a)

(b)

FIGURE 2.5: An example of two windings with a (a) large (b) small inter-turn
spacing.

In order to intrinsically capture 3D effects (e.g. a complex shaped core with corners) while
keeping the advantages of slices defined on a turn level, the studied geometry could be decom-
posed and redefined as 3D ”slices“ linked with different virtual connections. This could be an
interesting workaround to investigate on non-2D-reducible geometries.

In this thesis, and as a mean to mitigate the possibility of introducing geometrical inaccuracies,
we focus on the 2D reducible geometries, in particular axisymmetric problems, for simplicity
purposes, even though the proposed frequency domain model is available for all geometries.
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After defining the 2D geometry of the studied winding by configuring its constituting turns
and respecting their arrangement, their electrical properties (copper radius rc, insulation thick-
ness ℓinsul, inter-turn spacing eit, etc), the geometry of the inserted magnetic core, if there is any,
and defining its corresponding magnetic properties, a choice of a suitable electromagnetic field
model has to be made. The chosen electromagnetic field model will allow the computation
of the physical quantities (i.e. magnetic field, electric field, current density, etc) in frequency
domain modelling the occurring phenomena within the winding. The values of the model pa-
rameters are deduced from these computed quantities given the adopted phenomenological
approach. This is summarized in Fig. 2.6. The values of the LPM parameters are computed
over the frequency range of interest so as to account for their frequency dependency.

Geometrical definition
of the studied problem

Choice of the appropriate
elecromagnetic field model

Resolution of the FEM problem

Computation of the corre-
sponding physical quantity

Deduction of the corre-
sponding LPM element(s)

FIGURE 2.6: The functional workflow of the proposed tool.

As mentioned in the previous chapter, section 1.4.2, frequency dependent network equivalents
are the most used technique to include these frequency dependencies in both frequency domain
and time domain. In this chapter, we will mention some of the difficulties faced when willing
to account for the frequency dependent behaviour of the electrical parameters, especially the
different mutual couplings between the turns using these equivalent networks. The adopted
LPM will be improved so that the frequency behaviour of its parameters is properly accounted
for in the frequency domain over the frequency range of interest. The novelty of the resulting
approach lies in the fact that the proposed new elementary cell does not require the use of
fitting techniques, resulting in the developed frequency domain tool being fully automatic,
and not calling for the intervention of the user to properly set up the fitting parameters.

The chapter is organized as follows. We start by introducing the different electromagnetic
field models that allow for the modelling of the occurring electromagnetic phenomena within
the windings in section 2.2. Then, we present the different identification techniques of the
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parameters of the previously elaborated model seen in Fig. 1.7 in section 2.3. Next, an investi-
gation of the frequency behaviour of the permittivity through measurements is performed in
paragraph 2.3.3.3, and the choice of using an electrostatic model is justified. Following this,
in section 2.4, a comparison of the different identification techniques on a winding sample is
carried on. A choice of a specific identification technique over another is made based on its ac-
curacy and the required number of computations. Subsequently, we propose a method to take
into account the frequency dependent behaviour of these parameters, including the mutual in-
ductive coupling, and the new elementary cell of the winding is presented in section 2.5. The
proposed frequency domain model does not call for any fitting technique whatsoever, making
the proposed frequency domain model automatic and not user-dependent. Finally, the pro-
posed frequency domain model is experimentally validated on different test cases without and
with a magnetic core in section 2.6. As previously stated concerning the choice of the test cases,
and in the aim of proposing a light model that does not introduce geometrical inaccuracies we
focus on 2D reducible geometries, in particular axisymmetric problems. An investigation of a
test case with a geometry non-reducible to its 2D slice is performed in section 2.6.6, where the
geometrical impact is quantified. Moreover, it is relevant to mention that this chapter focuses
solely on accurately computing and accounting for the frequency behaviour of the winding
model described on a turn level in the frequency domain. In view of this, the experimen-
tal validation is conducted by comparing the frequency domain measurements of the studied
winding response with the simulated winding response.

2.2 Electromagnetic field modelling

To develop an accurate model that accounts for the electromagnetic phenomena occurring
within the windings of electrical machines, it is essential to have a good understanding of
the existing electromagnetic models. To describe these phenomena, Maxwell’s equations are
used, which are a set of partial differential equations that link magnetic and electric phenom-
ena. These equations serve as a physical basis for understanding the different electromagnetic
phenomena within electrical machines and guide the development of a comprehensive model
that accurately emulates them.

To solve the Maxwell’s equations, FEM is used. For each phenomenon, an electromagnetic field
model is applied, and the corresponding field values are deduced.

Maxwell equations write:

curl h = j +
∂d
∂t

, (2.1)

curl e = −∂b
∂t

, (2.2)

div b = 0, (2.3)
div d = ρ, (2.4)

where h is the magnetic field (in A m−1), j is the current density (in A m−2), d is the electric
induction (in C m−2), e is the electric field (in V m−1), b is the magnetic induction (in T) and ρ
is the volume density of charges (in C m−3).

Maxwell’s equations entail a coupling between the electric and magnetic quantities as seen in
equations (2.1) and (2.2). Also, the second term in (2.1) (∂d/∂t) refers to the displacements cur-
rents that are most of the time neglected in electrotechnics [17]. Nonetheless, behavioural laws,
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either magnetic or electric, are necessary for a complete characterization of the electromagnetic
phenomena.

Considering the magnetic behaviour and depending on the type of the magnetic material, a
behavioural law is defined1. There are three types of magnetic materials: diamagnetic, para-
magnetic, and ferromagnetic materials. For the first two, i.e. diamagnetic and paramagnetic
materials, assuming them linear and isotropic, the behavioural law can be written as

b = µ h, (2.5)

with µ the constant magnetic permeability (in H m−1) that is close to the vacuum permeability
µ ≈ µ0 with µ0 = 4 π 10−7 H m−1.

For the ferromagnetic materials, on the other hand, hysteresis and/or saturation phenomena
ought be considered and µ can no longer be considered constant (neither scalar in case of
anisotropy).

Concerning the electrical behavioural laws, they write:

j = σ e, (2.6)
d = ε e. (2.7)

The first electrical behavioural law (2.6) is referred to as Ohm’s law and relates the current
density j to the electric field e, whilst the second (2.7) relates the electric induction d to the
electric field e. Here, ε is the dielectric permittivity (in F m−1) and σ is the electric conductivity
(in Ω−1 m−1).

For this work, the smallest wavelength of interest (λ ≈ 3 m for fm = 110 MHz in the air) is
much larger than the overall size of the windings (few cm). And even if the length of the
wounded wires reaches the same order of magnitude as λ, they are made of very good con-
ductive materials, where conduction currents largely dominate displacement currents. Con-
sequently, we choose to decouple the electrical and magnetic phenomena by considering, on
the one hand, an electrostatic model in insulators and air to model capacitive effects and a
magneto-dynamic model in both the air and the conductors so as to capture inductive and
resistive effects.

It is worth mentioning that for each model several formulations could be developed. In this
work, we will consider the usual potential formulations in terms of the scalar electric and mag-
netic potentials which do not in any way compromise the accuracy of the computations. For
details about alternative formulations, see [162], [163].

2.2.1 Electrostatic field model

Starting with the electrostatic field model, where the considered phenomena do not vary ac-
cording to time t. The system of equations studied becomes:

1The overall form of the law is the same, only the behaviour of the material, linear or not, having a remanent
magnetization or not, that changes, modifying thus the expression of the permeability and adding or not the remanent
magnetization, respectively.
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curl h = j, (2.8)
curl e = 0, (2.9)
div b = 0, (2.10)
div d = ρ. (2.11)

In this model, we focus on equations (2.9) and (2.11), which study systems that are defined by
a given charge distribution.

Since curl (grad ·) = 0, equation (2.9) implies the existence of a scalar potential v satisfying the
following equation:

e = −grad v, (2.12)

which when inserted in (2.11) gives the electrostatic formulation:

div (−ε grad v) = 0. (2.13)

We will see in paragraph 2.3.3.3 that using the electrostatic formulation (2.13) is sufficient to
achieve an accurate model.

2.2.2 Magneto-dynamic field model

As its name might have already implied to the reader, the magneto-dynamic field model in-
vestigates the electromagnetic phenomena occurring in a dynamic state, where the effects of
displacement currents ∂d/∂t are neglected. The system to be solved is thus the following:

curl h = j, (2.14)

curl e = −∂b
∂t

, (2.15)

div b = 0. (2.16)

The current density can be decomposed to two terms js and jr such that:

j = js + jr, (2.17)

with js and jr being the source (imposed) current density and the reaction (induced) current
density, respectively. Equation (2.14) becomes:

curl h = js + jr,
= js + σ e.

(2.18)

Since div (curl ·) = 0, there exists a magnetic vector potential a satisfying the following expres-
sion:

b = curl a, (2.19)

therefore, (2.15) rewrites:

curl
(

e +
∂a
∂t

)
= 0. (2.20)

which implies the existence of a scalar potential v satisfying:
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e = −grad v − ∂a
∂t

. (2.21)

Inserting (2.21) in (2.18) and using the magnetic behaviour law, we get:

curl
(

µ−1 curl a
)
+ σ

(
grad v +

∂a
∂t

)
= js. (2.22)

such that (2.19) and (2.21) hold, i.e. b = curl a and e = −grad v − ∂a
∂t

.

The different models presented above enable the calculation of the parameters of the adopted
LPM through the computed corresponding electromagnetic fields (electric fields or magnetic
fields, respectively). Since there are three types of phenomena (resistive, inductive, and ca-
pacitive) and given the prevalent phenomenon a choice of the model is made. Hence, for
the computation of the values of the resistances and inductances, the distribution of both the
current density j and the magnetic flux ϕ are needed for the determination of their values.
Consequently, a magneto-dynamic formulation is solved.

Concerning the computation of the values of the different capacitances of the model, the values
of the scalar potential as well as the static charges between the two studied turns are required.
If the frequency dependent behaviour of the used insulation is not taken into account, as it will
be justified, an electrostatic computation is used. This is summarized in Tab. 2.1.

TABLE 2.1: The chosen formulation for the determination of the value of each
model parameter.

Parameter Phenomenon Formulation

Resistance Skin and proximity effects Magneto-dynamic (2.22)

Inductance Induced currents and voltages Magneto-dynamic (2.22)

Capacitance Distribution of the electric charges Electrostatic (2.13)

After elaborating on the different electromagnetic models that will enable the computations
of the electrical parameters values on the frequency range of interest, we will discuss in the
subsequent section the different parameter identification techniques of the adopted LPM.

2.3 Identification of the winding parameters

The section addresses the different identification techniques of each electrical parameter of the
model parameters that is performed in the frequency domain. The values of these parame-
ters are identified by inspection using the appropriate electromagnetic field model (refer to
section 2.2) solved with FEM after defining the geometry of the test cases and applying the
suitable set of boundary conditions in harmonic regime.

As a matter of fact, in open boundary problems [164], [165] (i.e. unbounded domains), as is
the case of electrical machine windings, the electromagnetic fields propagate outwardly indef-
initely, which raises the question on how to properly configure the boundary conditions that
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ought to be defined at infinity. An intuitive approach would be to truncate the domain of study.
Although easy to implement, it is heavily dependent on the size at which the domain is trun-
cated: the bigger the domain of study the more accurate the model is. This can quickly become
a computational burden. To overcome this shortcoming, different transformation methods
were developed, in particular Infinite Electromagnetic Transformation (IET) [166], that allow
the modelling of infinite domains by means of finite elements in a shell defined sub-domain.
This technique permits as a close of a representation of the studied electromagnetic system as
possible and is used for this research work.

In this following sections we will present the different resistance, inductance and capacitance
identification techniques, respectively.

2.3.1 The Ohmic losses resistance

As it has been presented in section 1.3.1, the ohmic losses resistance increases with frequency
due to skin and proximity effects which were demonstrated to have an impact on the propaga-
tion delay [143]. This emphasizes on the necessity to:

• correctly take into account both skin and proximity effects for an accurate computation of
the Joule losses resistances;

• account for the frequency dependent behaviour of these Joule losses resistances.

The ohmic losses resistance is computed in a magneto-dynamic approximation to account for
its frequency dependency. Thus, in order to solve the formulation (2.22) using FEM and deduce
the values of the ohmic losses resistances by inspection, an appropriate choice of the excitation
is fundamental.

As elaborated in the previous chapter, specifically in section 1.3.1, the skin effect refers to the
current distribution in the excited conductor, whereas proximity effect refers to the impact of
the current traversing one turn over the current distribution in the other turns. As an illus-
tration of the latter and in order to elaborate even further on section 1.3.1, two case studies
of the same axisymmetric geometrical definition––hence only half of the 2D cross-section is
studied—-are presented hereafter: a three turns winding versus a one turn winding investi-
gated in a magneto-dynamic field model.

For both test cases only one turn is set to a chosen value Ii = 1 A as an excitation source. The
results are presented for two frequency samples, low frequency and high frequency, 40 Hz and
1 MHz, and are shown in Fig. 2.7 and Fig. 2.8.

At low frequency (Fig. 2.7a and Fig. 2.7b), the current is evenly distributed on the surface of
the conductor set to Ii = 1 A for both test cases. However, when increasing the frequency, the
current distribution is no longer similar even though the excitation is maintained the same. For
the one turn winding, the current density is evenly distributed on the “skin” of the conductor
at 1 MHz as depicted in Fig. 2.8a. This is skin effect. Nevertheless, for the three turns winding
as seen in Fig. 2.8b, not only the skin effect is noticed but the impact the excited turn has on the
adjacent conductive materials is observed as well. This is proximity effect.

The currents captured at the surface of the conductors set to Ij = 0 A are called induced currents
and give rise to power dissipation on those conductors are well. These induced currents in the
nearby conductors are due to the fact that the studied conductors are in close juxtaposition.
The magnetic field generated by the excited turn has its lines impinged upon the neighbour-
ing conductors, changing hence the current distribution on those turns. Additionally, these
induced currents tend to be higher on the side of the excited conductor (first conductor in this
case). However, in real life applications, the current flows through the conductors of the wind-
ing simultaneously. We therefore have proximity effect of every conductor on the remaining
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FIGURE 2.7: (a) The current density for a one turn winding at 40 Hz. (b) The
current density for a three turns winding at 40 Hz when exciting the first turn

(conductor at the bottom).
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FIGURE 2.8: (a) The current density for a one turn winding at 1 MHz. (b) The
current density for a three turns winding at 1 MHz when exciting the first turn

(conductor at the bottom).
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others as well as skin effect. To capture the overall impact of all conductors on each other, we
set the three turns to Ii = 1 A for 40 Hz and 1 MHz. The current distribution is depicted in
Fig. 2.9.

Here, not only do we capture the skin effect of each conductor but the different proximity
effects conductors have on each other. Nonetheless, it is difficult to extract the values of the
resistance of each conductor alone when all conductors are set to Ii = 1 A because the currents
of the system matrix—three turns winding for this case—are all non-null. This complicates the
identification by inspection.

To demonstrate, we describe the structure of the three turns winding using its impedance ma-
trix

[
Z
]
:

[
U
]
=

[
Z
]
·
[
I
]

, (2.23)

which, when written in matrix form, yields:


U1

U2

U3

 =


Z11 Z12 Z13

Z21 Z22 Z23

Z31 Z32 Z33

 ·


I1

I2

I3

 , (2.24)

where U1, U2 and U3 are the potential differences at the extremities of each conductor, whereas
I1, I2 and I3 are the corresponding currents, respectively.

Exciting the three conductors simultaneously with real valued currents Ii = 1 A currents (I1 =
I2 = I3 = 1 A) leads to the following set of equations:


U1 = Z11 · 1 A + Z12 · 1 A + Z13 · 1 A,

U2 = Z21 · 1 A + Z22 · 1 A + Z23 · 1 A,

U3 = Z31 · 1 A + Z32 · 1 A + Z33 · 1 A.

(2.25)

Supposing that the impedance matrix of the sample winding is symmetrical, which is often the
case, we end up with six variables (i.e. Z11, Z22, Z33, Z12, Z13 and Z23) linked with only three
equations, which makes an under-determined system of equations.

As a workaround, and in order to properly account for the general induced currents, we make
use of the mutual resistances Rij [167]–[170] that model the voltage drop in the jth turn induced
by the ith turn. These mutual resistances refer to the resistance increase in the jth turn due the
presence of the nearby ith turn, and model the distortion of both magnetic and electric fields.
These resistances were not accounted for in previous research works [17], [34].

Considering only the resistive behaviour of the turns, the resistive couplings are exhibited in
Fig. 2.10 for illustration.
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FIGURE 2.9: (a) The current density and distribution for the three turns winding
at 40 Hz when all conductors are set to Ii = 1 A. (b) The current density and
distribution for the three turns winding at 1 MHz when all conductors are set to

Ii = 1 A.
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Rs1 Rs2 Rs3

R12 R23

R13

FIGURE 2.10: Illustration of the resistive coupling between turns.

To summarize, the ohmic losses within the turns of a given winding comprise the skin and
proximity effects power dissipation. As a means to take them both into account and to properly
model each turn alone, we deduce the self and mutual resistances of the studied winding by
inspection using FEM by solving the magneto-dynamic formulation (2.22).

The ohmic losses resistance value can be computed in two ways:

• deduce the resistances from the computed Joule losses PJ;
• deduce the resistances from the computed impedance of the turn.

These two techniques are elaborated in the ensuing paragraphs.

2.3.1.1 From the Joule losses

The value of the resistance, whether self or mutual (Rsi or Rij, respectively) can be deduced
from the Joule losses PJ defined as follows:

PJ =
1
σ

∫∫∫
V

j2 dV, (2.26)

with V being the conductive volume of the studied problem, j the current density, and σ the
electric conductivity.

To deduce the self resistance Rsi from Joule losses, each conductor ”i“ is successively set to a
given value Ii, while the others are set to Ij = 0 A. The expression of the resistance is straight-
forward:

Rsi =
PJ

Ii
2 . (2.27)

However, when it comes to the mutual resistance Rij, both currents in the ith and jth turns are
set to chosen values Ii and Ij respectively, while the others conductors Ik ̸=(i,j) are set to 0 A.

The Joule losses expression is thus:

PJ = Rsi Ii
2 + Rsj Ij

2 +
(

Rij + Rji
)

Ii Ij. (2.28)

Since the conductors have the same electrical properties, (2.28) becomes:

PJ = Rsi Ii
2 + Rsj Ij

2 + 2 Rij Ii Ij,

= Rsi Ii
2 + Rsj Ij

2 + 2 Rji Ij Ii.
(2.29)
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When using the Joule losses to compute the resistances for one frequency we need n computa-
tions to compute the self resistances Rsi and (n

2)/2 computations for the mutual resistances Rij,
with (n

2) being the number of two combinations needed out of a pool of n variables—in our
case the turns—, and is defined as follows:

(
n
2

)
=

n!
2! (n − 2)!

=
n (n − 1)

2
.

(2.30)

2.3.1.2 From the impedance of the turn

The value of the resistances could also be deduced from the self impedance of the turn. The lat-
ter is deduced from the computed global quantities: voltage across the turn Ui and the current
flowing through it [162], [171], [172]. Accordingly, to compute the self resistance of the ith turn
Rsi , the current of this turn is set to a chosen value of Ii, while the remaining turns are kept to
Ij = 0 A and are only submitted to the induced currents.

The self impedance is expressed in (2.31), where its real part is the self resistance of the studied
turn:

Zsi =
Ui
Ii

= Rsi + j Lsi ω.
(2.31)

Concerning the mutual resistances Rij, they are deduced from the quotient of the voltage drop
in the jth conductor and the current flowing through the energized ith conductor Ii.

It is expressed as follows, and its real part is the mutual resistance:

Zmij =
U j

Ii

= Rij + j Mij ω.
(2.32)

Hence, in order to identify the self and the different mutual resistive behaviours using the
impedance when conductor i is excited with a current of a chosen value Ii, one computation is
needed. Thus, when using the impedance to determine the resistances for an n-turns winding,
we need n computations.

A comparative table of the number of computations needed for the different resistance identi-
fication techniques is presented in Tab. 2.2.

TABLE 2.2: Comparison of the number of computations needed for each resis-
tance identification technique when studying an n-turns wind

Resistance identification technique Number of computations

Using PJ n + (n
2)/2

Using Zsi and Zmij n
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Eventually, for whatever identification technique, and for an n-turns winding, we end up with
a matrix of the form seen in (2.33), where the diagonal values are the self resistances whereas
the off-diagonal values are the different mutual resistances between turns.

R =



Rs1 R12 · · · R1n

R12 Rs2 · · · R2n

... · · · . . .
...

R1n R2n · · · Rsn


. (2.33)

2.3.2 The self and mutual inductances

The self inductance of the turn models the electromotive force generated by the magnetic flux
flowing through it. The mutual inductance however, describes the magnetic interaction be-
tween the turns of the winding as depicted in Fig. 2.11. Therefore, a variation in the current of
the ith turn leads to the appearance of an induced voltage in the jth turn and vice versa.

Ls1 Ls2 Ls3

M12 M23

M13

FIGURE 2.11: Illustration of the inductive coupling between turns.

The values of Lsi and Mij could be computed in three ways:

• deduce the inductances from the computed magnetic energy Wm;
• deduce the inductances from the computed flux ϕ embraced by the turn;
• deduce the inductances from the computed impedances Zsi and Zmij of the turn.

The three inductance identification techniques are elaborated hereinafter.

2.3.2.1 From the magnetic energy

Computing the self inductance of the ith turn from the magnetic energy of the system is per-
formed by setting the studied conductor to a chosen current value Ii and solving the magneto-
dynamic formulation (2.22) while keeping the remaining turns set to Ij = 0.

The stored magnetic energy Wm is computed as follows:

Wm =
1
2

∫∫∫
V

(
b · h

)
dV, (2.34)

where V is the volume of the studied problem, b is the magnetic induction, h is the magnetic
field and “·” denotes the complex scalar product.
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The value of the self inductance is then deduced using the following expression:

Lsi =
2 Wm

Ii
2 . (2.35)

Concerning the mutual inductance Mij magnetically coupling the ith and jth turns, it is deduced
after setting the two considered coupled turns to chosen current values Ii and Ij, respectively,
while the remaining turns Ik ̸=i,j are set to 0 A.

Its expression is the following:

Mij =
1

Ii Ij

(
Wm − 1

2
Lsi Ii

2 − Lsj Ij
2
)

= Mji.
(2.36)

When using the magnetic energy to compute the inductances, both self and mutual, and for an
n-turns winding, we need n + (n

2)/2 computations.

2.3.2.2 From the magnetic flux density

A solenoid of n turns carrying a current I, generates a magnetic field in its vicinity, which
produces a flux through each loop expressed as follows:

ϕ =
∫∫

S

(
b · n

)
dS, (2.37)

where n is the outward vector to the boundary of the studied geometry.

The inductance Lsi of this solenoid is linked to the total flux ϕ flowing through it by the follow-
ing expression:

ϕ =
Lsi I

n
. (2.38)

By that means, each conductor is set to a chosen value Ii, while the remaining conductors
are set to Ij = 0 A. The self inductance Lsi is deduced from the flux flowing the through the
surface bounded by the studied turn, whereas the mutual coupling with the remaining turns
is computed from the flux seen by each corresponding turn.

When using the flux to compute the different inductances for an n-turns winding we need n
computations, where we deduce the self and mutuals simultaneously at each computation.

2.3.2.3 From the impedance of the turn

As stated previously (refer to paragraph 2.3.1.2), the quotient of the two global quantities, the
current and the voltage, defined for each conductor, yields the impedance. Thus, from (2.31)
the self inductance is computed straightforwardly using the following expression

Lsi =
Im

(
Zsi

)
ω

, (2.39)
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whereas the mutual inductances, also derived from the imaginary part of the mutual impedance,
are expressed as

Mij =
Im

(
Zmij

)
ω

. (2.40)

When using the impedance to identify the inductances for an n-turns winding, we need n
computations.

A comparative table of the number of computations needed for the different inductance iden-
tification techniques is presented in Tab. 2.3.

TABLE 2.3: Comparison of the number of computations needed for each induc-
tance identification technique when studying an n-turns winding

Inductance identification technique Number of computations

Using Wm n + (n
2)/2

Using ϕ n

Using Zsi and Zmij n

Eventually, for whatever inductance identification technique, the inductance matrix of the
studied n-turns winding is symmetrical and is expressed in (2.41). The diagonal elements of
the matrix contain the self inductances, whilst the off-diagonal elements contain the mutual
inductances.

L =



Ls1 M12 · · · M1n

M12 Ls2 · · · M2n

... · · · . . .
...

M1n M2n · · · Lsn


. (2.41)

2.3.3 The dielectric losses parameters

The turns of a winding, either adjacent or not, are electrostatically influencing each other. They
also exhibit an electrostatic coupling to the GND. This electrostatic influence is modelled by a
capacitive coupling which could be computed in two ways, by solving (2.13) for v:

• deduce the capacitive coupling from the computed electric energy We;
• deduce the capacitive coupling from the computed charge Q.

Both capacitive coupling identification techniques are elaborated hereinafter.

2.3.3.1 From the electric energy

The expression of the electric energy stored in the studied system is:
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We =
1
2

∫∫∫
V

(
d · e

)
dV. (2.42)

where V is the volume of the studied system, d is the electric induction and e is the electric
field.

To compute the capacitive coupling from the electric energy, each turn is alternatively set to a
chosen voltage value Vi while the others are set to Vj = 0 A. The value of the self capacitance
Ci is deduced and expressed as:

Ci =
2 We

Vi
2 . (2.43)

Then, the value of the inter-turn capacitance Ctij between the ith and the jth is computed as

Ctij =
We − 1

2 Ci Vi
2 − 1

2 Cj Vj
2

Vi Vj

= Ctji .

(2.44)

In the case of the presence of a conductive magnetic core, the latter is considered the GND and
is set to a chosen voltage value, while the n-turns are set to 0 V. Then the values of CGi , mod-
elling the capacitive coupling of each turn i to the core, are deduced from (2.44) by replacing
the subscript “j” by the subscript “G”. In its absence, the turns are not kept floating and are
coupled to the GND through the remaining spatial charges.

Following the same approach, the computation of the dielectric losses resistances Rtij , can be
deduced from the dielectric losses Pε [173], [174]:

Pε =
∫∫∫

V
ε0 ε′′r ω e2 dV. (2.45)

When using the electrical energy and the dielectric losses to identify the capacitive couplings
for an n-turns winding, we need n + 1 + (n+1

2 )/2 computations2.

2.3.3.2 From the charges

The capacitive couplings can also be determined using the global quantity: the charge Q.
Thus, by setting a potential difference between two studied turns to a chosen voltage value
Uij

(
= Vi − Vj

)
as the excitation of the system, the capacitive coupling is straightforwardly de-

duced3:

Ctij =
Re

(
Q
)

Uij

= Ctji ,
(2.46)

the dielectric losses resistances, on the other hand, are computed as follows:

Rtij =
Uij

Im
(
Q
)

ω

= Rtji .
(2.47)

2In the case of an absence of the magnetic core only n + (n
2)/2 computations are needed.

3The same expressions are used for CGi and RGi
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Therefore, for an n-turns winding, each conductor is alternatively set to a chosen voltage value
Vi while the remaining (n − 1) turns are set to Vj = 0 A (i.e. Uij = Vi). In the absence of a
magnetic core or when it is not conductive, the coupling of the turns to the GND is accounted
for in order to avoid floating potentials, through the remaining spatial charges. To elaborate on
this, in an electrostatic equilibrium and assuming the turn 1 is set to 1 V while the rest are short
circuited (0 V), the charge Q1 on the first conductor is:

Q1 =
n

∑
j=2

Qj + QG1
, (2.48)

where QG1
is the remaining spatial charge that serves as a capacitive coupling of the turn to the

GND.

When using the electrical charge to identify the capacitive couplings for an n-turns winding,
we need n computations.

A comparative table of the number of computations needed for the different capacitance iden-
tification techniques is presented in Tab. 2.4.

TABLE 2.4: Comparison of the number of computations needed for each capac-
itance identification technique when studying an n-turns winding

Capacitance identification technique Number of computations

Using We n + 1 + (n+1
2 )/2

Using Q n

The capacitance and the dielectric losses resistance matrices of the studied n-turns winding
are symmetrical matrices expressed in (2.49) and (2.50), respectively. The diagonal elements
represent the coupling of turns to the GND, whilst the off-diagonal elements represent the
inter-turn couplings.

C =



CG1 Ct12 · · · Ct1n

Ct12 CG2 · · · Ct2n

... · · · . . .
...

Ct1n Ct2n · · · CGn


, (2.49)

Rε =



RG1 Rt12 · · · Rt1n

Rt12 RG2 · · · Rt2n

... · · · . . .
...

Rt1n Rt2n · · · RGn


. (2.50)
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After elaborating on the different capacitance identification techniques, we will investigate ex-
perimentally the frequency dependent behaviour of the used insulation (PEI as a first layer and
PAI as a top one). This is performed hereinafter.

2.3.3.3 Investigation of the frequency behaviour of the capacitive coupling

An experimental investigation has been performed in the LSEE laboratory to study the fre-
quency dependent of the used dielectric materials. A classical wire sample with PEI as the
first layer with PAI on top, was further coated with Gallium (Ga) as illustrated in Fig. 2.12,
where ra, rb and L being the internal radius, the external radius and the length of the sample,
respectively.

Ga

PEI
Copper

PAI

ra

rb

L

FIGURE 2.12: The measurement setup used to investigate the frequency be-
haviour of the capacitance with the help of Cristian Franzoi Mazzola.

This was carried out in order to create a cylindrical capacitor. Techniques of the sort, usage of
liquid metals to ensure a capacitive coupling, are widely used for flat capacitors [175]. Using
a liquid metal as an external electrode fills the potential empty spaces, enabling hence a better
characterization of the material. The choice of the Ga is justified by the fact that it is relatively
safe to deal with in elemental form and is easily accessible on the market, in comparison to the
mercury. Moreover, it has a melting point of 30 ◦C which is just above room temperature (20 °C
- 22 ◦C). It was melted with warm water and applied with a syringe where it proved a good
adhesion to the wire insulation. Next, the impedance measurements were performed using the
impedance analyser Agilent 4980A [176].

The measured impedance is of the following expression:

Zc( f ) =
1

j C( f )ω

=
ln

(
ra
rb

)
2 π L ε0 εr( f )ω

=

(
1
Rt

+ j Ct ω

)−1
.

(2.51)
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A straightforward identification enables to extract the variations of the real and imaginary parts
of εr from Zc( f ) and are depicted in Fig. (2.13).

102 103 104

102 103 104

Frequency (Hz)

0.04
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0.03
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3.82
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3.80

3.84

3.86

ε′r

ε′′r

FIGURE 2.13: The deduced frequency behaviour of ε′r and ε′′r .

The frequency variations of ε′r and ε′′r were presented up to 10 kHz since the values beyond
this frequency start to get impacted by the beginning of a resonance with the different parasitic
inductances. This can be seen when changing the logarithm scaling into a semi-logarithmic as
presented in Fig. (2.14).
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FIGURE 2.14: The resonance of the measured capacitance and the parasitic in-
ductance present in the measurement setup.

Upon zooming on the ranges of interest, we notice the beginning of the resonance in Fig. 2.15
and after the resonance in Fig. 2.16.
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FIGURE 2.15: The low and medium frequency behaviour of the measured com-
plex dielectric permittivity before the resonance happens.
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FIGURE 2.16: The high frequency behaviour of the measured complex dielectric
permittivity during and after the resonance occurs.

Further studies on the high frequency behaviour of the permittivity have to be carried out
by either including the existence of the parasitic inductance in the measured impedance, or
proposing a new experimental setup. This is left for the future work. For this research work,
we consider the capacitive coupling invariant according to frequency.

It should be emphasized that the computed values of the different parameters are per unit
length, hence, a scaling by the appropriate geometrical coefficient is mandatory.

At this stage, we have presented the different identification techniques of the adopted LPM pa-
rameters and experimentally investigated the frequency behaviour of the capacitive coupling.
The next section discusses and compares the different identification techniques and justifies the
choice of one over the other in terms of accuracy and number of computations needed.

2.4 Comparison of the identification techniques

After presenting the different identification techniques for each parameter, a choice has to be
made on which one to use in order to launch the computations. This section studies the differ-
ences between the identification techniques in terms of the computational time and accuracy of
the FEM results. For this, a one layer three turns (n = 3) winding sample presented in Fig. 2.17,
is used for illustration and comparison.
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X
Y

Z

FIGURE 2.17: The 3D geometry of the three turns winding used to compare the
different identification techniques.

The geometrical definition of this test case is summarized in Tab. 2.5, where dc, ℓinsul, eit, σcopper
and rair are the conductor diameter, the thickness of the PEI insulation layer (PAI was not
considered), the inter-turn spacing, the copper conductivity and the distance between the con-
ductors and the symmetry axis, respectively.

TABLE 2.5: The geometrical and electrical definition of the three turns winding
sample.

n 3 turns

nℓ1 3 turns

dc 1.25 mm

σcopper 60 MS

ℓinsul 0.0495 mm

εPEI (3.5 − j 0.5) ε0

eit 0.01 mm

rair 23.1501 mm

The chosen geometry enables to reduce of the 3D model (Fig. 2.17) to a 2D one (Fig. 2.18) by
accounting for its axisymmetric property during the FEM resolution. The IET is performed in
the annular region bounded by Rint and Rext radii.
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Z

IET
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rair

b · n = 0
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(a)

Y

XZ

IET
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Rext

rair

V = 0

(b)

FIGURE 2.18: The studied 2D cross-section geometry of the three turns winding,
and the corresponding boundary conditions consisting in (a) supposing a null
flux ϕ in magneto-dynamics study at both infinity and the axisymmetric axis (b)

a null voltage at infinity in an electrostatic study.

For this work we use Gmsh [177] to generate and mesh the geometries, whereas, the FEM res-
olution of the context-appropriate formulation is performed in the complex frequency domain
using the solver GetDP [178].

With the geometrical definition of the three turns winding sample complete, comes the selec-
tion of the identification technique to be used. This is discussed in the coming section.
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FIGURE 2.19: An example of the magnetic induction distribution when the first
turn (conductor at the bottom) is set to 1 A at 1 MHz.

2.4.1 The Ohmic losses resistance

The ohmic losses resistance can be computed either from the Joule losses (2.26) or the impedance
of the turn (as in (2.31) for Rsi and (2.32) for Rij). This is performed after solving the magneto-
dynamic formulation (2.22) for the magnetic vector potential a. An example of the magnetic
field distribution when the first conductor is set to 1 A is presented in Fig. 2.19 at 1 MHz.

The resistance identification techniques are compared in Tab. 2.6 when computing the self resis-
tance Rsi together with the values deduced from the analytical expression (1.1) where the prox-
imity effect is not accounted for and ℓ in this case being the length of the turn (ℓ = 2 π rair =
2 π × 23.1501 mm).

Here, the comparison is performed on the computed resistance of the first turn : i = 14, the
remaining turns are set to 0 A.

4The same conclusions were drawn when studying the other turns.
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TABLE 2.6: Comparison of the resistance identification techniques.

Frequency (Hz) Rs1 (mΩ) from (1.1) Rs1 (mΩ) from PJ Rs1 (mΩ) from Zsi

40 2.033 2.033 2.033

103 2.033 2.034 2.034

104 2.036 2.179 2.179

105 3.700 5.756 5.756

106 10.31 21.57 21.57

107 31.14 78.99 78.99

As noticed in Tab. 2.6, the resistance deduced from the Joule losses and the resistance deduced
from the impedance are exactly the same. We also notice a difference between using the latter
techniques and the analytical method where only skin effect is accounted for.

Concerning the mutual resistances, we study R12, the comparative study is presented in Tab. 2.7,
where we notice that no matter the chosen identification technique the values are again the
same, which is expected. We also notice the extremely small value of R12 at low frequencies,
where practically no proximity effect takes place.

TABLE 2.7: Comparison of the mutual resistance identification techniques.

Frequency (Hz) R12 (Ω) from PJ R12 (Ω) from Zmij

40 0.75 10−9 0.75 10−9

103 4.95 10−8 4.95 10−8

104 4.55 10−5 4.55 10−5

105 4.37 10−4 4.37 10−4

106 9.02 10−4 9.02 10−4

107 1.73 10−3 1.73 10−3

The comparison of the computed values of both the self Rsi and the mutual Rij resistances
serves as a verification that the studied identification methods give indeed the same values.
Hence, the choice of the resistance identification technique is solely based in this case on the
required number of computations. As highlighted in Tab. 2.2, using the impedance, we only
need n-computations (n = 3 for the studied winding sample). Therefore, the resistances are
deduced from the impedance in this work.
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2.4.2 The self and mutual inductances

The computation of the inductances, both self and mutual, could be done in three ways: they
could be deduced from the magnetic energy (2.35), the magnetic flux (2.38), or the characteristic
impedance of the turn (2.31) and (2.32). The three aforementioned inductance identification
techniques are compared for various frequency samples in this section. The self inductance
results are presented in Tab. 2.8, whereas the mutual inductance values are seen in Tab. 2.9.

TABLE 2.8: Comparison of the self inductance identification techniques.

Frequency (Hz) Ls1 (nH) from Wm Ls1 (nH) from Zsi Ls1 (nH) from ϕ

40 118.38 118.38 118.40

103 118.38 118.38 118.39

104 117.60 117.80 117.80

105 109.00 109.50 109.50

106 102.41 102.50 102.50

107 99.38 99.86 99.86

TABLE 2.9: Comparison of the mutual inductance identification techniques.

Frequency (Hz) M12 (nH) from Wm M12 (nH) from Zmij M12 (nH) from ϕ

40 88.07 88.08 88.09

103 88.07 88.08 88.09

104 87.84 87.85 87.85

105 85.93 85.95 85.95

106 85.57 85.58 85.58

107 85.50 85.52 85.52

We can see that the values of the inductances are the same no matter the chosen method. More-
over, the decrease of the values according to the frequency is captured as well, modelling thus
the flux penetration.

This comparative study serves as a verification of the aforementioned inductance identification
techniques. Since the purpose is to develop a predictive model with the lowest computational
complexity possible, the number of computations needed for each method is compared. Us-
ing the first method, for an n-turns winding, n computations are needed to compute the self
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FIGURE 2.20: An example of the electric field distribution when the first turn
(conductor at the bottom) is set to 1 V at 40 Hz.

inductances and (n
2)/2 computations to deduce the mutual couplings between turns. Neverthe-

less, using the second and third identification techniques, only n computations are needed to
compute both the self and mutual inductances.

For this work, the latter are deduced from the numerically computed impedance of the studied
turn (Lsi is deduced from (2.31), whereas Mij is deduced from (2.32)). Hence, for an n-turns
winding, we need n computations to deduce simultaneously the resistance and inductances
matrices.

2.4.3 The dielectric losses parameters

The capacitive coupling between turns could be deduced from either the electric energy (2.44),
or the charge on the conductors (2.46). An example of the electrical field distribution is pre-
sented in Fig. 2.20, where the first turn of the three turns winding is set 1 V while the remaining
two are short circuited (set to 0 V).

The two capacitive coupling identification techniques have both been extensively studied and
validated in the literature [13], [17], [34], [55], [71], [167]. Consequently, the comparative study
is performed according to the number of computations needed to fully electrostatically model
the winding. Using the first method, and in the case of an n-turns winding, (n+1) computations
are needed to compute the values of the self capacitances as expressed in (2.43), and (n+1

2 )/2

more computations are needed to eventually deduce the different capacitive couplings between
turns. Nevertheless, adopting the second identification technique, only n computations are
needed, whether there is a magnetic core or not.

In this work, we use the second capacitive coupling identification technique.
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To summarize, for each parameter, the chosen identification technique is seen in Tab.2.10.

TABLE 2.10: The chosen identification technique for each parameter.

Parameter The chosen identification technique

The self and mutual resistances From (2.31) and (2.32), respectively

The self and mutual,inductances From (2.31) and (2.32) respectively

Turn-to-turn and turn-to-GND capacitances From (2.46)

Turn-to-turn and turn-to-GND resistances From (2.47)

At this stage, we have proposed a FEM model that allows to compute by inspection the values
of the parameters on the frequency range of interest.

In the next section, we will see how to account for this frequency dependency in frequency
domain simulations without having to use fitting techniques.

2.5 The proposed elementary cell of the winding

In order to account for the frequency behaviour of the winding, the parameters of the model
are computed at different frequency samples within the frequency range of interest. The latter
extends from f1 = 40 Hz to fm = 110 MHz (frequency range of the used impedance analyser,
with “m” being the number of frequency samples). Therefore, each parameter is henceforth a
vector of values according to frequency. Ergo, after m computations (the value depends on the
sampling of the frequency range), (2.33) becomes:



Rs1( f1) R12( f1) · · · R1n( f1)

R12( f1) Rs2( f1) · · · R2n( f1)

... · · · . . .
...

R1n( f1) R2n( f1) · · · Rsn( f1)





Rs1( fm) R12( fm) · · · R1n( fm)

R12( fm) Rs2( fm) · · · R2n( fm)

... · · · . . .
...

R1n( fm) R2n( fm) · · · Rsn( fm)



Rm
n = m

n , (2.52)

and (2.41) becomes:
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Ls1( f1) M12( f1) · · · M1n( f1)

M12( f1) Ls2( f1) · · · M2n( f1)

... · · · . . .
...

M1n( f1) M2n( f1) · · · Lsn( f1)





Ls1( fm) M12( fm) · · · M1n( fm)

M12( fm) Ls2( fm) · · · M2n( fm)

... · · · . . .
...

M1n( fm) M2n( fm) · · · Lsn( fm)



Lm
n = m

n . (2.53)

However, and as stated earlier in paragraph in 2.3.3.3, the capacitance and the dielectric losses
matrices are only computed at low frequency (40 Hz for this work), and remain therefore two-
dimensional,



CG1 Ct12 · · · Ct1n

Ct12 CG2 · · · Ct2n

... · · · . . .
...

Ct1n Ct2n · · · CGn


C =

n , (2.54)



RG1 Rt12 · · · Rt1n

Rt12 RG2 · · · Rt2n

... · · · . . .
...

Rt1n Rt2n · · · RGn


Rε =

n . (2.55)

Once the values have been computed using FEM, and since the impedance of each turn is
deduced numerically and not from measurements, the first though is to build up from the
LPM model (refer to Fig. 1.7) by applying the VF algorithm for each turn. Hence, an upgraded
circuit per turn similar to the one seen in Fig. 2.21, where the sub-circuit highlighted in red is
deduced by applying VF to the self admittance of each turn.
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FIGURE 2.21: Upgrading the template model using vector fitting in order to
account for the frequency dependent behaviour of the parameters.

Consequently, each turn becomes a combination of branches with constant valued passive com-
ponents (R0, C0, R1, L1, R, L, C and G), with each branch duplicated (with different values of
course) as many times as the used number of poles for the fitting. This is depicted using the
red vertical dots. The real poles used for the fitting are represented with the R1 in series with
L1 branch, whereas each conjugate pair of complex poles is represented with the R,L, C and G
branch.

Nonetheless, generating the VF passive circuit calls for the intervention of the user in order
to properly set up the fitting parameters: number of poles, the type spacing (logarithmically
spaced poles or linearly spaced poles), the chosen weighting, etc. This makes the methodology
no longer automatic, heavily dependent on the winding to be studied, and its precision reliant
on the chosen parameters of the fitting. Another inconvenience emerges after generating the VF
equivalent circuit for each turn in accounting for the mutual inductive and resistive behaviour
between turns. In this case the mutually inductive and resistive couplings are forsaken because
the fitted admittance is of the following expression:

Ysi ( f ) =
1

Rsi ( f ) + j Lsi ( f )ω
. (2.56)

To find a solution, and starting with the mutual inductive coupling, we need to first of all un-
derstand how the frequency-independent behaviour was taken into account in previous work
with the used circuit simulator LTspice [179]. In the latter, the frequency-independent mutual
inductive coupling between inductors is taken into account using the mutual coupling coeffi-
cient k. An example is portrayed in Fig. 2.22, where the inductors L1 and L2 are inductively
coupled with a factor k whose definition was already viewed in (1.3).
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L1

IL1

k L1 L2 value

L2

IL2

FIGURE 2.22: Accounting for the mutual coupling using LTspice syntax.

This solution cannot be implemented for our case because once the VF equivalent circuit is
deduced, the model of each turn is no longer a simple resistance in series with an inductance
(as seen in Fig. 2.21) but rather an electrical circuit. The used inductances serve for fitting
purposes only and are devoid of physical meaning.

To consider the mutual couplings in this case, it is mandatory to add multiple (= n − 1, with
n being the number of turns) behavioural voltage sources in series with each turn i, whose
expressions are the following:

Vij =
n

∑
j=1, j ̸=i

Mij
∂Ij

∂t
. (2.57)

where ∂Ij/∂t is automatically converted by LTspice to j Ij ω in frequency domain simulations.
These behavioural voltage sources link the current of the turn to the mutually induced voltage,
consequently modelling the mutual inductive coupling. Therefore, the circuit represented in
Fig. 2.22, used for illustration, becomes that seen in Fig. 2.23.

L1

IL1

−+

M12
∂IL2

∂t L2

IL1

−+

M21
∂IL1

∂t

FIGURE 2.23: Accounting for the inductive coupling using behavioural voltage
sources.

Applying this on the elementary cell seen in Fig. 2.21, we get the new equivalent turn model
presented in Fig 2.24.
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FIGURE 2.24: Upgrading the elementary cell of the winding to account for the
mutual inductive coupling.

Using this technique the frequency behaviour of Mij( f ) is not taken into account. An alterna-
tive solution could be to account for Mij( f ) by including it with the self inductive behaviour of
each turn as portrayed in Fig. 2.25.

L1 + M12

IL1

L2 + M21

IL2

FIGURE 2.25: Accounting for the inductive coupling as another self.

Therefore, when using the VF algorithm the fitted admittance of each turn (2.56) is redefined
to become:


Ysi ( f ) =

1
Rsi ( f ) + j Leqi

( f )ω
,

Leqi
( f ) = Lsi ( f ) +

n

∑
j=1,j ̸=i

Mij( f ).
(2.58)

However, this hypothesis allows the redefinition of the admittance of each turn by implying
that the current flowing through all the turns is the same (I1 = I2 = I3 in Fig. 1.9 for instance),
which contradicts with the subject of this work.

The same difficulty was encountered when willing to account for the presence of the mutual re-
sistances. Following the same approach performed on the mutual inductances, the resistances
Rij could be accounted for using behavioural voltage sources. Hence, the simplified circuit
portraying the resistive coupling:
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FIGURE 2.26: Accounting for the resistive coupling using behavioural voltage
sources.

However, its frequency behaviour is neglected.

Given the difficulties encountered to account for the mutual couplings between the turns (both
resistive and inductive), we decided to make use of LTspice look-up tables. This has enabled
to relinquish the usage of the VF fitting algorithm altogether, although a very powerful tool,
it proved unnecessary for this work. The idea behind the LTspice look-up tables allows for
inserting the scatter plots deduced from the computations directly into the netlist without the
need of an intermediate step whatsoever. Whenever an interpolation is necessary, the circuit
simulator takes care of it. This has allowed using the behavioural voltage sources enabling to
model both the self and mutual behaviour of the turn. The proposed model of each turn is
presented in Fig. 2.27.

The 0 V voltage source is used so as to permit measuring the current of the turn that is later
on used in the computation of the mutual inductive and resistive coupling, henceforth referred
to as impedance coupling. It has an internal series resistance of 1 nΩ to avoid ending up with
parallel voltage sources.

One might argue that the same current could be measured from a series resistor of 1 nΩ. How-
ever, the used circuit simulator assumes that the current flowing through the circuit elements is
quasi-static. Ergo, the usage of the 0 V voltage source as a current sensor. The behavioural volt-
age source Bsi links the current flowing through the turn to its voltage with the self impedance
(inverse of (2.56)) and is saved in a table, whereas, the remaining behavioural voltage sources
Bmi1 , Bmij and Bmin reproduce the electromotive forces modelling the impedance coupling with
the remaining turns also saved in tables. Particularly speaking, they link the induced voltages
to the currents with the coupling impedances. This way, not only the frequency dependency of
the self behaviour is accounted for, but that of the impedance couplings as well.

−+

0 V

−+

Bs1

−+

Bmi1

−+

Bmij

−+

Bmin

RGi CGi

Ctij

Rtij

jth turn

Self behaviour Mutual behaviour

(i − 1)th turn ith turn

FIGURE 2.27: Upgrading the elementary cell of the winding to account for the
frequency dependent behaviour of its parameters both self or mutual.
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The tables in which the values according to frequency are stored are of the structure seen in
Tab. 2.11. It is a three row matrix, where the first row contains the frequency samples, whilst
the second and third rows contain the corresponding module in Ohms and phase Φ( f ) in
degrees of the called impedance Z( f ), respectively.

TABLE 2.11: An .inc file example.

+( f1, Z( f1), Φ( f1))

+( f2, Z( f2), Φ( f2))

+( f3, Z( f3), Φ( f3))

...
...

...

+( fm, Z( fm), Φ( fm))

Again, using the three turns winding for illustration, the model of the winding is upgraded
from Fig. 1.10 to Fig. 2.28.

−+

0V

1 nΩ

−+

Bs1

−+

Bm12

−+

Bm13

RG1 CG1

−+

0V

1 nΩ

−+

Bs2

−+

Bm21

−+

Bm23

RG2 CG2

−+

0V

1 nΩ

−+

Bs3

−+

Bm31

−+

Bm32

Rt12

Ct12

Rt23

Ct23

Rt13

Ct13

Input

t1 t2 t3

FIGURE 2.28: The proposed model applied on the three turns winding sample.

It is noteworthy that even though the presented winding sample is of only three turns, building
the model manually is both time consuming and laborious. An automation of the correspond-
ing netlist generation is therefore a must and we use python for that.

At this stage, we have accounted for the frequency behaviour of the parameters in a frequency
domain simulation including the impedance coupling between turns. The proposed elemen-
tary cell accounts not only for the frequency behaviour of the self impedance but that of the
mutual impedance as well without having to call for the usage of any fitting technique whatso-
ever. The proposed tool is hence automatic, not needing the intervention of the user to correctly
parametrize the fitting procedure.
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The flowchart of the proposed tool is seen in Fig. 2.29.

In the next section, we will test the proposed model by comparing the computed frequency
response—impedance—of different test case with its corresponding frequency measurement.
The robustness of the model is also tested by studying test cases with magnetic materials.
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User-defined
inputs
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(2.53)

Generation of LTspice
parameter “.inc” files

(Tab. 2.11)

Netlist generation

Running circuit simulator [179]
in frequency domain

Impedance extraction

FIGURE 2.29: Flowchart of the proposed frequency domain tool.
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2.6 Experimental validation

In this section, the proposed model is put to test by comparing it to experimental measure-
ments performed using the impedance analyser Agilent 4980A [176]. It uses the auto-balancing
bridge method, which is based on equating the current flowing through a large resistor and that
flowing through the winding. An amplifier is used to balance both currents, from which the
impedance of the device under test—the winding—is deduced. This represents the best option
for high frequency behaviour investigations. Also, in order to best minimize the introduced
uncertainty in the test fixture, a compensation is required and is performed by the user. By per-
forming the compensation measurement, the parasitics are accounted for during the frequency
identification of the winding and are subtracted from the measurement.

We have prepared different windings that satisfy the axisymmetric geometrical approximation;
a three-layered 21 turns winding, a two-layered 69 turns windings, a two-layered 147 turns
winding, a winding inserted in half a magnetic core and a winding with a full magnetic core.
They are presented in Fig. 2.30.

(a) (b)

(c) (d)

(e)

FIGURE 2.30: The chosen test cases on which the experimental validation is per-
formed: (a) A three-layered 21 turns winding. (b) A two-layered 69 turns wind-
ing. (c) A two-layered 147 turns winding. (d) The 21 turns winding inserted in

a magnetic core. (e) The 21 turns winding fully emerged in a magnetic core.
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2.6.1 The three-layered 21 turns winding

The first case study is the one presented in Fig. 2.30a with its internal structure depicted in
Fig. 2.31.

Conductors

X

Y

Z

Dielectric material

ℓ1 ℓ2 ℓ3 ℓ4

rair

Y

eit

FIGURE 2.31: The internal structure of the 21 turns winding.

For this case study, the wire used in the making of this winding satisfies the American Wire
Gauge (AWG) specifications. The geometrical definition of this case study is summarized in
Tab. 2.12 for results reproducibility purposes.

TABLE 2.12: The geometrical and electrical definition of the 21 turns winding.

n 21 turns

nℓ1 7 turns

nℓ2 7 turns

nℓ3 7 turns

dc 0.723 mm

σcopper 60 MS

ℓinsul 0.0235 mm

εPE (2.3 − j 0.5) ε0

eit 0.725 µm

rair 14.55 mm

ℓ1 3 mm

ℓ2 2 mm

ℓ3 2.09 mm

ℓ4 1.1 mm
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The conductors of this case study are ideally arranged on different layers, meaning the inter-
turn spacing eit is regular. The geometry is axisymmetric, hence only half of its 2D cross-section,
framed in red dashed lines in Fig. 2.31, is sufficient to run the computations. It has nℓ1 , nℓ2 , nℓ3
number of conductors in the first, second and third layers, respectively. The dielectric layers
have thicknesses of ℓ1, ℓ2, ℓ3 and ℓ4, respectively. The insulation used is Polyethylene (PE) and
has a permittivity εPE and a thickness of ℓinsul. The dielectric material on which the conductors
are fixed has a relative permittivity of εPVC. The internal radius of the used dielectric material
on which the conductors are set is rair.

The frequency behaviour of the impedance of the 21 turns air winding according to frequency
is presented in Fig. 2.32 and compared to the measurement. The low, medium and high fre-
quency behaviours are well predicted, from the resonance and anti-resonance frequencies to
the amplitude of the impedance at these frequencies.

102 104 106 108

102 104 106 108

Measurement

Frequency (Hz)

Model

-100

-50

0

50

100

100

105

Z(Ω)

Φ(◦)

FIGURE 2.32: Comparison of the proposed model and the measurement of the
21 turns winding.

For the study to be complete and in order to highlight the added value of the proposed model,
we compare these results with those of the previous work [17]. The comparison is presented
in Fig. 2.33. Although the proposed model predicts better, the added value is not really high-
lighted since the three curves seem to match across the entire frequency range. This is due to
the relatively small number of turns of the winding as well as the high value of the inter-turn
spacing between turns. This caused the different high frequency resonances to shift to even
higher frequencies and not be captured by the impedance analyser, given the frequency range
limitation.
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FIGURE 2.33: Comparison of the proposed model with both the measurement
of the 21 turns winding and the model of from previous work.

The simulation time of the proposed model is presented in Tab. 2.13, where the FEM computa-
tions took 21 min whereas the circuit simulator simulations were completed in 11 s.

TABLE 2.13: The 21 turns winding simulation time.

FEM computations 21 min

LTspice simulation 11 s

Unlike the measurement setup, the simulation allows to go as high as the user wants to: we
thus report the results from 100 MHz up to 10 GHz for future reference in Fig. 2.34, where the
high frequency resonance and anti-resonances do not match at all.
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FIGURE 2.34: Investigating the frequency behaviour of the model beyond fm
and comparing it to the output of the previous work.

2.6.2 The two-layered 69 turns winding

The second case study is the n = 69 turns winding presented in Fig. 2.30b with its 3D geometri-
cal definition depicted in Fig. 2.35, where hint and hext refer to the internal and external heights
of the PVC, whereas rPVC refers to the outer radius of the PVC.

hint hext

2 rPVC

2 rair

FIGURE 2.35: The 3D geometrical definition of the studied 69 turns winding
seen in Fig.2.30b.

This winding has nℓ1 turns in the first layer and nℓ2 turns in the second layer. The used wire is
PEI-PAI insulated with a copper diameter dc and an insulation thickness ℓinsul. The geometrical
definition of the conductors is presented in Fig. 2.36, where eit is regular.
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eit

eiteit

ℓinsul
Conductors of nℓ1

Conductors of nℓ2

FIGURE 2.36: The geometrical definition of the conductors.

The value of eit is computed as follows:

eit =
hint − nℓ1 (dc + ℓinsul)

nℓ1 + 1
. (2.59)

As a matter of fact, when it comes to the geometrical definition of the conductors, the norm
CEI 60317-0-1 specifies for each copper diameter an insulation thickness. However, the EIS is
two layered as elaborated in section 1.3.4, and since the PEI layer is thicker that the PAI, we
suppose for the current and ensuing case studies, that the conductor is one layered with PEI
with a permittivity of εPEI. The permittivity of the PVC on which the conductors are set is εPVC.
Also, the conductivity of the copper is set to σcopper. The geometrical and electrical definition
of this case study are summarized in Tab.2.14, where ePVC is the thickness of the PVC.

TABLE 2.14: The geometrical and electrical definition of the 69 turns winding.

n 69 turns

nℓ1 35 turns

nℓ2 34 turns

dc 1.25 mm

σcopper 60 MS

ℓinsul 0.0495 mm

εPEI (3.5 − j 0.5) ε0

εPVC 4 ε0

eit 7.91 µm

rair 23.05 mm

rPVC 58.05 mm

ePVC 1.8 mm

hext 51.55 mm

hint 47.5 mm

The studied 2D cross-section used to run the FEM computations as well as the arrangement of
the conductors on the PVC are seen in Fig. 2.37 and Fig. 2.38, respectively.
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hint

rPVC

hext

IET

rair

ePVC

X

Y

Z

FIGURE 2.37: The studied 2D cross-section of the 69 turns winding.

FIGURE 2.38: The arrangement of the 69 turns on the PVC. The arrangement from
right to left in this figure corresponds to the arrangement from bottom to top in Fig. 2.37.

This computation time is summarized in Tab. 2.15.

TABLE 2.15: The 69 turns winding simulation time.

FEM computations 2 h 12 min

LTspice simulation 2 min 3 s

The comparison between the simulation and the measurements is presented in Fig. 2.39, where
we can see that both the different resonance and anti-resonance frequencies were well pre-
dicted.

The relative permittivity of the PAI is in reality higher than that of PEI which justifies why
the computed frequencies are over-estimated. An improvement is to be made for a better pre-
diction of the different values of the impedance at these frequencies since they depend on the
value of the capacitance, by performing a more throughout investigation of the dielectric prop-
erties. Comparing these results with the output of the previous research work [17] is presented
in Fig. 2.40, where both low and medium frequency behaviours match, unlike the high fre-
quency behaviour that is completely missed by the model developed in previous works [17]. A
zoom is presented in Fig. 2.41 and underlines the importance of accounting for the frequency
behaviour of the parameters and accentuates the added value of the proposed model.
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FIGURE 2.39: Comparison of the proposed model and the measurement of the
69 turns winding.
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FIGURE 2.40: Comparison of the proposed model, the measurement and the
previous work model of the 69 turns winding.
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FIGURE 2.41: A zoom on the high frequency behaviour of the 69 turns winding.

2.6.3 The two-layered 147 turns winding

The third case study is the two-layered n = 147 turns winding seen in Fig. 2.30c, with its 3D
geometry similar to the previous case study seen in Fig. 2.35. The corresponding geometrical
and electrical definition of this case are summed up in Tab. 2.16.
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TABLE 2.16: The geometrical and electrical definition of the 69 turns winding.

n 147 turns

nℓ1 74 turns

nℓ2 75 turns

dc 1.25 mm

σcopper 60 MS

ℓinsul 0.0495 mm

εPEI (3.5 − j 0.5) ε0

εPVC 4 ε0

eit 15.6 µm

rair 37.1 mm

rPVC 62.1 mm

ePVC 31.4 mm

hext 12.4 cm

hint 10.1 cm

The 2D cross-section as well as the arrangement of the turns are also similar to the previous
case study (refer to Fig. 2.37).

The computational time for this case study is seen in Tab. 2.17, where we see that the FEM com-
putations took 9 h 56 min to complete, whereas the LTspice frequency domain simulation took
1 h and 19 min. This is due to the important number of behavioural voltage sources modelling
the impedance coupling that make the system to be solved even larger.

TABLE 2.17: The 147 turns winding simulation time.

FEM computations 9 h 56 min

LTspice simulation 1 h 19 min 41 s

The comparison between the output of the proposed model and the measurement is presented
in Fig. 2.42. Across the entire frequency range, the model accurately predicts the behaviour of
the winding. From the slope, to the first resonance frequency to the ensuing high resonance and
anti-resonance frequencies. The slip noticed is due to the hypothesis made (one layer of PEI
insulation on conductors). Moreover, the frequency dependent behaviour of the permittivity
was considered constant across the entire frequency range of interest. This justifies the noticed
high frequency discrepancy. However, given the results of the permittivity measurements, an
investigation of its behaviour for even higher frequencies has to be performed. The comparison
with the previous work [17] is presented in Fig. 2.43, where again, the high frequency behaviour
is completely missed.
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FIGURE 2.42: Comparison of the proposed model and the measurement of the
147 turns winding.
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FIGURE 2.43: Comparison of the proposed model, the measurement and the
previous work model of the 147 turns winding.
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A zoom on the high frequency behaviour is depicted in Fig. 2.44, where not only the frequencies
predicted by the model of previous work, but the value of the impedance at these frequencies
seems to diverge even further from the measurement as the frequency increases. This high-
lights the necessity to account for the frequency behaviour of the parameters when the high
frequency response of the winding is of interest. Further improvement could be achieved with
the inclusion of the frequency behaviour of the capacitive coupling.
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FIGURE 2.44: A zoom on the high frequency behaviour of the 147 turns winding.

2.6.4 A 21 turns winding with half magnetic core

To study the robustness of the model, case studies with a magnetic core have been investigated.

The first case study case with a magnetic material is presented in Fig. 2.30d. The lower half of
the 21 turns winding is inserted in a Mn-Zn ferrite magnetic core (reference N22) usually used
for EMI filtering. The soft magnetic material is made of iron oxide mixed with Manganese
(Mn) and Zinc (Zn) [180], [181] whose properties depend on its polycrystalline structure. Its
permittivity as well as its resistivity are determined by its grain and insulating grain boundary.
Unlike ferrites grains, the Mn-Zn ferrites display different physical and chemical properties.
During the cooling process, a partial re-oxidation of the iron (Fe+2) as well as the segregation of
the ferrites’ impurities occur on the grain boundaries, thus making the latter significantly insu-
lating. The insulating layers feature a high electrical capacity [182], [183]. Hence, it is not only a
high permeability material but also a high permittivity material behaving as a capacitor [182].

A sketch of the internal structure of a polycrystalline material is depicted in Fig. 2.45.
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Grains

Grains boundary
thickness

FIGURE 2.45: A sketch of the ideal microstructure of Physical polycrystalline
structure with isolated magnetic grains.

The constructor gives no information whatsoever on its dielectric properties. Petrovic’ in [182]
studied the dielectric behaviour of a Mn-Zn ferrite powder (M-30-HS) which gave us an idea
of the order of magnitude of the relative dielectric constant of ferrites. The values of 350 for the
real part and 150 for the imaginary part of the permittivity have been chosen to obtain the best
fit with the measured impedance.

The internal structure for this first case study with a magnetic core is depicted in Fig. 2.46.

Width

lengthMagnetic core X

Y

Y

Z

rair

FIGURE 2.46: The 2D cross-section of the first case study with a magnetic core.

The corresponding geometrical definition summarized is in Tab. 2.18.

TABLE 2.18: The geometrical definition of the magnetic material.

Width 14.5 mm

Length 30.75 mm

rair 4.25 mm
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In order to account for the magnetic losses, a complex magnetic permeability is used to describe
the stored magnetic energy, with its real part, and the magnetic losses, with the imaginary one.
According to the data-sheet, the permeability has a value of:

µ = 2300 µ0 − j 3 µ0. (2.60)

The latter is the series electrical representation of the magnetic material [9]. Hence, using the
complex form of the magnetic permeability, the inductance is complex (similar approach to the
capacitance).

To further understand the concept of the complex magnetic permeability, let us take as an
example the toroid depicted in Fig. 2.47, where r, R and h are the internal radius, external
radius and height of the studied toroid which is of µrT

complex relative permeability.

(a)

h

r

R
(b)

FIGURE 2.47: (a) The toroid used for illustration of the series representation of
the complex magnetic permeability. (b) The cross section of the toroid sample.

Let us suppose a one turn winding is wounded on the toroid and excited with a current I. The
induced magnetic flux density going through the yellow bounded square surface ST has the
following expression:

bT =
µ0 µrT

I

2 π r
. (2.61)

From (2.37), the expression of the corresponding inductance LT is deduced from the flux:

ϕT = LT I

=
∫∫

ST

bT dS

=
∫∫

ST

µ0 µrT
I

2 π r
dx dz

=
∫ R

r

∫ h

0

µ0 µrT
I

2 π r
dr dz.

(2.62)

Ph.D. thesis by Kaoutar HAZIM, 2023.



98 Chapter 2. Frequency domain modelling

Hence, deducing the expression of the inductance LT is straightforward:

LT = µ0 µrT

h
2 π

ln
(

R
r

)
,

= µ0

(
µ
′
rT
+ j µ

′′
rT

) h
2 π

ln
(

R
r

)
.

(2.63)

Therefore, when computing the self impedance of the turn using (2.31), a real part is added to
the Joule losses resistance that accounts for the iron losses given the chosen model of the iron
losses. The computational time for this case study is presented in Tab. 2.19.

TABLE 2.19: The 21 turns winding placed in half a magnetic core simulation
time.

FEM computations 2 h 12min

LTspice simulation 2 min 3 s

The comparison of the model with the impedance measurement are presented in Fig. 2.48.
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FIGURE 2.48: Comparison of the measurement and the proposed model of the
21 turns on half a magnetic core.

The resonance frequencies are well predicted, however prediction the magnitude of the first
resonance frequency could be further improved with the set of exact values describing the di-
electric behaviour of the core. These results prove the added value of accounting the frequency
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behaviour of the parameters and the reliability of the model even after inserting a magnetic
core. The comparison with previous work is depicted in Fig. 2.49.

102 104 106 108

102 104 106 108

Measurement
Model
Previous work [17]

Frequency (Hz)

100

105

Z(Ω)

-100

-50

0

50

100

Φ(◦)

FIGURE 2.49: Comparison of the measurement and the proposed model of the
21 turns on half magnetic core.

2.6.5 A 21 turns winding with a full magnetic core

For the second case study with a magnetic material, the other half of the magnetic material is
added, making thus the 21 turns positioned within the magnetic material, the 2D cross-section
is seen in Fig. 2.50.

air gap

Y

Y

Z X

FIGURE 2.50: The 2D cross-section of the second case study with a magnetic
core.

An air-gap is measured to be of 20 µm value. The comparison of the model and the mea-
surement is seen in Fig. 2.51, where they match well across the frequency range. A further
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FIGURE 2.51: Comparison of the measurement and the proposed model of the
21 turns placed within a magnetic core.

improvement could be performed once the inserted magnetic material fully dielectrically char-
acterized. The comparison with previous work is presented in Fig. 2.52. Again, the proposed
model predicts more accurately than previous work the resonance frequencies. However, given
the small number of turns as well as the high value of the inter-turn spacing between turns, its
added value is not highlighted for this case study. Still, the robustness of the proposed tool is
highlighted.

For this case study, the FEM simulations took 21 min, whereas the LTspice simulation only
takes 11 s to complete. This is summarized in Tab. 2.20.

TABLE 2.20: The 21 turns winding placed within a magnetic core simulation
time.

FEM computations 2 h 12 min

LTspice simulation 2 min 3 s

At this stage, we have validated the frequency domain model by studying and comparing it to
measurements performed on multiple case studies. The robustness of the model was examined
and validated on windings with and without magnetic cores.

In the next section, we will study an non-reducible 2D geometry and quantify the geometrical
impact on the results.
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FIGURE 2.52: Comparison of the measurement and the proposed model of the
21 turns placed within a magnetic core with previous work.

2.6.6 A four-layered 126 turns winding

In this section, we study a geometry that neither satisfies the axisymmetric geometrical ap-
proximation nor the planar approximation. This is performed in the aim of quantifying the
geometrical impact non-2D-reducible geometries have on the results.

Accordingly, two test cases are investigated, the first is an air winding, with no magnetic core,
and the second is the same winding inserted on an E-shaped laminated magnetic core. A photo
of the two test cases is seen in Fig. 2.53a and Fig. 2.53b, respectively.
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(a)

(b)

FIGURE 2.53: Photos of the four layered 126 turns winding (a) with no magnetic
core (b) with a laminated magnetic core

2.6.6.1 Winding (coil) without a magnetic material

The first case study here has the 3D geometry presented in Fig. 2.54, where its parameters are
summed up in Tab. 2.21.
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lPVCLPVC

hext hext

FIGURE 2.54: The corresponding 3D geometrical definition of the studied 126
turns air winding seen in Fig. 2.53a.

TABLE 2.21: The geometrical and electrical definition of the 69 turns winding.

n 126 turns

nℓ1 42 turns

nℓ2 41 turns

nℓ3 42 turns

nℓ4 1 turn

dc 1.25 mm

σcopper 60 MS

ℓinsul 0.0495 mm

εPEI (3.5 − j 0.5) ε0

εPVC 4 ε0

eit 8.3 µm

lPVC 41 mm

LPVC 57 mm

hext 59 cm

hint 57 cm

It is a four-layered (n = 126) turns winding set on a PVC, the fours layers contain nℓ1 , nℓ2 , nℓ3
and nℓ4 turns, respectively. The studied 2D cross-section is depicted in Fig. 2.55.
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rair

IET

ePVC

FIGURE 2.55: The studied cross-section of the 3D geometry seen in Fig. 2.54

The corresponding arrangement is seen in Fig. 2.56.

FIGURE 2.56: The arrangement of the 126 turns winding. The arrangement from
right to left in this figure corresponds to the arrangement from bottom to top in Fig. 2.55.

As noticed, the local coordinate system (X, Y, Z) was not presented in Fig. 2.55. This is because
we study this winding in three different geometrical approximations in order to quantify the
geometrical impact on the computations. Hence, the value of rair depends on the adopted
geometrical approximation. In these cases, the computed electrical parameters are per units
(per meter for the first two approximations and per radiant in the last approximation) and
ought to be multiplied by the corresponding geometrical coefficient. We call CoefGeoL the
geometrical coefficient that corrects the computed inductance and CoefGeoRC that corrects
both capacitances and resistance. This is done in means to account for the third dimension.
Their values as well as those of are rair summarized in Tab. 2.22 for each approximation.

The comparisons of the computed winding impedances when applying the three aforemen-
tioned geometrical approximations and the impedance measurement are seen in Fig. 2.57, 2.58
and 2.59, respectively.

The FEM computations for each of the three cases take 4 h and 3 min to complete, whereas the
LTspice frequency domain simulations concluded in 1 h and 34 min. This is summarized in
Tab. 2.23.
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TABLE 2.22: The values of rair according to the adopted geometrical approxima-
tion.

Approx 1 2 3

rair LPVC/2 lPVC/2
√

Sair/π

CoefGeoL 2 lPVC 2 LPVC 2 π

CoefGeoRC 2 (lPVC + ePVC + LPVC) 2 (lPVC + ePVC + LPVC) 2 π

Measurement
Approx. 1
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FIGURE 2.57: Measurement VS results of the 2D approximation 1.
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Measurement
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FIGURE 2.58: Measurement VS results of the 2D approximation 2.
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FIGURE 2.59: Measurement VS results of the 2D approximation 3.
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TABLE 2.23: The 21 turns winding placed within a magnetic core simulation
time.

FEM computations 4 h 3 min

LTspice simulation 1 h 34 min

Even though the planar geometrical definition is not satisfied for this case study––the test case
is not infinitely long across the third dimension—-, the results still give a global idea on the
frequency behaviour of the winding, at least up to 1 MHz. In particular, the axisymmetric ap-
proximation where the model approximates best the measured behaviour. When applying ap-
proximations 1 and 2 the impact of coil heads is forsaken and a part of the inductive behaviour
information is lost, justifying thus the difference when comparing the slopes.

The following results highlight the impact of the geometry reduction, when the 3D geometry
is neither planar, asymmetric or helicoidal, on the frequency domain results and supports the
notion that the proposed method may be effective, provided a 3D geometrical definition is
adopted.

2.6.6.2 Winding on a laminated magnetic core

In this section we study the same 126 turns winding, but this time it is placed on an E-shaped
laminated magnetic core and is lPVC long in the z dimension.

The 3D geometrical definition is depicted in Fig. 2.60.

120 mm

h e
xt

h i
nt

80 mm

ePVC

40 mm
20 mm

20 µm

30 µm

FIGURE 2.60: The 3D geometry of the studied winding on a magnetic core.

The laminations are made of FeSi M400-50A, a type of electrical steel that is designed to be used
in electrical equipments. Amongst the key properties behind its broad usage, it showcases low
core losses, has a high magnetic permeability and a high resistance to magnetic ageing. The
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“FeSi” refers to the main components of the alloy which are iron and silicon, the “M400” on
the other hand, makes reference to the magnetic field that can be supported by the material.
Finally, the “50A” refers to the lamination thickness in µm.

The laminations are thin layers of non-conductive materials (i.e. paper or plastic) sandwich-
ing an even thinner layer sheet of the magnetic material and serve to reduce losses induced
by eddy currents. The later create heat and occur when the magnetic material is subject to a
changing magnetic field reducing therefore the efficiency of the material. Additionally, they
can even contribute to increasing the circulating flux density since they present a path of lower
reluctance. For this case study, 60 laminations were stacked together to be fitted inside the
PVC that hold still the studied conductors. When it comes to the magnetic behaviour of the
M400-50A, it depends on multiple factors including its material composition.

Having no preliminary idea on its magnetic permeability, we run multiple FEM computations
on the geometry seen in Fig. 2.61, with various values of relative magnetic permeability µr: µr
= 15000, µr = 1000, µr = 200, µr = 100 and µr = 10. We suppose for now that the imaginary part
of the complex magnetic permeability is null µ = µ0 µr.

X

Y

Z

IET

FIGURE 2.61: The studied 2D cross-section of the 126 turns winding on a mag-
netic core.

The hypotheses made are the following:

• the geometry is infinitely long across the third dimension;
• the magnetic material is non-conductive in the z dimension;
• the magnetic losses are neglected for the time being.

The results of the comparative study are plotted in Fig. 2.62. We notice that for µr = 200, the
computed inductive behaviour matches the most with the measurements up to 1 kHz.
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FIGURE 2.62: The computed impedances of the 126 turns winding for multiple
relative permeability values compared with the measurement.

We justify the low value of the magnetic permeability by the low excitation imposed by the
impedance analyser. Now that we have an idea of the magnetic permeability that enables
modelling the measured frequency behaviour of the magnetic core and in order to perform a
proper comparative study with the measurements we ought to account for the magnetic losses
that occur in the magnetic core. Doing this in finite-element analysis is not self-evident and
requires few hypotheses.

We suppose that:

• the magnetic steel is isotropic,
• the magnetic steel is magnetically non-hysteric,
• the magnetic steel has a constant conductivity (still considered null for this test case).

The irreversible behaviour of the magnetic material was studied and expressed by Gyselinck
in [184] by linking h to b through the following equation:

h =
1
µ

b +
1

12
σ elam

2 ∂b
∂t

, (2.64)

where elam is the thickness of a lamination, which in this case is equal to 50 µm, σ is the con-
ductivity of the laminations which is of 42 MS cm value.

Expressing (2.64) in Fourier domain, we obtain:

h( f ) =
1
µ

b( f ) +
1
12

σ elam
2 j ω b( f )

=

 1
µ
+ j ω

1
12

σ elam
2︸ ︷︷ ︸

ν

 b( f ),
(2.65)
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with ν being the reluctivity.

Running the computations for the following complex permeability:

µ =
1
ν

=
1

1
200 µ0

+ j ω
1

12
σ elam

2
, (2.66)

yields the results seen in Fig. 2.63.
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FIGURE 2.63: The results after taking into account the iron losses in the lamina-
tions of the 126 turns winding.

Accounting for the iron losses in the laminations allows to match more accurately the non-
purely resistive behaviour at low frequencies in comparison to when they are neglected. How-
ever, even though a loss of accuracy is noticed the higher the frequency given the simplify-
ing hypotheses made (i.e. the considered geometrical hypothesis and the adopted frequency-
independent behaviour of the magnetic laminations), the results still give an overall idea of the
frequency response. This conclusion provides evidence to bolster the claim that the proposed
frequency domain model could be efficacious and implemented as is when properly account-
ing for the frequency dependent behaviour of the iron losses together with a 3D geometrical
definition of the studied winding.
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2.7 Conclusion and discussion

In this chapter, the frequency domain elementary cell has been presented: from the choice
of the appropriate electromagnetic field model to the convenient choice of the identification
technique of each parameter serving as a numerical characterization of the winding, to the
adopted methodology to the experimental validation. The frequency dependent behaviour of
the used insulation was experimentally investigated, and proved to not vary with frequency
for low and medium frequencies. Further work needs to be performed for an accurate high fre-
quency investigation. Moreover, the computational complexity of the model has been reduced
by choosing the less computationally expensive identification techniques, unlike in previous
research works [17], where the inductances were computed from the energy, hence (n

2)/2 slower
than the proposed method in addition to not accounting for the proximity effect. The proposed
phenomenological model of the windings accounts for the frequency dependent behaviour of
its parameters, without requiring fitting techniques. The proposed solution is thus automatic
and need not the intervention of the user. For the experimental validation, five test cases have
been studied, modelled and validated. Unlike in [17], the choice of the winding samples on
which the validation were performed has been based on reducing the geometrical impact on
the results. The studied cases were all axisymmetric and satisfied the geometrical reduction
constraints. Comparisons with our implementation of the model proposed by previous work
have been performed, where the difference is noticed at high frequencies. The proposed model
accurately predicts the high frequency resonances and anti-resonances of the different studied
test cases unlike the model from [17].

We pushed the frequency investigation even further by studying a non-2D reducible geometry
in order to quantify the geometrical impact on the results. The results gave a global idea of the
frequency response of the winding and provides empirical evidence highlighting the fact that
the usage of the proposed model as is on a correctly defined geometry (3D geometries for non-
2D-reducible ones) could be effective. The same test case was placed on a laminated magnetic
core and studied in 2D where the results only matched at low frequencies. This emphasizes on
the necessity to account for 3D geometrical definitions for these cases and include the frequency
behaviour of the magnetic materials.

As a matter of fact, even though the frequency domain model does not output the voltage dis-
tribution of the turns, it still could be used as a diagnostic tool in Frequency Response Analysis
(FRA) [185] described by Alvarez in [82] to be amongst the advanced diagnostic tools. The
idea behind it consists in detecting the presence of a failure, or the start thereof, based on a per-
formed comparison between the measured frequency response of the operating machine and
its initial frequency response, which in our case is accurately predicted by our proposed model.
A slight inter-turn spacing change, deformation or breakdown of the insulation will transpire
in the frequency response, mainly the resonance frequencies hinting hence at an internal fault.
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3.1 Introduction

After accounting for the different frequency dependencies in the frequency domain in the
previous chapter, we will now focus on accounting for them in time domain with the

objective being the extraction of the inter-turn voltage distribution. As a matter of fact, given
the nature of the proposed frequency domain model, its implementation as-is in time domain is
not possible. The different frequency dependent parameters are defined as frequency domain
vectors and cannot be directly simulated in a transient analysis. We hence need to implement
the appropriate technique to convert the frequency domain model into a time domain one.

Accordingly, and as already discussed in the first chapter (refer to section 1.4), one way of
converting the frequency domain description to a time domain is through convolution inte-
grals, which present the inconvenience of not only having an exponential runtime cost but
require the solution storage at antecedent time-steps [120], [121]. Another solution that can be
implemented is the frequency dependent network equivalent, where the frequency behaviour
is emulated through passive electrical circuits. However, incorporating the different mutual
couplings between the turns in time domain simulations through behavioural voltage sources
lacks robustness. Although it initially showed promise on small circuits, it has been observed
that for moderately complex circuits, the occurrence of stability issues becomes more frequent.

A more robust alternative approach is the usage of the time domain Nodal Analysis (NA). NA
enables to analyse circuits that are not just simple series or simple parallel circuits under the
condition that they have an admittance representation. It is, as its name might have already in-
sinuated, a mathematical method that computes the voltage/current distribution at the nodes
(i.e. points of connection e.g. t1, t2 and t3 in Fig. 2.28), of the circuit relative to a reference node,
or ultimately the GND. It produces a set of equations describing the circuit that, depending
on its level of complexity, can either be solved by hand or using linear algebra by a computer.
When using this technique, a linear behaviour of the network is assumed. Although a powerful
tool used to solve electrical circuits, the NA presents some limitations. The most inconvenient
and related to this research work is its inability to handle voltage (and current for that matter)
dependent sources.

A workaround to the aforementioned NA limitation is the implementation of the Modified
Nodal Analysis (MNA) method also known as “loop analysis method” [186]–[189]. It is a
common approach adopted by most circuit simulators, SPICE included, when the elements do
not have an admittance representation. Using this method, the nodal equations are modified
by incorporating the mutual couplings between the different elements of the studied circuit.
Firstly, the different circuit loops paths including the mutual coupling are identified. Then,
each current loop is defined and linked to the current of the mutual coupling. Next, the nodal
equations are written, as in the regular NA, but with the addition of the mutual coupling terms.
Following that, the same methods used in NA are applied. The solution in this case yields nodal
voltages and currents accounting for the different couplings between the components. Indeed,
MNA allows to take into account the different coupling between the turns, still, with the added
set of equations the complexity of the system to be solved is increased. Therefore, the idea of
using the time domain MNA to solve the previously presented frequency domain circuit in
time domain is cast aside. For this, and instead of applying the time domain MNA to deduce
each node voltage alone, we study the winding by describing it using the nodal admittance
matrix in frequency domain, which is appropriately made use of to deduce a new electrical
circuit [190] suitable for a time domain investigation. This allows a straightforward usage of
IFFT as well as the VF implementation to calculate the time domain nodal voltages.

This chapter is organised as follows: we start by reminding the definition of the nodal ad-
mittance matrix in section 3.2. Then, in section 3.2.1, we explain the adopted method used to
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extract its parameters by inspection. Next, and following the same approach as in the previ-
ous chapter by conserving the automation of the script, we will present a simple technique to
compute the nodal voltages using IFFT in section 3.2.4. The experimental investigation is per-
formed and the results are confronted to those deduced for an equivalent VF implementation
in section 3.3, followed by the verification of the computed inter-turn voltages according to the
measurements. Finally, a comparison with the computed results when adopting the previous
developed model [17] is presented.

3.2 Nodal Admittance Matrix

The proposed frequency model involves a large variety and number of network components
as has been presented in the previous chapter. The individual behaviour of each turn was
developed and we are now concerned with a more compact representation of these components
that will allow for a time domain evaluation of the voltage distribution. For similar large-scale
systems, the analysis of the network model is done in the form of a network matrix. The
voltage drop can be linked to the current flowing through the network by either the impedance
or admittance parameter, i.e. the inverse of the impedance matrix. For this work, we will focus
on the nodal admittance matrix.

The nodal admittance matrix mathematically links the voltages and the currents of an electrical
circuit [

I
]
= Y

[
V
]

, (3.1)

where
[
V
]

contains the nodal voltages and
[
I
]

contains the corresponding currents, whereas
the n-bus admittance matrix Y is the nodal admittance matrix and writing it requires the afore-
mentioned steps of NA. It is used to study linear circuits with several components (inductors,
resistors and capacitors) linked through nodes. It is a square matrix with its dimension equat-
ing to the number of nodes n, e.g. 69× 69 for the n = 69 turns winding, and appears as follows:

Yn =



Y11 Y12 · · · Y1n

Y12 Y23 · · · Y2n

...
. . . . . .

Y1n Y2n · · · Ynn


, (3.2)

where its parameters Yij are the different complex admittances of the circuit components. Each
one of its parameters represents the admittance between two nodes in the circuit. The diagonal
parameters Yii are the sum of the different admittances yij of the components connecting the

jth turn to the ith turn. The off-diagonal entities Yij, on the other hand, are the negative of the
admittance yij connecting the two turns i and j [190].

The general mathematical expressions of its parameters are summed up in (3.3).

Yij =


n

∑
j=1

yij, if i = j

−yij, if i ̸= j.

(3.3)

Ph.D. thesis by Kaoutar HAZIM, 2023.



116 Chapter 3. Time domain modelling

To illustrate this, we use the three bus network seen in Fig. 3.1.

t1 t2

t3
y11

y12

y22

y33

y 23
y
13

FIGURE 3.1: A three bus network used to illustration the computation of Yij
parameters.

Applying (3.3), the nodal admittance matrix of the three bus network writes:

Y3 =


y11 + y12 + y13 −y12 −y13

−y12 y22 + y12 + y23 −y23

−y13 −y23 y33 + y13 + y23

 . (3.4)

The nodal admittance matrix is typically a symmetric matrix, i.e. Yij = Y ji, but there are cases
where it can be asymmetric, like for an instance in the presence of unilateral components in the
circuit than allow for the current in one direction only (i.e. transistors, amplifier, switch, etc).
Anyhow, given the nature of the previously developed frequency model of the winding, the
admittance matrix of our winding is symmetrical. Given the context of this research work, and
alluding to equations (2.52) and (2.53), the expression (3.2) becomes:



Y11( f1) Y12( f1) · · · Y1n( f1)

Y12( f1) Y22( f1) · · · Y2n( f1)

...
. . . . . .

Y1n( f1) Y2n( f1) · · · Ynn( f1)





Y11( fm) Y12( fm) · · · Y1n( fm)

Y12( fm) Y22( fm) · · · Y2n( fm)

...
. . . . . .

Y1n( fm) Y2n( fm) · · · Ynn( fm)



Ym
n = m

n , (3.5)
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where m, f1 and fm refer to the number of frequency samples, the first frequency and the mth

frequency, respectively.

The same inconvenience as to how to account for the multiple occurring impedance couplings
between the turns arises. To overcome this, we choose to make use of the developed frequency
domain model to deduce the admittance matrix by inspection. This is further elaborated in the
ensuing section.

3.2.1 Extraction of the nodal admittance matrix

An n-ports admittance matrix describes the behaviour of the device under test seen from its
n-ports, in our case turns, as depicted in Fig. 3.2, by linking its voltages (Vt1 , Vt2 , · · · , Vtn) to
the corresponding currents (I1, I2, · · · , In).

I1
I2

Port 1
Port 2
Port 3

Port n

I3

In

Vtn

Vt3

Vt2

Vt1

FIGURE 3.2: An n-port network.

In light of our interest in the nodal voltages, it is more interesting to study the system, i.e.
the winding of electrical machines, as an n-port network, with n being the number of turns.
However, given the multiple impedance couplings between turns we have come to the conclu-
sion that using the MNA matrix to take them into account results in very large matrices. As a
solution, we make use of the already validated frequency domain model to extract the nodal
admittance by inspection. For that we excite the nodes of the winding one at a time in complex
frequency domain while short-circuiting the remaining turns. Then, we extract the values of
the parameters of the corresponding row of the nodal admittance matrix [191].

For illustration, we use the three turns winding seen in Fig. 2.17, whose nodal admittance
matrix writes:


Y11( f1) Y12( f1) Y13( f1)

Y12( f1) Y22( f1) Y23( f1)

Y13( f1) Y23( f1) Y33( f1)




Y11( fm) Y12( fm) Y13( fm)

Y12( fm) Y22( fm) Y23( fm)

Y13( fm) Y23( fm) Y33( fm)



Ym
3 = m

, (3.6)

and which is hereinafter studied as a 3 ports network.
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To compute Ym
3 by inspection, we start by exciting the first turn with a chosen value Vt1 while

short-circuiting the second and third turns. We run the simulation in frequency domain in
the frequency range of interest and extract the values of Y11( f ), Y12( f ) and Y13( f ), whose
expressions are the following, respectively:

Y11( f ) =
I1( f )

Vt1( f )
,

Y12( f ) =
I2( f )

Vt1( f )
,

Y13( f ) =
I3( f )

Vt1( f )
.

(3.7)

We repeat the same procedure for the second turn: we excite the second turn while short-
circuiting the first and the third turns. Then, we extract the values of its parameters the same
way the first parameters were computed in (3.7). Similarly, the third row parameters are deter-
mined.

This enables the study of the circuit as a whole, where the different couplings ( resistive, in-
ductive and capacitive) between turns are accounted for. Using the nodal admittance matrix
the inter-turn voltage distribution could be deduced numerically or from the eigenvalues and
eigenvectors of as elaborated by Dassios [192]. In this work, and following the footsteps of the
previous chapter, we study the possibility of solving the circuit in frequency domain, by com-
puting the spectrum of the different nodal voltages. Then, we compute their IFFT that allow
for a time domain representation of the circuit which will allow an eventual computation of
the PD occurrence probability. However, we still need to convert the nodal admittance matrix
to an electrical circuit linking the different nodes through admittances. This is touched upon in
the subsequent section.

3.2.2 The equivalent multi-port circuit

Once the frequency dependent nodal admittance matrix is computed by inspection using the
frequency domain model we have developed, the new multi-port circuit describing the studied
system can be deduced, where the number of ports equals the number of the winding turns.
In this case we will not need to add behavioural voltage sources to account for the impedance
couplings between turns. The required information has already been computed by inspection
and stacked in the nodal matrix. Again, using the three turns winding sample as an example,
its corresponding multi-port π-equivalent once the frequency dependency accounted for is
depicted in Fig. 3.3.
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y13( f1)

y12( f1) y23( f1)
t1 t2 t3

y 22
(

f 1
)

y 11
(

f 1
)

y 33
(

f 1
)

y13( fm)

y12( fm) y23( fm)
t1 t2 t3

y 22
(

f m
)

y 11
(

f m
)

y 33
(

f m
)

m

FIGURE 3.3: The equivalent multi-port circuit deduced from the nodal admit-
tance matrix Ym

3 of the three turns winding sample.

The components of the new circuit are easily computed from the nodal admittance matrix. Each
node (t1, t2 and t3) is connected to the GND through the admittance yii (where i = 1, 2, 3), that
is given by the sum of the element of the ith row of the nodal admittance matrix,

yii( f ) =
n

∑
j=1

Yij( f ), (3.8)

whereas, for the inter-turn connections yij, they are computed as follows:

yij( f ) = −Yij( f ). (3.9)

The computation of yii and yij is summarized in (3.10).

Y3( fi) =

Y11( fi) Y12( fi) Y13( fi)

Y12( fi) Y22( fi) Y23( fi)

Y13( fi) Y23( fi) Y33( fi)




∑ = y11( fi)

−y13( fi) −y23( fi)

(3.10)

Instead of studying the full nodal admittance matrix, we choose to study its reduced version
to one node at a time in order to reduce the number of unknowns in the generated complex
circuits. This procedure, referred to as node elimination, is touched up in the ensuing section.

3.2.3 The Reduced Nodal Admittance Matrix

When studying the windings of electrical machines turn by turn, we end up with very large
systems to be solved. To avoid the latter, the studied system could be reduced to an equivalent
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multi-port system allowing access only to the nodes of interest. The eliminated nodes are those
at which no current enters or leaves. They can either be eliminated one after the other or in
one group. Since we are making use of the frequency dependent model, the nodes that cannot
be eliminated are node t1 and GND. Hence the different input nodes of the remaining turns
could be removed without changing the properties of the studied system. The reduced nodal
admittance matrix can be achieved by performing node elimination on the extracted nodal
admittance matrix. The idea behind it is to transform the studied system into an equivalent
and simpler one by removing chosen nodes and the branches that connect them. This can be
be performed by either using linear algebra, or properly manipulating the developed frequency
domain model.

When using matrix algebra the elements of the extracted nodal admittance matrix are rear-
ranged so that the nodes to be eliminated are placed in the lower rows of the matrix. The
generated sub-matrices are later on combined using Kronecker product to eventually create a
reduced system. The voltages at the eliminated nodes are therefore expressed according to the
remaining variables of the circuit and eventually substituted into the reduced system.

The second method to perform node elimination is by properly manipulating the developed
frequency domain model. The idea behind it is to only excite/short circuit the nodes of interest.
Taking for instance the three turns winding as an example, the nodes that cannot be eliminated
are “t1” and the GND. Thus, the proposed frequency domain circuit can be reduced to either
node “t2” or node “t3”. Its nodal admittance matrix (3.5) in these two cases becomes:

Y11( f1) Y12( f1)

Y12( f1) Y22( f1)



Y11( fm) Y12( fm)

Y12( fm) Y22( fm)



Ym
2 = m

2 , (3.11)

Reducing the three turns winding to only node “t2” is performed by exciting first “t1” while
short circuiting the turn “t2” to extract the values defining the first row of the Ym

2 , as illustrated
in Fig. 3.4 and 3.5, respectively.
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FIGURE 3.4: Exciting the first turn of the three turns winding sample to extract
the reduced nodal admittance matrix to turn t2.
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FIGURE 3.5: Exciting the second turn of the three turns winding sample to ex-
tract the reduced nodal admittance matrix to turn t2.

After presenting a technique that allows the deduction by inspection of the reduced nodal
matrix from the already developed frequency domain model, we will discuss in the next section
the computation of the time domain nodal voltages.

3.2.4 Deduction of the nodal voltages

Up to this point the usage of the developed frequency domain to compute the reduced nodal
admittance matrix of the studied winding by inspection has been elaborated on. The compu-
tation of the nodal voltages in time domain can be performed in two ways:
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1. without having to call for fitting techniques by deducing the equivalent multi-port network
from the reduced nodal matrix computed by inspection and applying IFFT, provided that
the spectrum Vt1( f ) is known;

2. applying the VF algorithm [150] on the deduced reduced nodal admittance matrix (3.11), en-
force its passivity [151], generate the equivalent multi-port circuit and then run the transient
simulation in the used circuit simulator.

Referring to section 3.2.2, the reduced NA can be converted to an equivalent multi-port circuit
where the electrical link between the considered nodes (the n nodes of the winding, or just the
ones in the reduced nodal matrix) is ensured through the admittances yij deduced from Yij.
For illustration, the reduced version of the circuit in Fig. 2.28 is presented in Fig. 3.6.

y1k( f )
y 11

(
f)

y kk
(

f)

t1 tk

Vt1( f ) Vtk ( f )

FIGURE 3.6: The IFFT reduced version of the circuit seen in Fig. 2.28 to the kth

node.

Subsequently, the computation of the frequency domain spectrum of the kth nodal voltage

Vtk ( f ) = Vt1( f )
ykk( f )−1

ykk( f )−1 + y1k( f )−1 . (3.12)

enables the deduction of the kth nodal voltage time domain evolution by applying an IFFT. The
second nodal voltage computation technique requires the use of the VF algorithm on the re-
duced nodal matrix as described in [150], where all its elements are fitted with identical poles,
then the passivity enforcement is imposed so as to avoid having unstable transient simula-
tions [151] (refer to section 1.4.3.3). Following this, the frequency dependent network equiv-
alents reproducing the frequency behaviour of y11( f ), y1k( f ) and ykk( f ) are deduced. The
reduced circuit when using the second approach is presented in Fig. 3.7.
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FIGURE 3.7: The reduced version of the circuit seen in Fig. 2.28 to the kth node
deduced from vector fitting.

This technique, however, requires the intervention of the user to properly configure the fitting
parameters. The two techniques are summarized in the flowchart seen in Fig. 3.8.

Computation of Ym
2 by inspection

Generation of the re-
duced circuit (Fig. 3.6)

Setting the VF parameters
and imposing passivity [151]

Computation of Vtk ( f )

Application of IFFT

Deduction of the equivalent
electrical network (Fig. 3.7)

Launch of the transient simulation

Deduction of Vtk (t)

FIGURE 3.8: Flowchart of the two investigated time domain models (the pro-
posed inverse fast Fourier transform model and the previously developed vec-

tor fitting model).

The two nodal voltages computation techniques are investigated in the ensuing section by
being confronted to the time domain measurements of measured some nodal voltages of a
chosen test case.
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3.3 Experimental validation

The time domain measurements are performed using the energy conversion system presented
in Fig. 1.1, with its internal structure depicted in Fig. 3.9. The used converter is made of only
one transistor-diode cell seen in Fig. 1.2. The model of the cable as well as that of the converter
were not developed for this research work. Hence, we measure the voltage Vt1 imposed on the
windings (e.g. the first turn nodal voltage), and compute the internal voltages of the considered
winding. We perform the time domain investigation on the n = 69 turns winding presented in
Fig. 2.35.

Vt1

VDC

VD

Converter

Cable Test case

FIGURE 3.9: A time domain measurements setup. The command of the transistor
was developed with the help of Matteo Cicuttin.

The values of the imposed DC voltage VDC, the duty cycle α, the switching frequency, the rise
tr and the fall tf times, respectively, are summed up in Tab. 3.1. Due to the small value of the
duty cycle, the steady state is reached before the end of the period.

TABLE 3.1: The specifications of the imposed voltage.

VDC α fsw tr tf

25 V 2 % 10 kHz 66.7 ns 25 ns

Since electrical constraints primarily affect the initial turns of the electrical machines windings,
and considering that we do not have access to the conductors of the first layer, our time domain
experimental investigation has been concentrated on the first turns of the second layer. The
investigation was performed on the 37th, 38th and 40th turns of the 69 turns winding which are
highlighted in Fig. 3.10.

FIGURE 3.10: The turns of the 69 turns winding on which the time domain ex-
perimental investigation is performed are highlighted in blue.

For each one of these turns, the frequency domain model is used to extract the reduced electri-
cal circuit (either the one seen in Fig. 3.6 or in Fig. 3.7) to one node at a time by following the
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approaches described in section 3.2.4. The two aforementioned techniques to compute the time
domain variation of these nodal voltages are both investigated in the ensuing sections.

3.3.1 The proposed IFFT model to compute the nodal voltages

In this section, we start by experimentally investigating the accuracy of the proposed IFFT
model. The comparison between the computed and the measured 37th nodal voltage for the
entire period is seen in Fig. 3.11, where satisfactory results are noticed.

Measurement

IFFT model

Time (µs)
1000 20 40 60 80

Vt37(V) 0

-30

-20

-10

30

20

10

FIGURE 3.11: The comparison between the measured and the IFFT deduced 37th

nodal voltage over the whole period.

Zooming over the measured and computed voltage overshoots of the 37th, 38th and 40th nodal
voltages are depicted in Fig. 3.12, Fig. 3.13 and Fig. 3.14, respectively.
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FIGURE 3.12: The comparison between the measured and the IFFT deduced 37th

nodal voltage.
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FIGURE 3.13: The comparison between the measured and the IFFT deduced 38th

nodal voltage.
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FIGURE 3.14: The comparison between the measured and the IFFT deduced 40th

nodal voltage.

As noticed, the overshoots are well predicted with the proposed IFFT model. However, we
notice oscillations around the falling front that are not present in the measurements. We have
tried various filtering strategies to alleviate this problem without any promising solutions. In-
terestingly, these oscillations did not appear when applying the proposed IFFT method in the
three turns winding test case subject to a voltage of the form seen in Fig. 1.15.

While these the spurious oscillations do not prevent the proposed IFFT method to be used as an
input to the different numerical methods to eventually compute the PD occurrence possibility,
an improvement is still to be made so as to better match the experimental measurements.
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To this end, in the next section, we will apply the VF model on the same turns so as to compare
the two techniques.

3.3.2 The vector fitting model to compute the nodal voltages

In this section, we study the results of using the VF algorithm to fit the aforementioned reduced
nodal matrices (Ym

2 reduced to the 37th, 38th and 40th nodes, respectively) of the 69 turns wind-
ing, from which the reduced electrical circuits are deduced (Fig. 3.7). For this fitting, np=50
poles linearly and logarithmically spaced inversely weighed are used. A high number of poles
was chosen for the fitting, so that both the IFFT and the VF models have approximately the
same nodal admittance matrix as an input so as to compare the results of both techniques. An
example of the fitting of the parameters of Ym

2 reduced to the 37th turn is depicted in Fig. 3.15.

Frequency (Hz)

10−5

100

Yij (S)

0

102 104 106 108

102 104 106 108

Φ(◦)

-100

-200

200

100

Original
Frequency Response Vector Fitting (FRVF)
Deviation

FIGURE 3.15: Applying the VF algorithm [150] to the parameters of Y reduced
to the 37th turn (= Ym

2 ).

A zoom on the high frequency vector fitting is seen in Fig. 3.16.
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FIGURE 3.16: A zoom on the high frequency vector fitting of Fig. 3.15.

Once the fitting completed and validated, the reduced electrical circuits are generated and
are then run in transient simulations of the used circuit simulator LTspice. The experimental
comparisons are displayed in Fig. 3.17, Fig. 3.18 and Fig. 3.19.
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FIGURE 3.17: The comparison between the measured and the vector fitting de-
duced 37th nodal voltage.
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FIGURE 3.18: The comparison between the measured and the vector fitting de-
duced 38th nodal voltage.
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FIGURE 3.19: The comparison between the measured and the vector fitting de-
duced 40th nodal voltage.

The mathematical artefacts are less prominent when using the VF algorithm, this is due to the
fact that even though the fitting was set up to reproduce the frequency behaviour of interest
up to fm = 110 MHz, the response of the deduced network equivalent does not “stop” at fm;
unlike the proposed IFFT model where the frequency response above fm is ignored by being
set to 0. Using an appropriate windowing function could prove useful and is left for future
research work.

For each of the experimentally investigated turn (37th, the 38th and the 40th), the computational
expenses of both the extraction of the reduced nodal admittance matrix as explained in sec-
tion 3.2.3 and the IFFT application in comparison with the VF computation time are summed
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up in Tab. 3.2. We notice that the IFFT computation is almost instantaneous. However, for a
higher accuracy, the VF model could be applied but is more computationally expensive.

TABLE 3.2: Comparison of the computational time needed when implementing
the IFFT method and the vector fitting method.

Extraction of Ym
2 IFFT method VF method

4 min 6 s 0.122 sec
VF & Passivity Generation of 3.7 LTspice simulation

0.443 s 0.0105 s 4 min 5 s

Similarly to the previous chapter, and for a comparative study to be complete, we investigate
the time domain results of the previously proposed LPM model [17] where the frequency be-
haviour was not accounted for. This is performed on the 37th, the 38th and the 40th turns of the
69 turns winding. The results are presented in Fig. 3.20, Fig. 3.21 and Fig. 3.22, respectively.
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FIGURE 3.20: The comparison between the measured and the computed 37th

nodal voltage using the model presented in previous research work [17].
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FIGURE 3.21: The comparison between the measured and the computed 38th

nodal voltage using the model presented in previous research work [17].
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FIGURE 3.22: The comparison between the measured and the computed 40th

nodal voltage using the model presented in previous research work [17]

These results are far from being satisfactory and do not allow a prediction of the time domain
inter-turn distribution. This highlights the necessity to account for the frequency dependent
behaviour of the phenomenological model parameters for a better prediction of the nodal volt-
ages distribution.
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With the VF results now in mind, we can utilize the nodal voltages deduced from the VF al-
gorithm to calculate the inter-turn voltages between the investigated turns, including the mea-
sured Vt1 , to fully verify the proposed approach. The inter-turn voltages Ut1t37 = Vt1 − Vt37 ,
Ut1t38 = Vt1 −Vt38 and Ut1t40 = Vt1 −Vt40 with their corresponding experimental measurements
are plotted in Fig. 3.23a, 3.23b and 3.23c respectively.

These results prove the validity of the proposed model and highlight its accuracy in computing
the nodal voltages from which the computations of the inter-turn voltages is straightforward.

3.4 Conclusion and discussion

In this chapter we proposed a time domain model of electrical machine windings. We first
started by investigating the usage of the fitting techniques on a turn level where only the self
behaviour was modelled using an equivalent electrical network, the mutual coupling was ac-
counted for using behavioural voltage sources placed in series. The latter proved impractical
for time domain simulations since they caused its divergence because of the called derivative
in its expression. We then shifted to modelling the system through its nodal admittance matrix
that can be deduced from the previously proposed frequency domain model without having to
call for mathematical tools to compute it, that can, for large systems, be laborious when willing
to account for the mutual couplings. We presented a method to deduce it by inspection when
willing to study the winding as an n port network, or reduced to the chosen number of turns of
interest. We chose for this work, to experimentally validate the time domain model by reduc-
ing the matrix to one node at a time before studying the full matrix. We noticed the emergence
of mathematical artefacts which are a direct consequence the Fourier series truncation. These
spurious oscillations do not occur when using the corresponding VF electrical network, since
its frequency behaviour is not truncated even though the fitting is performed up to 110 MHz.

the choice between the proposed IFFT model and the previously developed VF model will rely
on the required accuracy by the user as well as the computational complexity. Accuracy-wise,
the VF proved to be more precise when compared to the IFFT model, however it is roughly two
times slower, which is heavily dependent on the selected number of poles: the lesser the poles,
the smaller the equivalent circuit is and the faster the time domain simulation—the required
trial-error time to set up a good fitting was not accounted for—than the IFFT model, it also
requires to properly set up the fitting parameters by the user. Unlike the brute-force IFFT
model that is fully automatic.

The usage of the VF results allowed a good prediction of the inter-turn voltages which was the
ultimate objective of this research work. The results of this technique can be used as an input
to the different numerical efforts performed to correctly configure the PD predictors. In terms
of the computational time, the usage of the proposed IFFT model can be more interesting once
the spurious oscillations reduced. Their study is left for future work.

The comparison with the model proposed by the previous research work [17] have been per-
formed where the results were clearly not satisfactory. This highlights the importance to ac-
count for the different frequency dependencies for a better prediction of the inter-turn voltages.
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FIGURE 3.23: Comparison between the measurement and the vector fitting com-
putation of (a) Ut1t37 , (b) Ut1t38 and (c) Ut1t40 .
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GENERAL CONCLUSION AND
PERSPECTIVES

Summary of the main contributions

This thesis commenced with a state-of-the-art review, where the different electrical wind-
ings models were compared. The interest we have in these models stems from our desire

to develop a predictive model that allow the computation of the voltage distribution within
the electrical machines windings. We particularly focused on the previously proposed phe-
nomenological LPM [17] that we used as a basis model, with the objective being to account
for the frequency-dependent behaviour of its parameters. This is necessary for a good voltage
distribution prediction to be achieved given the harmonically rich input voltage. The different
frequency dependencies of its parameters were reviewed, including that of the capacitive cou-
pling, generally neglected in similar studies. Followed by this, the different methods proposing
to include the different frequency dependencies suggested in the literature were elaborated on
and compared.

In the second chapter, the electromagnetic field modelling was presented and the used formu-
lations, depending on the computed parameter, were introduced. Then, the different param-
eter identification techniques were presented, verified, and compared based on the required
number of computations. Those with the lowest computational complexity were chosen and
implemented to identify the elements of the basis LPM over the frequency range of interest.
The frequency-dependent behaviour of the used insulation was experimentally investigated
and the choice of neglecting it justified. Subsequently, a novel method that accounts for the
different frequency dependencies of the adopted model, including the different mutual cou-
plings between the turns, without having to call for fitting techniques in the frequency domain
was presented. The methodology is thus automatic and does not necessitate the intervention
of the user to properly parametrize its fitting. The robustness of the model was tested by being
applied to multiple test cases with and without a magnetic core. The accuracy of the proposed
method was experimentally validated on these test cases and yielded a good agreement on the
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entire frequency range of interest. A comparison with the results of the previously proposed
LPM [17] was performed and the added value of this research work highlighted.

In the third chapter, we proposed to study the electrical machine windings as an n-ports net-
work described by its reduced nodal admittance matrix. The latter was computed by inspec-
tion from the proposed frequency domain model by only exciting the node of interest. This
has allowed to account for the different impedance couplings between the turns without hav-
ing to call for behavioural voltage sources; which unlike in the frequency domain modelling;
proved impractical for time domain modelling. The reduced nodal admittance matrix is used
to deduce the equivalent multi-port electrical circuit allowing therefore a straightforward ac-
cess to the spectrum of the node of interest, provided that the input voltage of the winding is
known. Subsequently, an application of an IFFT gives the time domain variation of the nodal
voltage of interest. Although automatic and computationally cheap, this method is subject to
spurious oscillations due to the truncation of the frequency behaviour. These oscillations were
significantly reduced when implementing the equivalent VF solution, which on the other hand
proved to be two times slower and needs the intervention of the user to correctly set up the
fitting parameters.

While our proposed methodology has been validated on windings of increasing complexity, it
has not yet been applied on realistic electrical machine windings, which can exhibit additional
specific features: three phases excitations, conductors in parallel, conductors with non-round
cross sections, ... We do not foresee any major difficulties in including these specificities in the
proposed workflow. Placing the conductors in series or in parallel and changing the number of
phases can be performed as-is with the current frequency domain. In the time domain, when
computing by inspection the nodal admittance matrix, the conductors placed in parallel will be
merged into one equivalent conductor as they are subject to the same voltage difference. Hence,
in case of an n turns winding with, for instance, 2 turns in parallel, the nodal admittance matrix
will be of size (n − 1)× (n − 1) for a given frequency.

The studied and proposed techniques allow for an accurate enough computation of the inter-
turn voltages and can be implemented as an input to the numerous numerical efforts set to
predict the PD probability occurrences that give an idea on the potential whereabouts of PD.
Once the latter located, precautionary steps can be taken to avert their onset. Nevertheless,
some improvements could still be made. This is discussed in the ensuing section.

Perspectives

In light of the findings and contributions presented in this study, it is crucial to explore the
future prospects and potential implications that emerge from this research. As a first step, if
necessary, a thorough frequency behaviour investigation of the capacitive coupling behaviour
beyond 10 kHz could be performed. Thus, a new setup that minimizes the impact of the dif-
ferent present parasitics has to be developed for a full—or at least for the frequency range of
interest—dielectric characterization. This ought be performed for both the PEI and PAI lay-
ers separately to allow the inclusion of the frequency behaviour in the model no matter their
respective thicknesses. Then, an appropriate model that allows the inclusion of the frequency-
dependent behaviour of the iron losses has to be added to the frequency domain model. For
this, we propose the usage of the frequency-dependent series representation of the complex
magnetic permeability as a starting point. Accordingly, an implementation of a Debye model
could prove interesting on the frequency range of interest when using soft magnetic materials.
Afterwards, the study of the various LTspice alternatives to account for the different mutual
couplings between turns modelled using behavioural voltage sources in this work is deemed
necessary. This could be performed by examining the various circuit alternatives suggested
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by LTspice, which could potentially diminish the computational complexity of the frequency
domain simulation.

Once the aforementioned frequency dependencies have been accounted for, it will be more
appropriate to generalize the frequency domain model to account for the different complex
geometries non-reducible to 2D, by either using 3D slices linked with the appropriate virtual
connections that allow to correctly account for the edge and boundary effects, as stated in
section 2.1, or by proposing a set of geometrical coefficients that will enable the correction of
the 2D computed values to 3D ones.

As far as the time domain is concerned, and given the way it is deduced in this research work,
whatever improvement in the frequency domain will directly increase the accuracy of the time
domain voltage distributions. Anyhow, due the nature of the proposed brute-force IFFT model,
and given not only its low time complexity but also its automation when compared to the
equivalent implementation of the VF, a proposition of a suitable windowing to smooth out the
high frequency truncation is a must. With these spurious oscillations mitigated—or at least
reduced—, the study of the whole system, not only reduced to one node, could be performed.
It is worth mentioning that although the VF allows more precise results, inconveniences were
faced when willing to fit the whole nodal admittance matrix. This point could also be further
studied.

Both the frequency domain and time domain perspectives are illustrated in Flowchart 3.24. The
colour choice specifies the urgency of the perspective. The green cells present the work already
performed during this thesis. From the automation of the frequency model to the extraction
by inspection of the nodal admittance matrix, whether full or reduced, to the time domain im-
plementation. Although the frequency domain model still needs few improvements like for
instance the inclusion of the iron losses model, the reduction of the emerging IFFT spurious
oscillations takes on a heightened sense of importance and is highlighted in red. In case these
oscillations prove hard to reduce, a study of VF the full nodal admittance matrix, highlighted
in pink, could be performed. This will enable the implementation of the time domain model
for the whole circuit instead of looping on the number of turns. Once the time domain mathe-
matical artefacts controlled, the frequency domain model could then be improved by including
not only the iron losses model, using an equivalent complex non-linear law, but the study of
randomly would windings as well. This is highlighted in blue.

With these perspectives, especially the time domain ones, accounted for, the deduction of the
inter-turn voltages for the whole system could be performed once, instead of looping over the
winding turns as proposed here.

Additionally and finally, considering the long-term perspectives, it is important to assess the
potential far-reaching impacts and future advancements that may stem from this research. One
main point seems interesting to investigate and is the inclusion of the frequency-dependent
behaviour of the input cable. This could either be performed by including the measured
frequency-dependent behaviour of the cable in the frequency domain model, from which the
nodal admittance matrix will be computed and an extra cable node will be added, or modelled
as a black-box using the VF algorithm.
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FIGURE 3.24: Flowchart illustrating the work performed in this thesis (high-
lighted in green), the perspectives for the frequency domain model (highlighted

in blue) and the perspectives for the time domain model (highlighted in red).
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