CENTER FOR BIOSYSTEMS AND BIOTECH DATA SCIENCE
Negin Harandi, Wesley De Neve, Arnout Van Messem, Joris Vankerschaver

EXPLORING THE POWER OF EVOLUTIONARY
COMPUTATION ALGORITHMS IN AUTOML

Automated Machine Learning (AutoML)

Tuning ... Re-tuning ... Re-tuning ...

Automated Machine Learning (AutoML) has emerged N A ocon
as a promising approach to designing machine P ft;;terjzfav;;ms} - . A ..o ercracon
. . . lease update . i . \
learning (ML) pipelines that can select and tune poinc i S ng : . y
models for a given dataset automatically. Despite its - D
. . < « Feature Extraction
potential benefits, AutoML faces several challenges, 3 Feature Engineering | * Feature Construction
including managing large and complex search spaces s 2 T ——
. . . . . . 2 3 4 . searchspace * Deep Neural Networks (CNN,RNN) r
and finding optimal solutions efficiently. To address s | 37 :
. . ; E S 4 // ¢ Hyperparameter Optimization
these issues, researchers have looked to evolutionary § | F | ModelGeterion  ommiown < Achitecure Optmizatin
computation (EC) techniques to automatically search Without AutoML every change in data or features : |
for the best ML models and their hyperparameters. would require lot of manual steps for training and W e
These technlques have demonstrated success |n retralnlng MI_ mOdeIS. "PIIEd ngher and Deeper" by ~.\..Model\l\:vaI:lation./ :::;Igf:i:::;:el
o A
achieving good performance across various tasks. Jorge Cham, PhD Comics. \ 4
An overview of AutoML pipeline [1,2,3]
Evolutionary IVE GoT.. AT LEAST IT5 BETTER, ARE THESE CMoN, GUs, RE PATIENT. N A
Computation CHEERIOS THAN THE w SKITTILES FEW HUNDRED MORE MEFLS, THE
. . . . ITH A SHOT IN WHIPFED AND FRIED?
9 Evolutionary Computation (EC) is a sub-field of Al that VR, 56 FRONGSTIVE. T\ o TOEXSTNG RECIPE D SPRT
I I I I . I d I f b I . I d ) TO CPTIMIZE.
Swarm Differential Evolutionary Artificial Lif USES COmpUtatlona MOGEIS O 10 Oglca an \
Intelligence (SI) Evolution Algorithm (EA) iclat tite naturaII 1 N d I I
y-inspire processes to solve complex
sectbased || B | g, ST | oty || P problems. This category of algorithms is population-
S based and relies on rules of selection and other kinds

A subset of evolutionary computation (EC) algorithms
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Hyperparameter Optimization (HPO) using EC

Hyperparameter optimization (HPO) is another vita
step in ML pipelines that can significantly affect mode
performance and requires selecting optimal mode
parameters to maximize performance.
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| am working on hyperparameter optimization of deep learning models using evolutionary computation algorithms,

such as PSO, GWO, GOA, etc. The goal is to find optimal hyperparameters that can improve the performance of the

models. Although these algorithms have better performance in comparison to the traditional optimization algorithms,

some of these algorithms suffer from center-bias (or zero-bias) problem which has been identified recently [6]. This
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problem arises when the algorithm tends to converge towards the center of the search space and fail to explore the

entire space. As a result, the algorithm may miss potentially good solutions that are located away from the origin. The

center-bias problem can lead to local optima and reduce the effectiveness of the S| algorithms in hyperparameter

optimization.

Trajectory of first dimension PSO vs. GWO
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My research can show the potential of SI algorithms for hyperparameter optimization. These algorithms can
efficiently explore the vast hyperparameter space and find optimal solutions. However, the center-bias problem

remains a significant obstacle that needs to be considered.
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Working mechanism of grey wolf optimization (GWO) [5]
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