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Abstract 

The tolerance of many marine species is being threatened by both ocean acidification and ocean 

warming which are reducing survival, altering behavior, and posing limits on physiology, especially 

during earlier life stages. The commercially important Florida stone crab, Menippe mercenaria, is one 

species that is affected by changes in seawater pH and temperature. In this study, we determined the 

impacts of reduced pH and elevated temperature on the distribution of the stone crab larvae along 

the West Florida Shelf. To understand the dispersion of the larvae, we coupled the multi-scale ocean 

model SLIM with a larval dispersal model. We then conducted a connectivity study and evaluated the 

impacts of climate change by looking at three different scenarios which included models that 

represented the dispersion of stone crab larvae under:  1) present day conditions (pH = 8.0), 2) 

moderate pH (-0.275 reduction in pH) and temperature changes (+ 1 °C), and 3) extreme pH (-0.43 

reduction in pH) and temperature conditions (+3 °C). Our results show a clear impact of these climate 

change stressors on larval dispersal and on the subsequent stone crab distribution. Future climate 

change could result in stone crabs moving north or into deeper waters. We also observed an increase 

in the number of larvae settling in deeper waters (defined as the non-fishing zone in this study with 

depths exceeding 30 m) that are not typically part of the commercial fishing zone. The distance 

travelled by larvae, however, is likely to decrease, resulting in an increase of self-recruitment and 

decrease of the size of the sub-populations. Our results suggest that habitats in the non-fishing zone 

cannot serve as a significant source of larvae for the habitats in the fishing zone (defined as water 

depth < 30 m) since there is very little exchange (< 5% of all exchanges) between the two zones. These 

results indicate that the stone crab populations in Florida may be susceptible to community 

fragmentation and that the management of the fishery should consider the potential impacts of future 

climate change scenarios.  

1 Introduction 

Anthropogenic inputs, like excess atmospheric CO2, is resulting in a warmer, more acidic ocean. At the 

current rate, the ocean’s temperature could increase by 1-3°C by 2100, while the pH could decrease 

by 0.14-0.43 unit (Hoegh-Guldberg et al., 2014; Fox-Kemper et al., 2021). These global effects are 

compounded by localized inputs in many coastal habitats, such as increasing organic nutrient loads 

into coastal zones, that further increase CO2 concentration and hence reduce pH. Coastal areas are 

also more threatened by the increase in seawater temperature as they warm faster than open ocean 
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(Hoegh-Guldberg et al., 2014; Fox-Kemper et al., 2021). In addition, reductions in seawater pH and 

increases in seawater temperature can have deleterious effects on many coastal species, especially 

during earlier life-stages, which are often more sensitive than adult conspecifics (Kurihara, 2008; 

Ceballos-Osuna et al., 2013; Bednaršek et al., 2021). Crustaceans are especially sensitive to those 

changes. Higher temperatures can lead to an acceleration in their metabolism and destabilize the 

proteins (Young and Hazlett, 1978). For some species, exposure to combined stressors of reduced pH 

and elevated temperature can lead to shorter larval stages, a higher mortality rate and smaller 

individuals (Kuhn, 2017). Additionally, synergistic effects between acidification and warmer water 

have been observed for several crustacean species, resulting in high mortality, hypercapnia and 

reduction in oxygen circulation (Metzger et al., 2007; Dissanayake and Ishimatsu, 2011; Gravinese et 

al., 2018). 

The stone crab (Menippe mercenaria) is an economically important species in Florida, where its 

commercial value is about $25-30 million annually (Florida Fish and Wildlife Conservation Commission 

1998-2018). The landings (i.e. only the claws) peaked in the 2000-01 fishing season with a total of 3.5 

million pounds of claws statewide and has since declined by ~30% (Muller et al., 2011). Recent studies 

have shown that the stone crab is sensitive to rising ocean temperature and acidification (Gravinese, 

2018; Gravinese et al., 2018, 2019). Elevated temperature significantly reduces larval survivorship 

(Brown et al., 1992; Gravinese et al., 2018), while reductions in seawater pH have been shown to slow 

embryonic development rate (and hence increase the time to hatching), reduce hatching success 

(Gravinese, 2018) and change the larval vertical swimming behavior (Gravinese et al., 2019). Like all 

brachyuran crabs, M. mercenaria has a complex life cycle, made of four main stages: the larval stage, 

which is composed of five zoeal stages, the post-larval or megalopal stage, the juvenile stage and the 

adult stage (Sulkin, 1984; Gulf Shores Marine Fisheries Commission, 2001). Each zoeal stage lasts 

between about 3 to 6 days (Porter, 1960), but these durations can drastically change with temperature 

(Brown et al., 1992). Stone crab larvae require warm water and high salinity, with the highest survival 

rate observed in laboratory studies at 30°C and around 30-35 ppt respectively (Porter, 1960; Lindberg 

and Marshall, 1984; Brown et al., 1992). Stone crab larvae also have vertical swimming behaviors in 

response to changes in light and hydrostatic pressure. For example, stage 1 and 3 larvae exhibit 

negative geotaxis, hence positioning themselves at shallower depths. This is however 

counterbalanced by a negative phototactic response that makes them migrate deeper in the water 

column during the day and then return near to the surface at night (Gravinese, 2018). The sensitivity 

to gravity, light, and pressure changes in stage 5 larvae, which exhibit a positive geotaxis resulting in 

positioning deeper in the water column to more easily find settlement habitats. All larval stages exhibit 

an upward (downward) movement when exposed to increasing (decreasing) hydrostatic pressure 

(Gravinese, 2018). 

The defined larval vertical swimming behaviors provide a feedback mechanism for regulating their 

relative depth distribution (Gravinese, 2018). Understanding the vertical swimming behavior of stone 

crab larvae can help describe the dispersion, recruitment patterns, and the larval exchanges between 

the different stone crab habitats, which could help to further improve the sustainable management 

of the stone crab fishery. This can be done through biophysical modeling and genetic studies (Pineda 

et al., 2007; Baeza et al., 2019; Seyoum et al., 2021). While genetic studies can identify if genetical 

material has been exchanged between habitats, they cannot provide the timing and the importance 

of those exchanges (Cowen and Sponaugle, 2009). Biophysical dispersal models can provide a more 

accurate picture of larval dispersal and exchanges between separated habitats over temporal scales. 

Such an approach has been used to model other brachyuran crabs dispersion, such as the European 

green crab (Carcinus maenas) and the blue crab (Callinectes sapidus) (Peliz et al., 2007; Banas et al., 

2009; Criales et al., 2019). 



3 
 

Here, we used a multi-scale biophysical model to evaluate the potential impacts of climate change on 

the dispersion of the stone crab larvae along the West Florida Shelf (WFS). We used the 3D version of 

the Second-generation Louvain-la-Neuve Ice-Ocean Model1 to simulate the hydrodynamics over the 

WFS and couple it with a larval dispersal model that represents the biological swimming traits of the 

different stages of stone crab larvae. Our objective was to (1) assess how stone crab larval dispersal 

and connectivity will be modified under different climate change scenarios (i.e., reduced pH and 

elevated temperature) and (2) estimate the potential for non-fishing areas (defined as depths > 30m, 

(Muller et al., 2011)) to repopulate habitats that occur in the predominate fishing areas (defined as 

depths < 30 m).  

 

2 Data and methods 

2.0 Stone crab habitats 

The predominate stone crab fishery occurs along the WFS which is in the eastern part of the Gulf of 

Mexico (GOM), and stretches from Apalachicola Bay to the Florida Keys (FK). The WFS is a broad 

continental shelf, reaching about 250 km offshore and has a maximum depth of about 110 m (Figure 

1a). The circulation on the WFS is mainly driven by local winds but is also forced by tides, buoyancy 

fluxes and by the Loop Current (Weisberg et al., 2001). The WFS is also subject to seasonal changes in 

circulation. The circulation is predominantly downwelling-favorable during summer months and 

upwelling-favorable during the winter months. The amplitude and direction of the horizontal currents 

also present a seasonal dynamic due to the seasonal wind variability. On the inner shelf, where the 

bathymetry is shallower, the monthly mean current amplitude ranges from 2-12 cm/s from fall to 

spring and decreases to 0-6cm/s during summer months. The direction of the currents tends to be 

southeastward between October and April, and northwestward between June and September. The 

seasonal variability is less pronounced below 50m depth (Liu and Weisberg, 2012). On the outer shelf, 

seasonal variations are drowned out by the influence of water circulation from the rest of the Gulf. In 

our study, the hydrodynamic model outputs were validated with respect to velocity and temperature 

observations from the NOAA stations 42013 (27.173°N, 82.924°W), 42022 (27.505°N, 83.741°W) and 

42023 (26.010° N, 83.086° W). Station locations are shown in Figure 1a.  

Since there are no stone crab habitat maps for the WFS, we used a seafloor substrate map and 

assumed that all rocky, muddy or gravely substrates shallower than 60 m could be suitable stone crab 

habitats (Bert et al., 1978; Beck, 1995; Krimsky and Epifanio, 2008). A seafloor substrate map was 

made by the Institute of Arctic and Alpine research of the University of California and has a resolution 

of 4km2 (INSTAAR, 2011). The selection of benthic habitats was validated by looking at punctual 

observations reported on the Global Biodiversity Information Facility (GBIF) between 2011 and 2021 

(GBIF Backbone Taxonomy, 2019). As a result, our study considered 3858 habitat patches of 4 km2 

(Figure 1b). Among these habitats, we further distinguish between habitats that are fished vs. habitats 

that are normally not fished (hereon characterized as non-fishing habitats). The former corresponds 

to habitats shallower than 30 m as we assumed that fishing is not economically viable at greater 

depths (Muller et al., 2011). There is therefore a clear separation between fishing and non-fishing 

habitats, which corresponds to the 30m isobath (Figure 1b).  

 
1 SLIM, https://www.slim-ocean.be/ 

https://www.slim-ocean.be/
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2.1 Habitat connectivity model 

Hydrodynamic model 

We simulate the three-dimensional ocean circulation over the WFS with the multi-scale ocean model 

SLIM. SLIM solves the 3D hydrostatic governing equations under the Boussinesq approximation 

(Vallaeys et al., 2018, 2021; Duquesne et al., 2021). The model equations are discretized with the 

discontinuous Galerkin finite element method on a 3D mesh made of triangular prisms. The 3D mesh 

is obtained by extruding an unstructured 2D mesh made of triangles in the vertical. The horizontal 

resolution can be locally increased to better represent small-scale circulation features driven by the 

topography or by the bathymetry. The horizontal mesh resolution depends on the distance to the 

coast, the distance to stone crabs’ habitats, the bathymetry and the bathymetry gradient. The 

horizontal resolution reaches 400 m along the coast and about 10 km offshore (Figure 2a). The vertical 

dimension is discretized with 20 terrain-following sigma layers that are clustered near the surface such 

that there are at least 5 layers in the top 11 meters.  

The model bathymetry is extracted from the Coastal Relief Model, which offers a representation of 

the US coast with a resolution of 3 arc-seconds, or roughly 90 m (NOAA National Geophysical Data 

Center, 2001). The model dynamics are forced on the boundaries by wind, tides, surface heat and 

salinity fluxes and the large-scale circulation from the GOM. The resulting circulation correctly 

reproduces the large-scale flow features over the WFS as well as smaller-scale flow features driven by 

the topography (Figure 2b). We provide additional details on the model formulation and its validation 

with respect to NOAA stations data in the Supplementary Materials.  

  

Figure 1 : Model computational domain with (a) the bathymetry and location of validation stations for the hydrodynamics 
(black stars) and (b) the stone crabs’ habitats and their distribution between fishing and non-fishing zone. The green line 
represents the 30m isobath that separates the fishing and non-fishing zones. 
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Larval transport model 

The simulated currents are then used to model the transport of virtual crab larvae by using a 

Lagrangian biophysical model. The model simulates larval dispersal following 7 spawning events, 

separated by 21 days and starting on May 1st, 2019, at 14:00. Each spawning event lasts for 20 hours, 

with a release rate of 1 particle per km2 and per hour. Each particle represents a large number of real 

larvae and is characterized by an initial mass that exponentially decreases with time to represent larval 

mortality. Larvae are released 1 m above the stone crabs’ habitats. The larval advection velocity is the 

sum of the currents’ 3D velocity and the larval vertical swimming velocity. Larval advection velocity is 

integrated with a 4th order Runge-Kutta scheme. The model also includes a stochastic diffusion term 

represented as a Wiener process with a diffusivity calculated using Okubo (1971)’s formula. 

Biological processes representing larval life history traits include the duration of each larval stage, the 

survival rate and the vertical swimming behaviour. The duration of each larval stage varies according 

to temperature as observed by Brown et al. (1992). We used their data for larvae that hatched from 

eggs developed at sea to build a general multivariate regression model that gives the duration of each 

larval stage as a function of temperature. The resulting regression has an adjusted R2 value of 0.95 

and the F-test gave a significant result (F = 64.16; P < 0.0001). We used the temperature at the 

beginning of each larval stage to determine the duration of that stage. The survival rate for each larval 

stage is based on observations from Brown et al. (1992) and Gravinese et al. (2018). We derived 

equations describing the survival rate of each stage, according to temperature (and salinity for the 

first larval stage) by using a general linear model. The proportion of surviving larvae is calculated at 

the end of each stage. 

We modeled the larval vertical swimming behaviors according to their known responses to light, 

hydrostatic pressure and pH as measured by Gravinese (2018), Gravinese et al. (2018) and Gravinese 

et al., (2019). Since the different stages react differently to those external factors, we defined the 

vertical velocity of each stage separately. Larvae’s response to light was defined by using the time of 

Figure 2 : Model computational domain with a close-up view on Tampa Bay showing (a) the horizontal unstructured mesh 
whose resolution ranges between 400m and 10km and (b) a snapshot of the surface circulation as modelled by SLIM on the 
15th of July, 2019 at 00:00, with uv as the horizontal water speed.  
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the day. Larval stages 1 to 3 were characterized with an upward swimming behaviour during the night 

(between 18:00 and 06:00) and a downward swimming behaviour during the day (between 06:00 and 

18:00). Similar approaches have been used in other studies that take daily migration of crabs' larvae 

into account (Peliz et al., 2007; Banas et al., 2009; Pires et al., 2020). However, unlike those studies, 

we chose not to have fixed velocities during the day/night, but instead used a smooth sinusoidal 

function for larval velocity with a period of 24 hours. Our model assumes that larval stages 4 and 5 are 

less sensitive to light resulting in constant downward vertical velocities. The vertical velocity in 

response to pH was defined based on observation made by Gravinese et al. (2019). They observed 

that stage 3 larvae swimming behaviour reverses with reduced seawater pH, while swimming 

behaviour of stage 5 larvae was unaffected (i.e., still a downward response). We therefore impose an 

identical pH-dependent vertical velocity for stages 1 to 3, and a vertical velocity that does not depend 

on pH for stages 4 and 5. 

Finally, all larval stages respond to changes in pressure. According to (Gravinese, 2018), at a rate of 

0.1 mbar/sec, stages 1, 3 and 5 react to a pressure increase of 80 mbar, 60 mbar and 100 mbar, 

respectively. At the same rate, stages 1 and 3 react to a 60 mbar and 100 mbar decrease, respectively. 

That pressure effect results in a decrease of the vertical velocity of the larvae. We have therefore 

represented the effect of changes in hydrostatic pressure by multiplying the larval vertical velocity by 

a stage-dependent damping factor.  

Larvae become sensitive to cues from suitable settlement habitats in their final development stage, 

called the megalopal stage. No information was available concerning the vertical velocity of this stage. 

We therefore defined its vertical velocity as being equal to the reported mean downward swimming 

velocity of stage-5 larvae Gravinese (2018). The duration of this stage is set to 13 days, as this was the 

longest duration observed for this stage by Brown et al. (1992). If the megalopa finds itself one meter 

or less above a habitat during that time, it will settle down on that habitat. If the megalopa has not 

settled on any suitable habitat after 13 days, it dies and is removed of the simulation. More details on 

the larval transport model formulation are provided in the supplementary materials. 

2.2 Connectivity indicators 
The larval transport model yields a potential connectivity matrix Cij whose entries correspond to the 

number of virtual larvae produced on habitat i that settled on habitat j. Since we consider 3858 

separated crab habitats, the connectivity matrix has ~1.5x107 entries. The connectivity matrix is 

usually normalized by dividing all the entries of a given row by the number of larvae seeded on the 

corresponding source reef. The resulting matrix �̃�𝑖𝑗 then represents the probability of connection 

between habitats. While most of the connectivity matrix entries are empty, it remains challenging to 

analyse such a large matrix. One way to make the task easier is to interpret the connectivity matrix as 

a large graph whose nodes are the crab habitats, and the edges correspond to the non-zero entries in 

the connectivity matrix. The strength of an edge directed from node i to node j simply corresponds to 

�̃�𝑖𝑗. 

Many graph-theory indicators are available to extract useful information from the connectivity graph 

(see for instance Minor and Urban, 2007; Rayfield et al., 2011; Kool et al., 2013; Dubois et al., 2016). 

Here, we only consider indicators that best highlight the connectivity differences resulting from 

climate change. First, we consider a source index that identifies habitats that export many larvae to 

many different habitats. This can be obtained by combining the habitat out-degree (i.e. the number 

of outgoing connections) and the number of larvae exported from that habitat to other habitats: 

𝑆𝐼𝑖  =  𝑁𝑖
𝑜𝑢𝑡 ∙∑ �̃�𝑖𝑗

𝑗
, 
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where 𝑁𝑖
𝑜𝑢𝑡 is the out-degree of habitat i. We also consider self-recruitment, which identifies isolated 

habitats by looking at the fraction of settlers that were locally produced: 

𝑆𝑅𝑖  =  
�̃�𝑖𝑗

∑ �̃�𝑖𝑗𝑗

. 

A large self-recruitment (i.e., close to 1) means that the habitat is mostly isolated as it receives almost 

exclusively produced on the same habitat. It is therefore not resilient to disturbances. Finally, the 

average distance travelled by larvae originating from a given habitat can be computed with the 

weighted connectivity length:  

𝑊𝐶𝐿𝑖  =  
∑ (𝑑𝑖𝑗 ∙ �̃�𝑖𝑗)𝑗

∑ �̃�𝑖𝑗𝑗

, 

where  is the distance between habitats i and j. 

We also applied the strongly connected components (SCC) algorithm to the crab habitat connectivity 

graph to identify clusters of strongly connected habitats. The SCC method groups together habitats 

that are linked through bi-directional connections (Tarjan, 1972; Nuutila and Soisalon-Soininen, 1994). 

The communities created through this method do not depend on the strength of the connections but 

just on the existence of bi-directional connectivity pathways that connect any two habitats within the 

SCC, possibly through multistep connections. All the habitats within a SCC will thus have higher genetic 

mixing among them than with habitats in separate SCCs. The existence of closed-loop multi-

generational connectivity pathways is a key factor that fosters population persistence (Hastings and 

Botsford, 2006).  

2.3 Climate change scenarios 

To evaluate the impacts of climate change, we run the larval dispersal model for three different 

scenarios. The first one corresponds to present-day conditions, with the water temperature simulated 

with the atmospheric conditions of 2019 and a pH of 8.075 (NOAA Ocean Acidification Program, 2020). 

The second scenario includes the effect of moderate climate change by assuming a uniform water 

temperature increase of 1°C as compared to present-day conditions and a uniform seawater pH of 

7.8. This scenario corresponds to estimates for 2080-2100 under IPCC Representative Concentration 

Pathway (RCP) 2.6 scenario (Fox-Kemper et al., 2021). The third scenario represents the effect of an 

extreme climate change by assuming a water temperature increase of 3°C and a pH of 7.645, which 

would correspond to estimates for 2080-2100 under RCP 8.5 scenario.  

Our model assumes that the effects of climate change, through water temperature increase and pH 

decrease, are only impacting crab larvae swimming activity and mortality. We did not consider the 

effect of climate change on the large-scale atmospheric and oceanic circulations, which could also 

influence larval dispersal in the region of interest. This simplification is due to the lack of precise 

information on projected changes in the wind regime over the Gulf of Mexico and the Loop Current 

dynamics. In a similar study on the effect of climate change on coral connectivity in the Great Barrier 

Reef, (Figueiredo et al., 2021) have shown that projected changes in ocean currents had a limited 

effect on larval dispersal.  
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3 Results 

Our model shows that climate change will have two major effects on crab larvae by: 1) reducing the 

duration of the larval stages, and 2) limiting their vertical larval distribution in the water column (i.e., 

deeper distribution). The former effect is due to increasing temperature and the latter is due to 

decreasing pH. We illustrate these two effects by simulating the vertical position of an idealized crab 

larvae that would be driven only by its vertical swimming dynamics. Hydrodynamical effects are thus 

not considered. We assume that the larva is spawned at a depth of 60 m and the present-day 

temperature is 27°C (National Oceanic and Atmospheric Administration, 2021). In present-day 

conditions, the larva quickly reaches the surface and stays within about 10 meters from the surface 

until stage 4 when the individual moves towards the seabed (Figure 3a). The moderate climate change 

scenario is already strong enough to limit the larva’s ability to swim near the surface. In this scenario, 

the larva stays within 20 to 40 meters from the bottom. The overall duration of the larval cycle is about 

10% shorter (Figure 3b). In the case of extreme climate change, the larva never leaves the sea bottom 

Figure 3 : Theoretical vertical movements (black line) of a stone crab larva spawned at a depth of 60m through the five larval 
stages, according to different climate change scenarios. Each larval stage is represented by a different colour. 
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throughout the entire larval stage. The duration of that cycle is further reduced by about 25% (Figure 

3c). 

When taking hydrodynamics into account, the combined effect of a temperature increase and a pH 

decrease reduces the dispersal distance of crab larvae on average by 15% (with standard deviation 

amongst habitats of 62%) for the moderate climate change scenario, and by 43% (SD = 44%) for 

extreme climate change scenario. These projected changes are however not spatially uniform as some 

habitats will experience much larger reductions in the distance at which larvae are dispersed. This 

seems to be particularly the case for habitats on the inner shelf (Figure 4a). An increase of WCL can 

be seen in some very localized parts of the domain. 

The increase of the WCL observed around the FK in the extreme CC is paradoxically probably due the 

reduced dispersal distance of crab larvae. The FK are close to the limit of the domain, meaning that 

larvae can easily go out of the simulated area. In extreme climate change condition, larvae do not 

travel as far from their source habitat meaning that some larvae coming from around the FK might 

settle in the domain in the extreme scenario, when they went out of it in present day conditions. 

When larval dispersal is limited, habitats become more isolated. Since larvae stay in their planktonic 

phase for about a month, many habitats experience a self-recruitment (SR) equal to 0, especially in 

the normal scenario (42% of the habitats have a SR of 0 in the normal scenario) where the larvae tend 

to travel farther away from their source habitat. This suggests that self-recruitment is not suitable to 

compute relative variations, as we would have to divide by 0 for almost half of the habitats. We 

decided instead to assess the absolute change of SR for both climate change scenarios. In the 

moderate climate change scenario, there is an increase of self-recruitment for 31% of the habitats, a 

decrease in 34% of the habitats, and no observable change in 32% of the habitats. During the extreme 

climate change simulations these percentages change to 58%, 19%, and 22% for the increase, decrease 

and no change in self-recruitment, respectively. These results suggest than in the extreme climate 

change scenario, the habitats become more isolated and fragmented. Again, these changes are not 

spatially uniform as there is a large inter-habitat variability meaning that some habitats will fare 

considerably worse than suggested by the average changes, and a small proportion of habitats will 

see an increase in recruitment (Figure 4b). The increase in self-recruitment is in general particularly 

important in the fishing area. 
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Interpreting the source index relative variations is complicated as this index is the product of the 

number of exported larvae with the number of outgoing connections. Those two indicators respond 

differently to climate change (Figure 5a and Figure 5b). The number of larvae that settle increases on 

average by 79% for the moderate climate change scenario and by 304% under the extreme climate 

change scenario. These increases are particularly marked for the habitats in the non-fishing zone 

(Figure 5a). Alternatively, the number of outgoing connections shows a mean relative decrease of 10% 

for moderate climate change scenarios and a 20% decrease for the extreme climate change scenario. 

Most of the habitats present this decreasing trend, even though there are some localized increases 

observed within the non-fishing zone. As a result of these two antagonistic  reactions to climate 

change, the relative variation of the source index is difficult to interpret on its own. The general trend 

seems to be an increase of source index in the non-fishing zone (probably due to an increase in the 

number of larvae self-recruiting in the non-fishing zone) and a decrease of source index in the fishing 

zone (mainly due to a  decrease in the number of out-going connections)(Figure 5c).  

Figure 4 : (a) Relative change in weighted connectivity length for both climate change scenarios and (b) absolute change in 
self-recruitment for both climate change scenarios. The green line represents the 30m-depth isobath separating the fishing 
and non-fishing zones. 
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The community structure obtained with the SCC algorithm confirms the overall increase in habitats 

isolation. The number of SCCs increases from 15 in present-day conditions to 18 and 53 for moderate 

and extreme climate change scenarios, respectively (Figure 6). As a result, the average number of 

habitats per community decreases by 54% for moderate climate change, and by 73 % in the extreme 

case. In the moderate CC scenario, this fragmentation leads to a separation of the FK community from 

the rest of the WFS communities. We also see the appearance of an area without communities to the 

northwest of the WFS. This means that none of the habitats in these zones are involved in a mutual 

Figure 5 : Relative change in (a) the number of larvae sent away that settle, (b) the number of outgoing connections with sink 
habitats and (c) the source index for both climate change scenarios compared to present-day values. The green line represents 
the separation between the fishing and non-fishing zones. 
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exchange of larvae with other habitats. In the extreme CC scenario, we observe a further breakdown 

of the communities, as well as a reappearance of communities in northwest area. The mechanism 

behind the appearance and disappearance of this northwest area without communities is difficult to 

pinpoint since it could be due to a combination of different factors including the variation of the 

currents speed and direction with depth, the fact that the larvae travel less of a distance with climate 

change stressor, or the orientation and positioning of the northwest habitats relatively to one another.  

The proportion of larvae produced in a given habitat that eventually settle increases with the intensity 

of climate change (Table 1). This increase is mainly due to the increasing number of larvae that stay in 

the non-fishing zone (+ 183% between present-day conditions and extreme CC scenario). The increase 

in the number of larvae staying in the fishing zone due to climate change is less marked (+ 10%). We 

observe a decrease in the number of larvae staying in the fishing zone between the moderate and 

extreme scenarios. Even though the number of larvae traveling from the non-fishing zone to the 

fishing zone increases with climate change, they still represent only a small fraction of all the larvae 

exchanged. 

Table 1 : Percentage of larvae produced in the fishing (F) or non-fishing (NF) zones that settled in the fishing or non-fishing 
zones. The last column (Total) is the sum of the four others. 

F to F NF to F F to NF NF to NF Total 

Normal 0.52 % 0.02 % 0.01 % 0.12 % 0.67 % 

Moderate CC 0.6 % 0.05 % 0.01 % 0.17 % 0.83 % 

Extreme CC 0.57 % 0.05 % 0.01 % 0.34 % 0.97 % 

 

  

Figure 6 : Map of the communities obtained with the SCC method for each climate change scenario. Each community is 
coloured in a different colour and is circled by a black line.  
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4 Discussion and conclusions 

Climate change will undoubtedly increase ocean temperatures and decrease the ocean pH. Our results 

show that those two effects will impact the dispersal and connectivity of stone crab larvae in three 

different ways. First, rising seawater temperatures will in a first time reduce larval mortality before 

increasing it when the ocean temperature will exceed larvae’s optimum temperature. Second, 

increases in seawater temperatures will also reduce larval stage durations by up to 25 %. Finally, 

decreasing pH will impact larval stone crab’s relative position in the water column by resulting in a 

deeper depth distribution. The combination of these three results will lead to an increase in the 

number of larvae that settle in some habitats but likely reduce the distance larvae can disperse. As a 

result, self-recruitment will increase, and habitat communities will become more fragmented along 

the WFS and throughout the FK. The spatial distribution of the Florida stone crab is also expected to 

change as southern and shallow habitats will be more impacted by increasing ocean temperature than 

northern and deeper habitats. This spatial shift in the stone crab distribution will impact the fishery, 

especially those in the southern part of the WFS such as in the FK. 

Our model shows that stone crab larvae are expected to stay closer to the benthos and experience 

shorter larval stages during future climate scenarios. Both are known to reduce larval dispersion of 

several marine species (Shanks et al., 2003; North et al., 2008; Sundelöf and Jonsson, 2012). Since 

ocean currents weaken with greater depths, crab larvae will therefore be transported over shorter 

distances and will have a higher probability of settling within their natal habitat. Self-recruitment will 

thus increase and the size of habitat clusters that are connected through larval exchanges will 

decrease. The resulting smaller communities will be less resilient to external disturbances as all the 

habitat within a community could be impacted at the same time, potentially disrupting the 

populations ability to replenish the community. Species that have high dispersal capabilities and form 

large communities are indeed less vulnerable to sudden changes in external conditions and diseases 

due to higher genetic diversity and the potential of local recovery through larval transport (Hastings 

and Botsford, 2003; Jones et al., 2007). 

Stone crab spatial distribution and abundance will also change. Temperature is a major factor 

influencing the fraction of larvae that successfully settles, as the mortality rate is function of the 

temperature. In our model of the present situation, the number of settlers is higher in southern and 

shallow areas, because water in northerner and deeper areas is too cold to allow high settlement 

during the first spawning events. With a small increase in the temperature, like in the moderate CC 

scenario, the proportion of larvae that settle increases throughout the entire WFS. However, for more 

extreme temperature increases, as could be observed by the end of the century, water temperature 

in shallow areas exceeds the larvae optimal temperature, leading to an increase in larval mortality 

compared to the moderate CC scenario. As a result, we expect that the stone crab larvae in the fishing 

zone will not significantly benefit from the increase in temperature. In addition, larvae produced in 

the non-fishing zone will likely benefit from the increase in water temperature, even for extreme CC. 

This suggests that climate change could lead to a shift in the stone crab abundance and distribution, 

with an increase of the number of larvae settling in deeper and northerner water, while the number 

of larvae settling in the shallower and southern area will stay rather constant. A shift to deeper or 

higher latitude water due to climate change has been observed for several marine species 

(Mieszkowska et al., 2006; Fujiwara et al., 2019) as well as other brachyuran crabs (Murphy, 2020). 

The number of larvae settling in the fishing zone will remain however larger than the number of larvae 

settling in the non-fishing zone. 
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Another consequence of the increase in water temperature is the increase in the number of larvae 

that settle. This increase will however not benefit the stone crab fishing industry. As mentioned above, 

the increase in the number of larvae settling will mainly happen in the non-fishing zone. In addition, 

the number of larvae going from the non-fishing zone to the fishing zone never exceeds 5% of the 

total amount of larvae exchanged, regardless of the scenario. This suggests that the non-fishing zone 

cannot serve as a source of larvae for the habitats within the fishing zone.  

As for every model study, this work was based on different assumptions. Due to lack of more accurate 

data, we could not completely represent all the processes driving the vertical larval dynamics for the 

5 different larval stages of the stone crab. This could be improved by conducting vertically stratified 

plankton surveys to estimate vertical velocities according to larval depth distribution, like in Peliz et 

al. (2007). Furthermore, there is also some uncertainty on the location of crab habitats. For lack of 

better data, we assumed that all rocky, muddy or gravely substrates shallower than 60 m would be 

suitable for stone crabs. This is probably an overestimation of the actual crab habitats. Habitat maps 

could be refined by following the approach of Criales et al. (2019) who backtracked larvae from 

locations where crabs have been observed to identify their source habitat. Another limitation is that 

we did not take the spatial heterogeneity of pH, pH decreases, and temperature increases into 

account. We assumed a constant value of water pH over the entire WFS, while it is known that it varies 

both horizontally (NOAA Ocean Acidification Program, 2020) and vertically (Byrne et al., 2010). 

Likewise, in the climate change scenarios, we decreased (resp. increased) the water pH (resp. 

temperature) by a constant over the entire domain, while these changes are probably not going to be 

spatially homogeneous. We also assumed that the oceanic and atmospheric circulation would remain 

the same for the different CC scenarios. This assumption is supported by the study of Figueiredo et al. 

(2021) on coral connectivity changes in the Great Barrier Reef due to climate change. They found that 

changes in the hydrodynamics have a much weaker effect than changes in larval biology on 

connectivity. Finally, while we considered several spawning events, we did not consider multiple years 

to explicitly take interannual variability into account. This is mostly due to the heavy computational 

cost for running high-resolution three-dimensional simulations over the entire WFS. 

Despite these limitations, our model brings unprecedented perspectives on the impact climate change 

will have on the stone crab population along the WFS and within the FK. As the first model to evaluate 

the current and future dispersion of M. mercenaria, this work could help local authorities to 

understand the mechanisms underlying stone crab distribution and population connectivity which is 

beneficial if fisheries management is to prepare for future changes in climate. Our work could also 

serve as a reference for other studies aiming to model the dispersion of brachyuran crabs. Brachyuran 

crabs are found all around the world, in almost all coastal habitats, with many species being 

commercially important (Azra et al., 2020). In this work we introduced several new elements 

compared to other dispersal models of brachyuran crabs, like the sinusoidal response to light (more 

realistic than a binary up and down vertical swimming behavior) or the pH-dependent vertical velocity 

component that allowed to evaluate the impacts of ocean acidification on the stone crabs distribution. 

Since all brachyuran crabs respond to external stimuli like hydrostatic pressure and light (Epifanio and 

Cohen, 2016), our approach could be used to estimate their dispersion patterns. 
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11 Appendix 

11.0 Hydrodynamic model formulation 

SLIM3D is an ocean model that solves the 3D hydrostatic equations under the Boussinesq 

approximation (Vallaeys et al., 2018, 2021; Duquesne et al., 2021). The model equations read: 

𝜕𝒖

𝜕𝑡
+ 𝛁ℎ ∙ (𝒖𝒖) +

𝜕𝑤𝒖

𝜕𝑧
= 𝛁ℎ ∙ (𝑣ℎ(𝛁ℎ𝒖+ (𝛁ℎ𝒖)

𝑇)) +
𝜕

𝜕𝑧
(𝑣
𝜕𝒖

𝜕𝑧
) − 𝑓𝒆𝑧 × 𝒖 −

1

𝜌0
𝛁ℎ𝑝, (1) 

𝛁ℎ ∙ 𝒖 +
𝜕𝑤

𝜕𝑧
= 0, (2)  

1

𝜌0
𝛁ℎ𝑝 =

1

𝜌0
𝛁ℎ𝑝𝑎 + 𝑔𝛁ℎ𝜂 +

𝑔

𝜌0
𝛁ℎ∫ (𝜌 − 𝜌0)

𝜂

𝑧

𝑑𝑧, (3) 

𝜕𝑇

𝜕𝑡
+ 𝛁ℎ ∙ (𝒖𝑇) +

𝜕(𝑤𝑇)

𝜕𝑧
= 𝛁ℎ ∙ (𝜅ℎ𝛁ℎ𝑇) +

𝜕

𝜕𝑧
(𝜅
𝜕𝑇

𝜕𝑧
) + 𝑓𝑟𝑒𝑙𝑎𝑥𝑇 , (4) 

𝜕𝑆

𝜕𝑡
+ 𝛁ℎ ∙ (𝒖𝑆) +

𝜕(𝑤𝑆)

𝜕𝑧
= 𝛁ℎ ∙ (𝜅ℎ𝛁ℎ𝑆) +

𝜕

𝜕𝑧
(𝜅
𝜕𝑆

𝜕𝑧
) + 𝑓𝑟𝑒𝑙𝑎𝑥𝑆, (5) 

where u is the horizontal velocity, composed of the zonal and meridional velocity components, w is 

the vertical velocity, 𝛁ℎ is the horizontal gradient operator, 𝑣ℎ is the horizontal viscosity parametrized 

with Smagorinsky’s turbulence model (Smagorinsky, 1963), T is the temperature, 𝑣 is the vertical eddy 

viscosity computed with GOTM (General Ocean Turbulence Model), 𝑓 is the Coriolis factor, 𝒆𝑧 is the 

vertical unit vector, 𝜌0 is the reference density, 𝑝 is the pressure, 𝑝𝑎 is the atmospheric pressure, 𝜂 is 

the elevation, 𝜌 is the density, 𝜅ℎ is the horizontal eddy diffusivity defined by the Okubo 

parametrization (Okubo, 1971), 𝜅 is the vertical eddy diffusivity computed with GOTM and 𝑓𝑟𝑒𝑙𝑎𝑥𝑇 and 

𝑓𝑟𝑒𝑙𝑎𝑥𝑆 are respectively the temperature and salinity relaxation terms expressed as:  

𝑓𝑟𝑒𝑙𝑎𝑥 𝑌 = −
𝑚𝑎𝑥(𝑧𝑟 + 𝑧, 0)

𝑧𝑟𝑡𝑟𝑒𝑙𝑎𝑥
∗ (𝑌 − 𝑌𝑒𝑥𝑡)  

where 𝑧𝑟 = 12 m is the surface layer thickness, trelax = 5 days is the relaxation time, 𝑌 is either T or S 
and 𝑌𝑒𝑥𝑡 is the value of variable 𝑌 at the ocean surface as computed by the HYbrid Coordinate Ocean 
Model (HYCOM). 

The current velocity and sea surface elevation imposed on the open boundaries are a combination of 

tides provided by the OSU TOPEX/Poseidon Global Inverse Solution dataset TPXO9 (Egbert and 

Erofeeva, 2002) and the large-scale circulation computed with HYCOM-GOM. 

The bottom and surface boundaries are made impermeable through the following equations: 

𝑤 + 𝒖 ∙ 𝛁ℎℎ = 0 (6) 

𝑤 −
𝜕𝜂

𝜕𝑡
− 𝒖 ∙ 𝛁𝒉𝜂 = 0 (7) 

There is an input of momentum at the surface from the wind and a dissipation of momentum at the 

bottom from friction. These two fluxes are expressed as follows: 

𝑣
𝜕𝒖

𝜕𝑧
=
𝜏𝑠
𝜌0

(8) 

https://gotm.net/portfolio/
https://www.hycom.org/
https://www.tpxo.net/global/tpxo9-atlas
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𝑣
𝜕𝒖

𝜕𝑧
=
𝜏𝑏
𝜌0

(9) 

where 𝜏𝑠 is the surface wind stress and 𝜏𝑏 is the bottom friction stress. The wind stress is derived from 

Smith and Banke (1975), based on the 10-m wind velocity provided by ERA5. The bottom friction is 

computed with the law of the wall, assuming a logarithmic velocity profile characterized by a 

roughness height z0. 

Initially, the velocity and the sea surface elevation are set to zero, and the temperature and salinity 

are set to HYCOM’s value. This means that the model needs a few days to spin-up and reach a 

dynamical equilibrium. For this reason, we chose to start the hydrodynamic simulation on April 15th, 

while  the larval dispersal simulation only starts on May 1st. 

11.1 Hydrodynamic model validation 

To validate the outputs of the model, they were compared with observations collected at three NOAA 

stations (Figure 1a). The simulated current velocity output was compared to observations at a 4 m 

depth at the station 42023 (26.010° N, 83.086° W). Concerning the temperature and salinity, the 

outputs were respectively compared with the observations at a 1 m depth at station 42013 (27.173°N, 

82.924°W), and station 42022 (27.505°N, 83.741°W). The stations were chosen because they had the 

best record of observations (i.e. few missing values) during the simulated period.  

The horizontal current velocity simulated with SLIM 3D from May to September 2019 compares well 

to observations at station 42023 (Figure 7a-d). We also compared SLIM model outputs with HYCOM’s 

output (Figure 7e) and put them both in perspective with the wind forcing from ERA5 (Figure 7f). All 

these sources have been resampled to compare them at the same time points. Overall, SLIM correctly 

reproduces the currents direction and amplitude. It tends however to produce currents that are more 

northward than the observations. There are also two more intense southward current events 

observed in June and July that SLIM does not reproduce. The origin of these two events remains 

unclear as they do not show up in the wind field. SLIM’s slight northward bias is probably due to the 

HYCOM forcing on the boundaries. As can be seen in Figure 7 , HYCOM produces a strong northward 

dynamics that does not agree well with observations.  
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Figure 7 : Comparison of the horizontal velocity outputs of SLIM with observations from the NOAA and forcings from HYCOM 
and ERA5 (wind velocity) from May to September 2019. The currents are measured and modeled four meters below the 
surface at station 42023 (26.010° N and 83.086° W). The wind velocities are modeled 10 meters above the surface at the 
same coordinates. The first two graphs are histograms of the direction and amplitudes of the currents comparing SLIM with 
observations. The four other plots present the evolution of the horizontal velocities throughout the study period (an arrow 
pointing up represent a northward current). The color stresses the direction of the currents 
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Figure 8 : Validation of temperature and salinity outputs of SLIM. First and third graphs show respectively SLIM’s temperature 
and salinity one meter below the surface, compared with observations at the same point. The second and last graphs show 
the evolution of the temperature and salinity with time and depth. The point of validation for the temperature and salinity 
are respectively 27.173°N - 82.924°W and 27.505°N- 83.741°W 
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Regarding the temperature, the comparison between SLIM’s output and NOAA’s observations can be 

found in Figure 8. Even though SLIM tends to slightly underestimate the water temperature (Figure 

8a), it follows the right seasonal trend. We can also observe a transition from a horizontal to a vertical 

temperature stratification by the beginning of summer (Figure 8b), which is typical of mid-latitude 

continental shelves and has been observed on the WFS (He and Weisberg, 2002, 2003). Overall, SLIM’s 

salinity outputs of SLIM appear to be relatively constant, both over time and depth (Figure 8c-d). SLIM 

does not represent the decrease in salinity observed in June. This lack of variability is due to the 

HYCOM forcing that we use to force the salinity on the model surface and lateral boundaries.  

11.2 Larval transport model 

To model larval dispersal, we used SLIM’s Lagrangian particle tracker (LPT). The movement of the 

particles is obtained by combining the larval swimming velocity with the currents velocity to obtain 

𝒖𝑳, the total larval velocity. This velocity vector is then injected in a 3D advection-diffusion equation 

expressed in Lagrangian form: 

𝑑𝑿(𝑡) = (𝒖𝑳 + 𝛁 ∙ 𝑲)𝑑𝑡 + √2𝑲𝑑𝑾(𝑡) (10) 

where 𝑑𝑾(𝑡) is a Wiener noise increment, and  

𝑲 =  [

 𝜅𝐿,ℎ 0 0

0  𝜅𝐿,ℎ 0

0 0 𝜅𝐿

] 

is the diffusivity tensor where 𝜅𝐿,ℎ is the horizontal diffusivity defined by the Okubo parametrization 

(Okubo, 1971) and 𝜅𝐿 is the vertical diffusivity that takes the same value as the temperature and 

salinity vertical diffusivities.  Eq. (10) is then solved numerically by the means of a 4th order Runge 

Kutta scheme.  

The biological component of the larval vertical velocity is expressed as: 

𝑤𝐵 = 𝛼𝑝 ∙ (𝑤𝑑  +  𝑤𝐿𝑖  + 𝑤𝑝𝐻)  

where 𝛼𝑝 is a corrective factor due to a response to pressure, wd is the downward swimming velocity 

and 𝑤𝐿𝑖 and 𝑤𝑝𝐻 are the vertical velocity in response to light and pH respectively. Since the different 

stages react differently to external stimuli, we defined the vertical velocity of each stage separately 

(Table 2).  

Table 2 : Components of the vertical velocity of the different life stages. 

Life stage Vertical velocity [m/s] 

Larval stage -1 𝑤𝐵,1  =  𝛼𝑝,1 ∙ (𝑤𝐿𝑖,1 +𝑤𝑝𝐻,1) 

Larval stage -2 𝑤𝐵,2 = 𝛼𝑝,2 ∙ (𝑤𝐿𝑖,2 +𝑤𝑝𝐻,2) 

Larval stage -3 𝑤𝐵,3  =  𝛼𝑝,3 ∙ (𝑤𝐿𝑖,3 +𝑤𝑝𝐻,3) 

Larval stage -4  𝑤𝐵,4  =  𝛼𝑝,4 ∙ 𝑤𝑑,4 

Larval stage -5 𝑤𝐵,5  =  𝛼𝑝,5 ∙ 𝑤𝑑,5 

Megalopal stage 𝑤𝐵,𝑀  =  𝑤𝑑,𝑀 
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Larvae’s response to light was defined by using the time of the day for larval stages -1 to -3: 

𝑤𝐿𝑖 = ( 𝑤𝑑,𝑖 − (𝑤𝑢,𝑖 −𝑤𝑑,𝑖) ∙ ((∆𝑡𝑚//(12 ∙ 3600))%2)) ∙ 𝑠𝑖𝑛 (
2𝜋

24 ∙ 3600
∙ (∆𝑡𝑚)) (11) 

where  𝑤𝑑,𝑖  is the mean downward velocity of stage i larvae according to Gravinese (2018), 𝑤𝑢,𝑖 is the 

upward swimming velocity of stage i, ∆𝑡𝑚 = 𝑡𝑚 − 6 ∙ 3600 where 𝑡𝑚 is the time since midnight in 

seconds, // is the floor division operator and % is the modulo operator. Larval stages 4 and 5 vertical 

velocity do however not depend on light (𝑤𝐿𝑖  =  0). 

The vertical velocity in response to pH for stages -1 to -3 was obtained by doing a linear regression 

based on Gravinese et al. (2018) data: 

𝑤𝑝𝐻 = (−14.64 + 1.846 ∙ 𝑝𝐻)/100   

Based on Gravinese (2018)’s observations, we finally defined a stage-specific damping factor 𝛼𝑝,𝑖  that 

reduces the vertical velocity in response to pressure changes:  

𝛼𝑝,𝑖 =

{
 
 
 

 
 
 

1

2 + 𝑒𝑥𝑝 (105 ∙ ( wL  + wpH − 0.0005))
+ 0.5                    , 𝑖 = 1 

−𝑒𝑥𝑝(−
( wL  +  wpH + 0.0016)

2

2 ∙ 0.00052
) + 1                                          , 2 ≤ 𝑖 ≤ 3  

 − 1.18 ∙ |𝑠𝑖𝑛 (
𝜋

0.2776 ∙ 3600
∙ 𝑡)| + 1                                            , 4 ≤ 𝑖 ≤ 5

(12) 


