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## Summary

Climate change arising from natural and anthropogenic sources affects the built environment in several ways. One of the major impacts of climate change is the increase in average air temperatures that can lead to more intense, severe, and prolonged heatwaves. This study is developed to project the effect of such warming weather conditions on Belgian high-performance houses and provide an idea of mitigation strategies. The study consists of three main parts (Part I, Part II, and Part III). In Part I, the study investigates a large number of thermal comfort/overheating evaluation methods to find a fit-to-purpose and appropriate method. It then provides a critical and qualitative review of cooling strategies that can be applied as mitigation strategies. In Part II, a comprehensive simulation-based methodological framework is introduced to assess and compare the resistivity of buildings and their cooling strategies to the overheating impact of climate change. This part also provides an extensive weather dataset to estimate the changes in weather conditions and heatwaves in Belgium by the end of the century under different emission scenarios. In Part III, numerical studies are performed to predict the changes in thermal comfort conditions, HVAC energy performance, and HVAC Greenhouse Gas (GHG) emissions in Belgian high-performance houses due to climate change. This part includes the evaluation of a set of active and passive cooling strategies based on uncertainty analysis, sensitivity analysis, and optimization techniques.

The following presents a summary of essential practical information and recommendations obtained from the research:

- In conducting thermal comfort analyses for building designs, it is crucial to utilize asymmetric indices to effectively identify and address potential issues related to overheating and overcooling discomfort. To ensure comprehensive protection against overheating, it is recommended to incorporate both short-term and long-term criteria into the design process, considering not only specific heatwave events but also year-round warm discomfort. As a practical recommendation, this research proposes the use of three valuable indices for overheating assessments in the context of climate change: Indoor Overheating Degree (IOhD), Ambient Warmness Degree (AWD), and Climate Change Overheating Resistivity (CCOR). These indices can be calculated using the following fomulas:

$$
\begin{gathered}
I O D \equiv \frac{\sum_{z=1}^{Z} \sum_{i=1}^{N_{o c c}(z)}\left[\left(T_{\text {in,o,z,i}}-T_{\text {comf }, z, i}\right)^{+} \times t_{i, z}\right]}{\sum_{z=1}^{Z} \sum_{i=1}^{N_{o c c}(z)} t_{i, z}} \\
A W D \equiv \frac{\sum_{i=1}^{N}\left[\left(T_{\text {out }, a, i}-T_{b}\right)^{+} \times t_{i}\right]}{\sum_{i=1}^{N} t_{i}} \\
\frac{1}{C C O R}=\frac{\sum_{S c=1}^{S c=M}\left(I O D_{S c}-\overline{I O \bar{D}}\right) \times\left(A W D_{S c}-\overline{A W D}\right)}{\sum_{S c=1}^{S c=M}\left(A W D_{S c}-\overline{A W D}\right)^{2}}
\end{gathered}
$$

- When integrating cooling systems into buildings, it is important to prioritize resilience alongside energy efficiency, sustainability, and affordability. Relying solely on energy efficiency might compromise a building's ability to handle extreme events. To ensure resilient cooling, it is important to consider the four criteria of absorptive, adaptive, and restorative capacities, as well as recovery speed from the initial design phase. Combining multiple cooling strategies with different capacities might be necessary, as no single strategy can fulfill all requirements. The most suitable cooling approach can vary depending on the climate.
- For effective building performance simulations in major cities of Belgium, it is highly recommended to utilize the novel meteorological dataset presented in this thesis. This specialized dataset is thoughtfully designed to cater to the unique requirements of such simulations. By incorporating both historical and future weather data on an annual basis, including Typical Meteorological Years (TMYs), Extreme Meteorological Years (XMYs), and detailed information on three types of heatwaves (based on intensity, duration, and highest temperature), this dataset offers invaluable support for accurately assessing and optimizing building performance under various climatic scenarios.
- With global warming continuing, it is crucial to reconsider the conventional heat-preserving design concept in temperate regions. The future weather predictions indicate a shift from heatingdominated to cooling-dominated conditions in these areas in the coming decades. To cope with the rising cooling demand caused by climate change, it is imperative to adopt active cooling systems that are highly efficient. These systems should be combined with passive cooling techniques during the construction of new buildings and the renovation of existing ones. In the specific context of Belgium, promoting electricity-based HVAC systems can significantly contribute to enhancing the carbon neutrality of buildings, taking into account the country's current energy mix for electricity production. it is also advisable to integrate back-up cooling and energy storage systems, such as batteries or fuel cells, to ensure reliable and resilient cooling capabilities during unprecedented events.

Overall, climate change is a global concern. Governments and policymakers must react swiftly by encouraging proactive adaptation to limit its unfavorable consequences. This can be achieved by establishing a clear path for welladapted building stock with quantitative targets backed up with appropriate inspection, enforcement, and access to finance.

## Abbreviations and nomenclature

| \%POhOR | Percentage of Occupied hours Outside the Range |
| :--- | :--- |
| AC | Air Conditioning, Air Conditioner |
| AR6 | Sixth Assessment Report |
| ASHRAE | American Society of Heating, Refrigerating and Air- |
|  | Conditioning Engineers |
| ATES | Aquifer Thermal Energy Storage |
| AvgPPD | Averaged PPD |
| AWD | Ambient Warmness Degree |
| BCC-CSM2- | Beijing Climate Center Climate System Model version 2 - |
| MR | Medium Resolution |
| BCVF | Building Climate Vulnerability Factor |
| BLAST | Building Loads Analysis and System Thermodynamics |
| BPIE | Building Performance Institute Europe |
| BPSM | Building Performance Simulation and Modelling |
| CAD | Computer Aided Design |
| CCAG | Climate Crisis Advisory Group |
| CCOR | Climate Change Overheating Resistivity |
| CEH | Copernicus European Health |
| CIBSE | Chartered Institution of Building Services Engineers |
| CMIP3 | Coupled Model Inter-comparison Project 3 |
| CMIP5 | Coupled Model Inter-comparison Project 5 |
| CMIP6 | Coupled Model Inter-comparison Project 6 |
| CO | Carbon monoxide |
| CO | Carbon dioxide |
| COP | Coefficient of Performance |
| COP27 | 27th United Nations Climate Change Conference |
| CORDEX | Coordinated Regional Downscaling Experiment |
| CSSR | U.S. Climate Science Special Report |
| Dh | Degree hours |
| DOAS | Dedicated Outdoor Air Supply |
| DOE | US Department of Energy |
| DX | Direct Expansion |
| EC | European Commission |
| EEA | European Environment Agency |
| EH | Exceedance Hours |
| E-ISSN | Electronic International Standard Serial Number |
| EN | European Norm |
| EPBD | Energy Performance of Building Directive |
| ERA5 | fifth generation ECMWF Atmospheric Reanalysis |
| ESMs | Earth System Models |
| ESP-r | Environmental Systems Performance - Research |
| ESRI | Environmental Systems Research Institut |
| EU | European Union |
| GA | Genetic Algorithm |
|  |  |
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| GHG | Greenhouse Gas |
| :---: | :---: |
| HBCD | HexaBromoCycloDecane |
| HFCs | hydrofluorocarbons |
| HI | Heat Index |
| HVAC | Heating, Ventilation, and Air conditioning |
| HWE | Heatwave Event |
| IDA ICE | IDA Indoor Climate and Energy |
| IDD | Indoor Discomfort Degree |
| idf | Input Data File |
| IEA | International Energy Agency |
| IEEE | Institute of Electrical and Electronics Engineers |
| IEQ | Indoor Environmental Quality |
| IES VE | IES Virtual Environment |
| IOcD | Indoor Overcooling Degree |
| IOhD, IOD | Indoor Overheating Degree |
| IPCC | Intergovernmental Panel on Climate Change |
| ISO | International Organization for Standardization |
| ISSN | International Standard Serial Number |
| LHS | Latin Hypercube Sampling |
| MAR | Modèle Atmosphérique Régional |
| MIROC6 | Model for Interdisciplinary Research On Climate version 6 |
| MPI- <br> ESM.1.2 | Max Planck Institute Earth System Model version 1.2 |
| MS | Member States |
| NARCCAP | North American Regional Climate Change Assessment Program |
| NBN | Belgian National Bureau for Standardization ("Bureau voor Normalisatie" in Dutch and "Bureau de Normalisation" in French) |
| NMF | Neutral Model Format |
| NO | Nitrogen oxide |
| $\mathrm{NO}_{2}$ | Nitrogen dioxide |
| NOAA | U.S. National Oceanic and Atmospheric Administration |
| NSGA-II | Non-dominated Sorting Genetic Algorithm 2 |
| nZEB | nearly Zero Energy Building |
| $\mathrm{O}_{3}$ | Ozone |
| ODP | Ozone Depletion Potential |
| PBDE | PolyBrominated Diphenyl Ether |
| PCB | PolyChlorinated Biphenyl |
| PCM | Phase-Change Material |
| PCSs | Personal Comfort Systems |
| PEF | Primary Energy Factor |
| PFOS | PerFluoroOctane Sulfonate |
| PMV | Predicted Mean Vote |
| POP | Persistent Organic Pollutant |
| PPD | Predicted Percentage of Dissatisfied |
| PPDOT | PPD Over Time |


| PPDw | Weighted PPD |
| :--- | :--- |
| RCMs | Regional Climate Models |
| RCP | Representative Concentration Pathway |
| RMI | Royal Meteorological Institute of Belgium |
| RQ | Research Question |
| SA | Sensitivity Analysis |
| SDGs | Sustainable Development Goals |
| SJR | Scimago Journal Rank |
| SNIP | Source-Normalized Impact per Paper |
| SSP | Shared Socioeconomic Pathway |
| TA | Thermal Autonomy |
| TM | Technical Memorandum |
| TMY | Typical Meteorological Year |
| TRL | Technology Readiness Level |
| TRNSYS | Transient System Simulation Program |
| UA | Uncertainty Analysis |
| UHI | Urban Heat Island |
| UK | United Kingdom |
| UN | United Nations |
| VAV | Variable Air Volume |
| VBA | Visual Basic for Applications |
| VOC | Volatile Organic Compound |
| VRF | Variable Refrigerant Flow |
| We | Weighted Exceedance |
| WEH | Weighted Exceedance Hours |
| WHO | World Health Organization |
| WMO | World Meteorological Organization |
| WWR | Window-to-Wall Ratio |
| XMY | eXtreme Meteorological Year |
|  |  |
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## 1. Introduction

### 1.1. Background

### 1.1.1. Understanding heat and climate: past, present, and future perspectives

## Unraveling the past: exploring hot temperatures in historical records

While global warming does not occur uniformly, the overall trend of increasing average global temperature suggests that a greater number of regions are experiencing warming rather than cooling. Figure 1.1 illustrates this trend, indicating a consistent rise in average global land surface temperature at a rate of $0.30^{\circ} \mathrm{C}$ per decade since 1980 , as reported by the U.S. National Oceanic and Atmospheric Administration (NOAA) [1]. Specifically, when examining Europe, the rate of temperature increase per decade is $0.47^{\circ} \mathrm{C}$ (as depicted in Figure 1.1), highlighting that this region is comparatively more affected by global warming.


Figure 1.1. Global (upper) and Europe (lower) land temperature time series. The global time series anomalies are with respect to 1901-2000 average. The Europe time series are with respect to 1991-2020 average [1].

The rise in air temperatures contributes to various regional and seasonal temperature extremes, as well as changes in snow cover, sea ice, heavy rainfall, and shifts in plant and animal habitats. In the summer of 2019, Europe witnessed periods of exceptionally high temperatures, with Central and Western regions experiencing multiple heatwaves [2]. These heatwaves were primarily caused by a high-pressure system that transported warm air from Africa, resulting in prolonged periods of elevated temperatures over certain parts of Europe. Consequently, new maximum temperature records were set, such as $42.6^{\circ} \mathrm{C}$ in Lingen (Germany), $38.6^{\circ} \mathrm{C}$ in Berlin (Germany), $38.9^{\circ} \mathrm{C}$ in Doksany (Czech Republic), $35.5^{\circ} \mathrm{C}$ in Zurich (Switzerland), $46^{\circ} \mathrm{C}$ in Vérargues (France), $40.2^{\circ} \mathrm{C}$ in Angleur (Belgium), $40.7^{\circ} \mathrm{C}$ in Gilze en Rijen (the Netherlands), $38.2^{\circ} \mathrm{C}$ in Radzyń (Poland), $38.7^{\circ} \mathrm{C}$ in Cambridge (the UK), $33.4^{\circ} \mathrm{C}$ in Bergen (Norway), and $33.7^{\circ} \mathrm{C}$ in Emäsalo (Finland) recorded during June and July 2019 [2]. Similarly, the scorching summer of 2003, considered the hottest summer since the 16th century, led to a devastating heatwave responsible for over 30,000 deaths (some estimates suggesting a death toll exceeding 70,000 ) and caused over 13 billion Euros in financial damages throughout Europe [3]. These instances illustrate Europe's history of experiencing extremely hot weather conditions with severe consequences.

## Climate change and beyond: future weather projections and implications

Climate change is the long-term shift in average conditions, such as temperature and rainfall in a region. The main driver of climate change is the Greenhouse effect due to natural or anthropogenic activities. Therefore, the quantity of carbon dioxide and other greenhouse gases that are released in the upcoming decades will determine how much warming Earth will experience in the future. Currently, human activities like burning fossil fuels and cutting forests add about 11 billion metric tons of carbon every year to the atmosphere, which is roughly 40 billion metric tons of carbon dioxide [4]. The amount of carbon in the atmosphere exceeds what can be eliminated by natural processes, causing an annual increase in the overall carbon dioxide concentrations. The Climate Crisis Advisory Group (CCAG) is urging nations to "buy time" while reducing emissions "urgently, deeply, and fast" and removing "huge quantities to lower the total from today" of carbon dioxide and other greenhouse gases from the atmosphere. In 2022, countries in the $27^{\text {th }}$ United Nations Climate Change Conference (more commonly referred to as COP27) agreed to align their emissions strategies with the objective of keeping global warming below $1.5^{\circ} \mathrm{C}$.

The U.S. Climate Science Special Report (CSSR) [5] states that if annual emissions keep rising significantly, as they have since 2000, models predict that by the end of this century, the average global temperature will increase by at least $2.78^{\circ} \mathrm{C}$ and perhaps as much as $5.67^{\circ} \mathrm{C}$. Models also predict that temperatures would still be at least $1.33^{\circ} \mathrm{C}$ degrees warmer than in the first half of the 20th century, and possibly up to $3.27^{\circ} \mathrm{C}$ degrees warmer, even if annual emissions increase more gradually and start to fall dramatically by 2050. The Intergovernmental Panel on Climate Change (IPCC) estimates global warming based on the Greenhouse Gas (GHG) emission scenarios. Those scenarios are represented by Shared Socioeconomic Pathways (SSPs) in the Sixth Assessment Report (AR6) [6], which are projected scenarios of global socioeconomic evolution by 2100. The SSP scenarios
with corresponding estimated warming in 2041-2060 and 2081-2100 periods are listed in Table 1.1. The likelihood of scenarios is not estimated in the IPCC AR6, but according to a commentary published in 2020 [7], SSP5-8.5 is highly unlikely, SSP3-7.0 is unlikely, and SSP2-4.5 is likely.

Table 1.1. Estimated global warming for Share Socioeconomic Pathways in the IPCC AR6 [8], [9].

| IPCC AR6 [8], [9]. |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| SSP No. | Scenario | Estimated warming <br> in <br> (2041- <br> 2060) | Estimated warming in ${ }^{\circ} \mathrm{C}$ (2081- 2100) | Very likely range in ${ }^{\circ} \mathrm{C}$ (20812100) |
| $\begin{aligned} & \text { SSP1- } \\ & 1.9 \end{aligned}$ | Sustainability - Taking the Green Road (Low challenges to mitigation and adaptation) | 1.6 | 1.4 | 1.0-1.8 |
| $\begin{aligned} & \text { SSP1- } \\ & 2.6 \end{aligned}$ | Middle of the Road (Medium challenges to mitigation and adaptation) | 1.7 | 1.8 | 1.3-2.4 |
| $\begin{aligned} & \text { SSP2- } \\ & 4.5 \end{aligned}$ | Regional Rivalry - A Rocky Road (High challenges to mitigation and adaptation) | 2.0 | 2.7 | 2.1-3.5 |
| $\begin{aligned} & \text { SSP3- } \\ & 7.0 \end{aligned}$ | Inequality - A Road Divided (Low challenges to mitigation, high challenges to adaptation) | 2.1 | 3.6 | 2.8-4.6 |
| $\begin{aligned} & \text { SSP5- } \\ & 8.5 \end{aligned}$ | Fossil-fueled Development Taking the Highway (High challenges to mitigation, low challenges to adaptation) | 2.4 | 4.4 | 3.3-5.7 |

Figure 1.2 shows the projected changes in annual mean air temperature between the World Meteorological Organization (WMO) reference period 1981-2010 and 2081-2100 in Europe based on the data from Coupled Model Inter-comparison Project phase 6 (CMIP6) for the forcing scenarios SSP1-2.6 and SSP5-8.5. In terms of the basic patterns of seasonal and regional temperature changes, CMIP6's future temperature estimates are essentially consistent with those of its predecessors (CMIP3 and CMIP5), while CMIP6 anticipates slightly higher warmings across Europe than earlier future climate projections [10]. As shown in Figure 1.2, the annual mean air temperatures are expected to rise in whole Europe, but mainly at the northern and southernmost latitudes, where the SSP1-2.6 and SSP5-8.5 scenarios predict warmings up to $2-3^{\circ} \mathrm{C}$ and $5-6^{\circ} \mathrm{C}$ by the end of the century, respectively. Therefore, more hot days (mean temperature $>30^{\circ} \mathrm{C}$ ) and tropical nights (minimum temperature $>20^{\circ} \mathrm{C}$ ) [10] are expected, which will greatly worsen the already present temperature stress in the region.


Figure 1.2. Projected changes in annual mean air temperature between the WMO reference period 1981-2010 and 2081-2100 in Europe based on the data of CMIP6 for the forcing scenarios SSP1-2.6 (left) and SSP5-8.5 (right). Retrieved from European Environment Agency (EEA) (www.eea.europa.eul)

Climate scientists have long warned that climate change will exacerbate the frequency, intensity, and duration of heatwaves, which can have significant impacts on the population, environment, economy, and vital human activities such as agriculture. The record-breaking heatwaves that swept through Europe in recent decades will become the "average" summer, even if all countries reduce their greenhouse gas emissions to the level they have promised to by 2035. According to the European Commission (EC), with a $3^{\circ} \mathrm{C}$ global warming, an "intense" heatwave, which is predicted to occur once every 50 years under the current climate, may occur almost every year in southern Europe, although such events may occur every 3 to 5 years in other regions of Europe. According to [11], depending on the season and region, the intensity and frequency of heatwaves will increase in Europe by at least a factor of 3 . Another study predicts that the number of days of dangerous heat $\left(39.4^{\circ} \mathrm{C}\right.$ and above) in mid-latitude countries in Western Europe will more than double by 2050 [12]. As a result, it is anticipated that the exacerbation of heatwaves that has been witnessed in vast areas of Europe over the past 30 years will persist (in the winter) or perhaps gain speed (in the summer) until the end of the century.

## Unveiling the Urban Heat Island (UHI) effect: heat in the urban landscape

Several definitions of the Urban Heat Island (UHI) effect have been developed in the scientific literature [13]-[16]. Typically, the term "Urban Heat Island" refers to the trend of urban regions exhibiting higher temperatures than nearby rural areas. This temperature difference is mostly caused by human activities such as altering green spaces, use of heat-absorbing materials in constructions (e.g., concrete and asphalt), transportation, industrial processes, heat ejection from the HVAC units, etc. [16], [17].

Figure 1.3 illustrates the UHI intensity for 100 European cities, which was created under the Copernicus European Health (CEH) agreement [18]. According to the European Environment Agency (EEA), there is a notable

[^1]north-south gradient in the UHI intensity, which can be attributed to climate conditions such as average wind speed and the number of sunny days. Southern Europe shows less noticeable or even detrimental UHI compared to its northern counterparts [19]. This is because the soil in the south dries up quickly during such events, causing the countryside to warm up. In temperate regions, the combination of urbanization and climate change is also expected to result in greater exposure to high temperatures for inhabitants in cities [20]. For example, the Royal Meteorological Institute (RMI) of Belgium reported that during the July 2019 heatwave, temperatures in Brussels were up to $8^{\circ} \mathrm{C}$ higher than in nearby rural areas, demonstrating the significant impact of the UHI effect on the Brussels metropolitan area [21].


Figure 1.3. The map represents the Urban Heat Island (UHI) effect and the projected number of extreme heatwaves in the near future (2020-2052; RCP8.5) in 100 European cities. Retrieved from European Environment Agency (EEA) (www.eea.europa.eu) (Data source: © ESRI) [18].

### 1.1.2. Creating sustainable and comfortable built environments: climate change implications, strategies for overheating prevention and building design concepts

## Climate change and indoor air quality: navigating implications for a sustainable future

The growing body of scientific evidence suggests that climate change is expected to have both direct and indirect impacts on buildings [22], [23]. Recent research have extensively reviewed the potential effects of climate

[^2]change and mitigation and adaptation measures on the indoor environment, with a specific focus on issues such as building overheating, indoor air quality, and biological contamination [22]-[24]. Figure 1.4, adapted from reference [22], [25], illustrates various pathways through which climate change may alter Indoor Environmental Quality (IEQ).

Outdoor environment conditions influenced by climate change

Effects on indoor environments


Potential consequences for comfort and health


Discomfort, heat stress
hospitalization, death


Respiratory \& cardiovascular health effects, hospitalization, death


Figure 1.4. Illustrating the impact of climate change on indoor environments and associated comfort and health consequences (adapted from [22], [25], [26]).

## - Overheating

As global warming persists, the occurrence of prolonged and severe heatwaves is anticipated to pose a significant threat to public health. Numerous studies have extensively reported the association between elevated outdoor temperatures and increased mortality rates [27]-[29]. While epidemiological research has established a link between high outdoor temperatures and excess deaths, there is a notable lack of evidence regarding the relationship between indoor temperatures and mortality, as indoor temperatures can vary widely from one dwelling to another, even under the same outdoor temperature conditions [30]. Consequently, the definition of an indoor temperature threshold for health risks remains uncertain due to limited and indirect epidemiological data [31], [32].

Furthermore, additional studies have indicated that specific vulnerable populations, such as the elderly, young children, individuals with poor health, and those living in substandard housing without access to air conditioning, are particularly susceptible to heat stress [33], [34]. The elderly, in particular, spend a significant portion of their time indoors, making them more susceptible to indoor overheating during heatwaves [35], [36]. This suggests that a considerable number of heat-related deaths occur among the elderly, who are often indoors, especially at home, rather than among those working outdoors. Indoor overheating, exacerbated by climate change, is emerging as a critical factor contributing to heatwave-related fatalities, especially among vulnerable populations. The link between indoor temperatures and heatwave

[^3]mortality highlights the urgent need for comprehensive strategies to address indoor overheating in the context of climate change and safeguard the health and well-being of vulnerable individuals.

## - Dampness and mold

In contemporary well-insulated houses, the warm and potentially humid indoor environment creates favorable conditions for the proliferation of dust mites, thereby raising the risk of exposure to allergenic proteins from these organisms [29]. Climate change has the potential to disrupt pest and insect ecosystems, leading to alterations in the prevalence, distribution, and exposure levels of allergens and animal species within households [22]. Furthermore, outdoor climate changes may bring about earlier and prolonged occurrences of seasonal aeroallergens [37]. The extent to which these allergens infiltrate indoor spaces will depend on ventilation rates and penetration factors. Additionally, the rise in water damage and flooding caused by climate change can foster the growth of microbial agents such as mold and bacteria on building surfaces [38]. Moreover, climate change is expected to escalate atmospheric dust levels, particularly during drier summer conditions, which can carry various types of pathogens [39]. Dampness and mold issues in buildings have been closely associated with a substantial increase in respiratory health problems, including asthma symptoms [38], [40]. Although current data are insufficient to precisely predict the magnitude of these health effects, even modest increases in building dampness and mold, as a result of climate change, warrant serious concern. For instance, one can envision the potential health implications and costs if climate change were to cause a $25 \%$ increase in dampness and mold in buildings across the United States [25].

## - Periods with high concentrations of air pollutants

Elevated levels of outdoor air pollutants can infiltrate indoor environments, leading to the onset of acute and chronic health consequences. Those consequences involve intoxication, cancer, respiratory infections, cardiovascular disease, allergic symptoms and fatalities resulting from exposure to elevated concentrations of ozone $\left(\mathrm{O}_{3}\right)$, carbon monoxide (CO), nitrogen dioxide $\left(\mathrm{NO}_{2}\right)$, Volatile Organic Compounds (VOCs), Persistent Organic Pollutants (POPs), radon, etc. [26], [41], [42]. Despite significant uncertainty surrounding the impact of climate change on average concentrations of outdoor air pollutants [43], several key pollutants have been identified as susceptible to alteration that are listed below:

- Ozone ( $\mathrm{O}_{3}$ ): ozone, a significant air pollutant, is generated in the outdoor atmosphere through chemical reactions involving Volatile Organic Compounds (VOCs) and nitrogen oxides (NO) in the presence of ultraviolet light from the sun [25]. The rate of these chemical reactions, and consequently, the production of ozone, rises with higher temperatures. Thus, under unchanged conditions, outdoor ozone levels would increase with rising temperatures [25]. According to the IPCC, climate change is expected to reduce global-average tropospheric ozone but increase ozone levels in urban and nearby areas, where a majority of the population resides [6]. Climate change may also influence ozone levels in urban regions due to alterations in

[^4]air movement, cloud cover, humidity, and emission rates of reactive VOCs and NO [25]. Additionally, changes in building design, construction, and operation, partly influenced by climate change responses, could potentially impact indoor ozone levels [26]. Warmer summer temperatures might lead occupants of naturally ventilated houses to open their windows more frequently during periods of high outdoor ozone levels [44]. Ozone is known to be an irritant gaseous pollutant, causing adverse health effects such as reduced lung function, exacerbation of chronic respiratory illnesses, increased respiratory hospital admissions, and all-cause mortality, as identified by the World Health Organization (WHO).

- Combustion products: elevated indoor concentrations of combustion products, such as carbon monoxide (CO), nitrogen dioxide (NO2), formaldehyde, and acetaldehyde, primarily originate from local traffic emissions, wildfires, tobacco smoking, as well as the use of fossil fuel and biomass-fueled cooking and heating appliances [26], [45], [46]. Within the context of climate change, wildfires stand as the primary contributors to the augmented presence of indoor combustion products. The rise in outdoor temperatures and heat waves due to climate change is expected to foster an increase in wildfires. Moreover, climate change projections indicate a potential escalation in the number and severity of droughts in specific regions, further contributing to the likelihood of wildfires.
- Volatile organic compounds (VOCs): VOCs are common indoor air pollutants, including formaldehyde, benzene, and other aromatic hydrocarbons, stem from various sources such as building materials, furniture, paints, consumer products, tobacco smoke, and combustion sources [47], [48]. In the context of climate change and its mitigation policies, the increased airtightness of buildings without adequate mechanical ventilation may lead to higher indoor VOC levels [26]. The health effects associated with VOCs encompass irritation to the eyes or nose, headaches, dizziness, nausea, and allergic reactions [49]. Evidence indicates a potential link between elevated concentrations of VOCs and an increased risk of specific symptoms among infants and their mothers, including wheezing, vomiting, diarrhea, and headaches [50].
- Persistent Organic Pollutants (POPs): POPs like PolyChlorinated Biphenyls (PCBs) and PolyBrominated Diphenyl Ethers (PBDEs), are commonly found in indoor environments and have been linked to various adverse health effects, including cancer, immunosuppression, metabolic disorders, neurobehavioral issues, and reproductive disorders [51]. Although global efforts such as the Stockholm Convention are reducing overall POP levels, climate change poses potential challenges to human exposure to these pollutants in indoor settings through direct and indirect mechanisms [26]. For instance, higher indoor temperatures can lead to increased volatile emissions of POPs from household products and materials, resulting in elevated indoor concentrations [52], [53]. Additionally, specific POPs used as brominated flame retardants, like PBDEs, and fabric treatment products, such as PerFluoroOctane Sulfonate (PFOS), may become more significant indoor sources in future climate-controlled buildings [51]. The increased use of thermal wall insulation in houses might also
contribute to indoor contamination with flame retardants like HexaBromoCycloDecane (HBCD), commonly used in insulation materials [26].
- Radon: Radon, a naturally occurring radioactive gas emitted from rocks and soils, can infiltrate buildings and reach significant indoor concentrations [54]. Studies have demonstrated seasonal variations of radon in the majority of buildings [55]. Effective ventilation serves as the primary method for removing radon from indoor air, as inadequate ventilation rates can lead to a buildup of radon gas within properties [56]. Consequently, climate change adaptation and mitigation strategies that impact building ventilation may influence radon exposure [57]. It is estimated that radon exposure is responsible for lung cancer deaths, with half of these fatalities occurring among current smokers [26].
- Higher indoor pollen allergens

In northern temperate climates, the early onset of spring and the spread of invasive species like ragweed are introducing novel aeroallergens, leading to increased sensitization [58], [59]. The rising atmospheric carbon dioxide $\left(\mathrm{CO}_{2}\right)$ levels have already triggered augmented vegetative growth. Laboratory and field experiments indicate that outdoor pollen levels are expected to increase due to higher $\mathrm{CO}_{2}$ levels, elevated temperatures, and extended growing seasons linked to human-induced climate change [60], [61]. These changes may have adverse implications for health, including allergic rhinitis, asthma, and atopic dermatitis [62].

This thesis centers its attention on one specific aspect of the mentioned climate change impacts on indoor environmental quality, which is the consequences of overheating. By focusing on this crucial aspect of indoor environmental quality, the thesis seeks to contribute to the development of sustainable and resilient building designs and strategies that can enhance indoor comfort and protect occupants from the adverse effects of rising temperatures caused by climate change.

## Building policies for a cooler future: overheating prevention in European buildings

The new recast of the Energy Performance of Building Directive (EPBD) was published in 2021, with a particular focus on ensuring optimal indoor thermal comfort. Member States (MS) have been called upon to review their national regulations linked with the EPBD by the end of 2025 [63]. The primary objective of the EPBD is to promote energy efficiency and achieve decarbonization of buildings in the European Union (EU) by 2050 while also creating a stable environment within these structures. Compliance with the EPBD requires all new buildings within the EU to adhere to nearly Zero Energy Building (nZEB) requirements by the end of 2021, with existing buildings required to comply by 2050. Buildings that meet the nZEB requirements exhibit high levels of energy efficiency, with renewable energy sources covering almost all or a significant portion of the energy use. The EU MS are responsible for developing their unique nZEB requirements based on the overarching definition. Nonetheless, there is a standard framework that

[^5]takes into account various factors, including the building's energy use, renewable energy production, and environmental impact.

The status nZEBs in Europe is not consistent across all countries at present. Some nations have already implemented nZEB standards, while others are still in the process of doing so. The European Commission monitors the progress of MS toward achieving the nZEB target and offers assistance and advice to support them in reaching their objectives. Figure 1.5 illustrates that according to the Building Performance Institute Europe (BPIE) factsheet [64], nZEB requirements have been established in all MS since 2021, except for Bulgaria, Hungary, and Greece.


Figure 1.5. The map illustrates the status of nZEB requirements in EU MS. The map is created using an online tool [65].

The EPBD incorporates calculation methods for both residential and nonresidential buildings, which are based on the ISO 52016-1 standard [66]. The ISO 52016-1 standard replaces the widely-used ISO 13790 [67] standard, outlining a method for determining energy requirements for heating and cooling, internal temperatures, and sensible and latent heat loads. Similar to its predecessor, the ISO 52016-1 standard includes both monthly and hourly calculation methods. The hourly method in ISO 52016-1 is more sophisticated than the simplified hourly method found in ISO 13790 and is better suited to handle dynamic interactions between building components and system elements [68]. Although each country has its specific regulations with different parameters and thresholds to ensure thermal comfort, they are inspired by this standard. The inconsistency between the calculation methods, along with poor communication between the MS, results in geographic discontinuities in thermal comfort criteria, even in regions with similar climatic conditions. The methods used to calculate overheating in European building codes based on the EPBD are extensively examined in [69], [70]

Focusing on Belgium, the implementation of the EPBD is the responsibility of each region, namely Brussels, Flanders, and Wallonia. The Brussels region, in French "Région de Bruxelles-Capitale", has decided to adopt the criteria outlined by the Passive House standard [71]. Consequently, compliance with overheating regulations in Brussels is achieved by ensuring that the indoor temperature does not exceed $25^{\circ} \mathrm{C}$ by $5 \%$ during occupied hours throughout the year. Conversely, the Walloon region, in French "Région Wallonne", and the Flemish region, in Dutch "Vlaams Gewest", utilize a quasi-steady-state heat balance method [72], [73]. This involves introducing a timeintegrated overheating index, $l_{\text {overh }}[\mathrm{Kh}]$, which sums up the normalized monthly excess of heat gains in relation to the indoor set-point temperature.

In general, the current European building codes do not sufficiently address climate change implications for overheating evaluations in buildings [69]. These codes are not equipped to handle the challenges presented by climate change in the future. Furthermore, a lack of communication and coordination between countries regarding thermal comfort has resulted in the absence of a standardized approach to address overheating. This is a pressing issue that must be addressed to construct long-term buildings capable of preserving the well-being and health of European residents during current and future heatwaves.

## Cooling strategies: mitigating overheating challenges in building design

Cooling strategies, both active and passive, are essential in preventing buildings from overheating. Active cooling strategies utilize mechanical equipment to enhance heat transfer to lower indoor temperatures. Despite their effectiveness, they use large amounts of energy and can be expensive to run. The International Energy Agency (IEA) states that maintaining comfortable indoor temperatures using air conditioners and electric fans currently contributes to $\sim 20 \%$ of the total electricity use in buildings worldwide [74]. In contrast, passive cooling strategies rely on natural methods like shading and ventilation to keep indoor temperatures comfortable. Passive cooling strategies consume no to very low energy, tending to be more sustainable and cost-effective than active cooling. However, they may not suffice in extremely hot climates or buildings with high internal heat gains.

A detailed classification of active cooling systems has been proposed by [75] based on the source of energy used to power the cooling units. Active cooling strategies require an external power source and utilize various energy sources, including electricity, natural gas, heat, or solar power, to remove heat from indoor spaces. As shown in Figure 1.6, active cooling strategies can be classified into two primary groups, which are electricity-driven and thermal energy-driven AC units [75].


Figure 1.6. Classification of active cooling systems [75].
Passive cooling strategies, in contrast, make use of ambient cooling sinks such as building materials, air, water, and the night sky to counteract the effects of ambient air, direct solar heat gain, and internal heat gain on the building temperature [76]. As shown in Figure 1.7, passive cooling strategies can be classified into three major categories: heat protection, heat modulation, and heat dissipation techniques [77], [78]:

- Heat protection: The objective of this technique is to protect the building from excessive amounts of solar heat gains, which can be classified into two main categories: microclimate and solar control strategies. Heat protection can be accomplished by various means, such as shading devices, landscaping, and using water surfaces or active vegetation.
- Heat modulation: This technique involves using the thermal storage capacity of the building structure to regulate the amount of heat gained by the building. The stored heat is released at a later and appropriate time to safeguard the building. The effectiveness of this technique largely depends on the type of thermal mass used in the building's construction and the chosen discharge methods, such as free cooling.
- Heat dissipation: This technique is useful in situations where the above techniques are insufficient to maintain comfortable conditions. This technique involves removing excess heat from the building and releasing it into a suitable environmental heat sink (e.g., ambient air, water, and the sky) at a lower temperature. The effectiveness of this technique relies on the availability of an environmental heat sink and thermal coupling between the building and the heat sink.


Figure 1.7. Classification of passive cooling techniques [76].
The selection of active and passive cooling strategies (or their combinations) for buildings depends on various factors, including climate, building design, occupancy patterns, ease and cost of installation, operating costs, and cultural limitations [79]. For instance, the climate is a critical factor in selecting a cooling strategy since it determines the level of heat gained from the outdoor environment and the availability of cooling resources. Similarly, a building with high occupancy and internal heat gain may require a more robust cooling system than one with lower occupancy. Additionally, cost and ease of installation may affect the feasibility of certain cooling strategies, especially in developing countries or regions with limited resources. Finally, cultural limitations, such as the use of traditional cooling methods or local customs regarding ventilation, can also play a crucial role in determining the most appropriate cooling strategy for a building.

Climate change poses a significant global challenge for cooling strategies. With the ongoing effects of global warming, the demand for cooling solutions to ensure comfortable indoor environments is expected to escalate. However, changing outdoor weather conditions can have adverse impacts on both active and passive cooling methods, as their design, sizing, and efficiency heavily rely on environmental factors [80].

Regarding active cooling strategies, the efficiency and effectiveness of these strategies are directly influenced by outdoor environmental parameters such as temperature. As the external heat becomes more extreme, cooling systems are forced to work harder to achieve the desired indoor temperatures. This heightened demand places a considerable strain on energy resources and can potentially lead to shortages or failures in the grid as well as higher cooling costs for consumers and businesses alike [81]. Moreover, the efficiency of active cooling components, such as pumps and condensers, is closely tied to specific performance curves derived from outdoor temperature data. As temperatures rise, the performance of these
components may be compromised, leading to reduced cooling efficiency, increased maintenance needs, and, in some cases, system failures. This adds an additional burden on both energy use and maintenance expenses. Likewise, passive cooling techniques are not immune to the influence of a changing climate. For instance, as outdoor temperatures steadily increase, the temperature gradient between indoor and outdoor environments diminishes, resulting in a decline in the capacity of passive cooling methods, such as natural ventilation.

## Temperate climates and innovative design concepts: achieving comfort and efficiency

Temperate regions are characterized by relatively moderate mean annual temperatures [82]. The Köppen climate classification designates a climate as "temperate" when the mean temperature in the coldest month falls between $-3^{\circ} \mathrm{C}$ and $18^{\circ} \mathrm{C}$ and at least one month averaging above $10^{\circ} \mathrm{C}$ [83]. Most temperate regions experience four distinct seasons, with temperatures varying greatly between summer and winter [84]. As shown in Figure 1.8, these climates mainly occur in the middle latitudes ( $23.5^{\circ}$ to $66.5^{\circ} \mathrm{N} / \mathrm{S}$ of the Equator), situated between the tropical and polar regions [85].

Due to its larger landmass and more stable temperatures, the Northern Hemisphere is home to the majority of the world's human population residing in temperate zones [86]. In coastal temperate regions, population densities are typically three times higher than the global average [87]. Over the last century, nearly all temperate coastal regions have experienced net immigration, which has resulted in significant population growth and rapid economic development [88], [89], [90]. This growth has led to the widespread conversion of natural coastal wetlands for agriculture, aquaculture, silviculture, industrial, and residential uses [91]. In Europe, there are several major cities with temperate climates, such as Paris, Berlin, Amsterdam, Brussels, Vienna, and Copenhagen.


Figure 1.8. World climate map with temperature vectors. Retrieved from www.vectorstock.com/.

In regions with temperate climates, the primary focus of building thermal design is on conserving heat during the winter season [69]. The conventional approach involves the use of passive design techniques along with efficient heating systems to regulate indoor temperatures throughout the year. These strategies typically involve:

- Implementing adequate wall, roof, and floor insulation to retain heat inside the building during winter and keep it out during summer.
- Using a rectangular floor plan with shorter sides facing east and west and a long southern face with larger windows to capture solar energy [92].
- Incorporating high thermal mass to store excess thermal energy and emit it as low-level radiant heat when necessary [93], [94].
- Designing windows to optimize solar gains during winter and reduce heat gains during summer, such as double-glazed windows with lowemissivity coatings [95].
- Utilizing natural ventilation through windows and doors, with mechanical ventilation for extreme weather conditions [96], [97].

In temperate regions, buildings typically are equipped with heating systems and may require cooling systems in the summer as global warming intensifies. To address this issue, energy-efficient systems like heat pumps that use non-GHG refrigerants or district heating and cooling networks are gaining popularity in Europe [98]. These systems show great promise in harnessing renewable energy sources, such as solar, thermal, or geothermal energy, and reducing the dependence on non-renewable energy sources [99].

### 1.1.3. Building Performance Simulation and Modelling (BPSM)

## Definition, methods, and tools

Building Performance Simulation and Modelling (BPSM) involves replicating various aspects of a building through computer-based mathematical models, which are developed using fundamental physical principles and engineering practices [100]. BPSM is a multidisciplinary and problem-oriented approach with a broad scope, which considers dynamic and continuous boundary conditions over time and relies on numerical methods to approximate realistic models with real-world complexities [101]. To achieve this goal, several software tools have been developed that construct physics-based models, requiring substantial input and expert assumptions [102]. Computational simulation stands out as one of the most powerful analysis tools available today. However, it is crucial to understand that simulation does not provide definitive solutions or answers, and ensuring the quality of simulation results can often be challenging [101].

The accuracy of building models and simulations heavily relies on the quality of input data, encompassing factors such as building geometry, construction materials, HVAC systems and components, internal loads, lighting, water heating, control strategies, occupancy and operating schedules, thermostat settings, renewable generation systems, and weather data, among others (as depicted in Figure 1.9) [103], [104]. BPSM software translates this input data into physical equations to generate outputs related to energy consumption, costs, occupant comfort, and more, over various timeframes, such as yearly, hourly, or shorter periods.


Figure 1.9. General input data required by simulation engines.
According to [105], there are six essential aspects of building design that designers should prioritize and address during the conceptual stage. These aspects encompass metrics, comfort levels, climate considerations, passive strategies, energy efficiency, renewable energy systems, and innovative solutions and technologies. However, integrating these design aspects early
on in the process is a complex and time-consuming endeavor that demands a high level of expertise. Fortunately, BPSM serves as an ideal tool to overcome these barriers. By incorporating BPSM techniques during the initial architectural design phase, designers can leverage its unique ability to provide answers to questions that may be difficult to address through other means.

In modern design practices, designers increasingly rely on BPSM software even during the initial stages of a project to address specific design inquiries. Thess software empower them to predict thermal behavior, evaluate energy costs, and optimize retrofitting measures [106]. They calculate essential variables such as indoor temperatures, heating/cooling needs, HVAC energy use, lighting preferences, occupant comfort, and ventilation levels [64]. In such a way, the designers are able to make informed decisions and ensure compliance with regulations [106]. As indicated in [107], BPSM applications have generally proven their effectiveness in the use scenarios listed below:

- Architectural Design: BPSM informs energy-efficient building design by balancing construction costs and operational energy costs, leading to cost reductions in both areas.
- HVAC Design and Operation: BPSM helps engineers design efficient HVAC systems and develop effective control strategies.
- Building Performance Rating: BPSM assesses building performance for code compliance, green certification, and financial incentives.
- Building Stock Analysis: BPSM supports the development of energy codes and aids utilities and local governments in planning energy-efficiency programs.

Over time, the field of BPSM has witnessed the introduction of a wide range of software options, each with its own distinctive features and intended applications [108]. These software tools have been developed to cater to the diverse needs of designers, architects, engineers, and researchers involved in building design and energy analysis. Below is a summary of major BPSM software options derived from [106], serving as valuable resources for professionals engaged in building design and energy analysis:

- EnergyPlus: A widely recognized energy simulation software, EnergyPlus was developed in 1996 with sponsorship from the United States Department of Energy (DOE) [109]. It combines features from BLAST and DOE-2 while introducing a new approach that integrates heat balance and a generic HVAC system. Visual building conception and design require third-party software like DesignBuilder.
- ESP-r: ESP-r is a comprehensive mathematical software used for project management, offering tools for data coordination, simulation, Computer Aided Design (CAD) applications, performance evaluation, and report generation. It employs complex equations to address various aspects simultaneously, such as geometry, construction, operation, distribution, and heat dissipation [106]. Building geometry can be specified using CAD software or similar tools. However, using

ESP-r requires substantial expertise and entails a significant learning curve.

- IDA ICE: IDA ICE is a modular thermal simulation software that utilizes a general system simulation platform. It describes multidomain physical systems using symbolic equations and the Neutral Model Format (NMF). Users can define tolerances to control solution accuracy and integrate various numerical modeling approaches [106].
- IES VE: IES VE is a simulation software tool for comprehensive building analysis. It incorporates ApacheSim, a dynamic thermal simulation tool for evaluating heat transfer processes. The software facilitates detailed modeling and optimization of building systems considering comfort and energy factors. ApacheSim can be linked with MacroFlo for natural ventilation analysis and HVAC Apache for detailed HVAC system analysis.
- TRNSYS: TRNSYS is a modular transient system simulation software designed for developing complex energy-related systems. It allows for problem decomposition into smaller components [110], spanning from basic heat pumps to multi-zone building complexes. TRNSYS Simulation Studio offers a graphical user interface for configuring components, while building construction can be performed using TRNBuild [109]. TRNSYS also enables integration with other software tools like Matlab, Excel, and VBA.


## Uncertainties

Building performance simulations and models rely on numerous assumptions derived from simplified design guidelines or expert opinions, often based solely on personal judgment [111]. However, it is important to acknowledge that many of the design variables treated as deterministic values are, in fact, subject to uncertainty [111]. As a result, these simulations and models are inherently associated with uncertainties arising from certain input variables [112]. For instance, variables like occupant behavior, thermal properties of the building envelope, and weather conditions possess inherent uncertainties that can significantly influence the outcomes obtained from numerical modellings [111]. It was shown in many studies that such uncertainties can be quite substantial [113]-[115], which makes it imperative to convey these uncertainties to the decision maker [111].

Numerous uncertainties originate from various sources, necessitating a thorough assessment of the associated risks. The significance of evaluating uncertainty in physical experiments directly corresponds to the need for understanding its implications [116]. Failing to quantify the overall error in predictions leaves practitioners uncertain about the accuracy of their results [116]. Therefore, uncertainty analysis plays a critical role in enabling the resolution of the following challenges when applied in simulations [116]:

- Model realism: The extent to which the model accurately represents reality, considering its level of detail and fidelity.
- Input parameters: Determining appropriate values for input parameters in the absence of measured data.
- Stochastic processes: Assessing the impact of assumptions made about future weather, occupancy patterns, and operational factors on the model's predictions.
- Simulation program capabilities: Identifying uncertainties associated with the choice of algorithms used for heat and mass transfer processes in the simulation.
- Design variations: Understanding the effects of modifying specific aspects of the design on the overall outcomes.

Figure 1.10 illustrates two main categories of uncertainty analysis in building energy assessment: forward and inverse uncertainty quantification [117], [118]. Forward uncertainty analysis, also known as uncertainty propagation, aims to quantify the uncertainty in system outputs that arise from uncertain input variables and mathematical models. On the other hand, inverse uncertainty analysis, also referred to as model calibration, seeks to determine unknown variables using mathematical models and measurement data [119]. So far, a greater emphasis has been placed on forward uncertainty propagation in the field of building energy analysis, as inverse uncertainty quantification is considerably more challenging [119]. Nonetheless, both forward and inverse uncertainty analyses are interconnected [120]. The findings obtained from inverse uncertainty analysis often serve as inputs for forward uncertainty propagation, e,g., it enables the prediction of building energy use based on different energy-saving strategies [119].

Forward propagation (model prediction)


Figure 1.10. Illustration of forward and inverse uncertainty analysis methods applied in building performance analysis [118].

The progress in contemporary uncertainty quantification techniques has significantly improved the methodologies and resources accessible for examining uncertainty analysis in building models [120], [121]. The application of uncertainty analysis has gained extensive utilization in diverse domains of building analysis. These include model calibration [112], [119], life cycle analysis [122], [123], building stock analysis [124], [125], impact and adaptation to climate change , sensitivity analysis [126], [127], spatial analysis [128], [129], and optimization [130], [131].

### 1.2. Problem statement

Climate change represents an enormous global challenge that is causing significant and widespread impacts across multiple sectors, including the built environment. As mentioned earlier, one specific concern regarding climate

[^6]change is its impact on overheating in houses, particularly during the summer months, which has motivated the development of the current thesis. A study conducted in the UK [132] revealed that indoor temperatures in dwellings have been rising at a rate of approximately $1.3^{\circ} \mathrm{C}$ per decade between 1978 and 1996. This trend is projected to continue in the future, as many researchers have reported an increase in overheating of buildings due to climate change [26], [133]-[137]. With rising average temperatures and more frequent and intense heatwaves, maintaining comfortable indoor temperatures in buildings has become a critical challenge. Overheating in houses can have some potential effects, including:

- Thermal discomfort: Thermal comfort, which is described as "that state of mind that expresses satisfaction with the thermal environment and is assessed by subjective evaluation," can be negatively affected by overheating [138]. Thermal discomfort can result in a lack of satisfaction for building occupants, but it does not necessarily pose a significant threat to their health. It can manifest in several ways, such as feeling too hot or cold, experiencing dryness or humidity, and other related factors.
- Sleep disruption: The quality and consistency of sleep can be greatly affected by high indoor temperatures. According to the guidelines set by the Chartered Institution of Building Services Engineers (CIBSE) [139], temperatures above $24^{\circ} \mathrm{C}$ degrees Celsius can result in several unfavorable outcomes during sleep, including reduced sleep efficiency, increased sleep fragmentation, and longer time to fall asleep [140]. These outcomes can be counterproductive and result in decreased productivity during the day and potential health issues [141], [142].
- Reduced productivity: High indoor temperatures can significantly impact occupants' productivity due to the negative effect of overheating on cognitive performance, including tasks such as perception, memory, and attention [143]-[145]. Studies have shown that overheating incidents can result in a decrease in productivity of up to $10 \%$ or more [146]-[148]. It is worth noting that while reduced productivity is primarily a concern in workspaces and educational buildings, it is also becoming an important issue in residential buildings due to the increasing trend toward homeworking [149].
- Health issues and mortality: Extended periods of high temperatures can have a cumulative physiological impact on the human body, worsening the leading causes of death worldwide, including respiratory and cardiovascular diseases, diabetes mellitus, and renal disease, as stated by the World Health Organization (WHO). Heatwaves can have acute effects on large populations for brief periods, leading to public health emergencies and excess mortality. The European heatwave of August 2003 is a prime example, resulting in an additional 70,000 deaths throughout Europe. The impact of the 2003 heatwave varied across different cities, with excess deaths ranging from $35.7 \%$ in Barcelona, $43.8 \%$ in London, to $105.5 \%$ in Paris, as illustrated in Figure 1.11 [150]. High indoor temperatures can affect all populations, especially those who are more vulnerable, such as the elderly, infants and children, pregnant women, and individuals with medical conditions.
- Use of HVAC system: The changing climate is expected to impact the use of HVAC systems, with a projected $5 \%-15 \%$ decrease in heating demand and a $25 \%-50 \%$ increase in cooling demand across Europe by the 2050s [151]. As a result, households are likely to purchase and use more air conditioning units to combat rising temperatures during the summer months. However, this could lead to excessive strain on cooling system components and the electricity supply grid during future heatwaves, which are expected to increase peak per capita demand by up to $9.5 \%$ in temperate regions [152]. This could result in breakdowns and power outages [153], [154].


Figure 1.11. The figure shows city-specific estimates of the impact of heatwaves on daily mortality, indicated by the percentage increase and $90 \%$ confidence intervals, during the summer of 2003 as well as in other years [150].

The pressing need to tackle the impact of global warming on indoor thermal environments in buildings has motivated this thesis. The thesis centralizes on assessing the impacts of climate change and aims to partially address the issues by offering solutions. In doing so, this thesis aims to contribute towards three of the United Nations (UN) Sustainable Development Goals (SDGs), namely SDG03: Good health and well-being, SDG11: Sustainable cities and communities, and SDG13: Climate action. By offering solutions to assess and mitigate the effects of global warming on indoor thermal environments, this thesis intends to promote healthy and sustainable living conditions while contributing towards climate action.

## 2. Research framework

### 2.1. Aim, objectives, and research questions

This Ph.D. research forecasts the impact of climate change on Belgian highperformance houses and provides information on if and which adaptation measures are needed. On the strategic level, this research aims at contributing to a healthy and productive community by indicating the vulnerability of occupants in the indoor environment to the projected impacts of climate change. In other words, the research aims to safeguard human health, comfort, and productivity inside buildings despite a changing climate and achieve this most sustainably, i.e., without compromising climate change mitigation efforts. Furthermore, this Ph.D. research questions the status quo in building regulations and designs about overheating risks and helps the policy-makers design measures to protect the most fragile and often isolated population. In this sense, this Ph.D. research has two-fold objectives to demonstrate (i) a systematic methodology for rapid analysis of overheating risk and comparison of cooling strategies in the context of climate change and (ii) the vulnerability of high-performance Belgian houses to the overheating impact of climate change and how to increase their preparedness to cope with the warming weather conditions.

This Ph.D. research intends to answer the following main research question:

- What are the likely impacts of climate change on the thermal comfort, HVAC energy performance, and HVAC GHG emissions of highperformance Belgian houses, and how to adapt them?

The main research question can be broken down into several specific questions that need to be addressed initially. Those questions explore different research gaps that are identified and answered in different scientific publications. In total, seven publications have been published that form the chapters of this thesis. The specific research questions are as follows:

- RQ1. How do current methods assess time-integrated thermal discomfort/overheating in residential buildings in temperate climates in the context of climate change? (Chapter 01)
- RQ2. What are the cooling strategies to prevent overheating in buildings? How to classify them and characterize their resiliency against heatwaves and power outages? (Chapter 02)
- RQ3. How to quantify and evaluate the resistivity of buildings and their cooling strategies to the overheating impact of climate change using a robust methodology? (Chapter 03)
- RQ4. What are the potential weather conditions under different global GHG emission scenarios in Belgium? (Chapter 04, Chapter 06, \& Chapter 07)
- RQ5. How much impact will climate change have on the thermal comfort, HVAC energy performance, and HVAC GHG emissions of high-performance houses in Belgium? What measures, both active and passive, can be taken to improve thermal comfort and energy efficiency? Can optimized high-performance houses maintain thermal


# comfort levels during unprecedented events? (Chapter 05, Chapter 06, \& Chapter 07) 

### 2.2. Thesis outline

As shown in Figure 2.1, this thesis incorporates three principal parts: Part I, Part II, and Part III. Part I is the data collection phase, in which two literature review studies are performed on thermal discomfort/overheating evaluation methods and resilient cooling strategies. In part II, a comprehensive methodology is introduced, followed by prerequisite fulfillment in terms of the weather data. And Part III consists of simulation studies on thermal comfort, HVAC energy performance, and HVAC GHG emissions based on the findings and developments in the previous parts. The chapters in each part include a journal or conference publication that contributes to the accomplishment of the main research questions. In addition, each chapter addresses specific research questions, which are detailed in each publication.

The chapters in this thesis are correlative and integral. Chapter 01 examines different time-integrated thermal discomfort/overheating evaluation methods applicable to temperate regions. This chapter aims to provide a clear picture of the recent methodologies and criteria, highlighting their strengths and limitations using some qualitative measures. This chapter is essential in finding the appropriate thermal comfort metrics and criteria to be implemented in the methodological framework in Chapter 03. Chapter 02 contains a critical review of resilient cooling strategies. In this chapter, a wide range of active and passive cooling strategies are categorized and qualitatively assessed in terms of their resiliency capacities, applicability, and technology readiness level. Chapter 02 forms a major part of the methodological framework in Chapter 03 and helps understand and identify resilient cooling strategies as overheating mitigation measures. Chapter 03 provides the core methodology of this research by providing a simulation-based framework to analyze and compare the resistivity of buildings and their cooling strategies against overheating impact of climate change. The numerical studies follow the methodology introduced in this chapter in Part III. Chapter 04 presents a procedure to generate the historical and future weather data (annual and heatwaves) for building performance simulations in Part III. Chapter 05, Chapter 06, and Chapter 07 are numerical studies as follows. Chapter 05 evaluates the overheating risk in a Belgian Passive house under current and future weather scenarios. Chapter 06 conducts a thermal comfort analysis on a nearly Zero-Energy dwelling in Brussels. It also compares two widely applied HVAC strategies in Belgium in terms of primary energy use and GHG emissions, including uncertainty and sensitivity analysis on HVAC modelling inputs. Chapter 07 entails building optimization regarding thermal comfort and energy performance using passive cooling design strategies and evaluating optimal solutions under heatwaves and the cooling system outage. The subsequent paragraphs describe how each of the three main parts addresses the research questions of the current thesis.
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### 2.3. Synthesis of methodological approaches

Chapter 01. In this chapter, a comprehensive examination of timeintegrated overheating evaluation methods is conducted. The research scope is refined by establishing specific boundary conditions related to building type and climate. The primary emphasis is placed on residential buildings, taking into account their prevalence in the European building stock, the vulnerability of certain populations to overheating at homes, and the associated health risks during sleeping hours. The chapter focuses on temperate climates, where the design prioritizes heat preservation during winter, making buildings more susceptible to overheating challenges in the summer.

The target documents considered for the review are categorized into international standards, EPBD regulatory documents, and scientific literature. The selection of international standards such as EN 15251 [155], EN 16798 [156], [157], ISO 7730 [158], ISO 17772 [159], [160], ASHRAE 55 (2017) [138], ASHRAE 55 (2020) [161], CIBSE Guide A (2006) [139], CIBSE TM52 [162], CIBSE Guide A (2015) [163], CIBSE TM59 [164], and Passive House standard [71] is motivated by their extensive integration into building construction and renovation policies within temperate European climates. Additionally, EPBD regulatory documents from Belgium, France, Germany, the UK, and the Netherlands are examined, given their significance in shaping energy efficiency and thermal comfort standards. Moreover, two state-of-theart methods from the scientific literature [133], [165] are chosen based on their applicability to residential buildings and validation in temperate climates.

The review process entails a thorough analysis of thermal comfort models for both air-conditioned and non-air-conditioned buildings, alongside a critical evaluation of time-integrated overheating indices and criteria. Various measures are employed to qualitatively assess the methods, including dependency on comfort models, dependency on comfort categories, symmetric/asymmetric approaches, consideration of all hours versus occupied hours, normalization to occupied hours, short-term criteria, and long-term criteria.

Chapter 02. The methodology employed in this chapter involves conducting a systematic literature review to provide an overview of existing cooling strategies and assess their resilience under various extreme events. The review process includes a critical analysis of literature obtained from different databases, such as Elsevier (ScienceDirect), IEEE, Google Scholar, Scopus, and SpringerLink. Specific keywords related to resilience, overheating, heatwave, climate change, power outage, disruptive events, and cooling strategies are used to identify relevant peer-reviewed academic literature. Furthermore, additional searches are conducted for each cooling strategy, utilizing specific keywords. The review considers not only peer-reviewed articles but also relevant books and technical reports, with a focus on recent publications.

The analyzed literature is carefully examined to identify the resilient characteristics of cooling strategies based on four criteria: absorptive capacity, adaptive capacity, restorative capacity, and recovery speed.

Absorptive capacity refers to a system's ability to absorb and minimize the impacts of disruptive events, such as the utilization of thermal mass to mitigate temperature increases. Adaptive capacity involves the capability of a system to adjust and modify configurations in response to adverse impacts. Restorative capacity relates to a system's ability to return to normal or improved operation, exemplified by methods like night cooling to dissipate accumulated heat. Recovery speed indicates the rate at which a system can recover, considering factors such as ventilation flow rate and outdoor air temperature.

The cooling strategies are categorized into four distinct groups: reducing heat gains, removing sensible heat, enhancing personal comfort, and removing latent heat. These categories serve as a framework for analyzing the strategies based on their underlying physical principles, typologies, performance in terms of resilience under extreme events, and Technology Readiness Level (TRL) following the guidelines from the U.S. Department of Energy.

Chapter 03. The chapter outlines a research methodology consisting of two main parts: the introduction of the framework and a demonstration case study. The framework is developed through a comprehensive process that includes literature review, consultation of international standards, focus-group discussions, and collaboration among the experts. It encompasses four key steps: specifying reference cities and weather data characterization, identifying building characterization, designing and sizing cooling strategies, and specifying performance indicators and comfort models. This framework is designed to evaluate cooling strategies specifically for addressing overheating discomfort while excluding considerations of overcooling discomfort and heating system performance. It enables a universal comparison of cooling strategies across diverse building typologies and operation modes, considering contemporary and future weather scenarios. The framework also provides flexibility in incorporating weather data with or without the Urban Heat Island (UHI) effect.

Applicability is a crucial aspect of the framework, as it addresses both new and existing buildings. It offers two simulation model approaches: the shoe box model for new buildings and the reference building model for both new and existing buildings. The shoe box model represents a simplified building shape, while the reference building model represents functional buildings in specific locations. The framework allows for the selection of individual or combined cooling strategies, and it accommodates adjustments based on future weather scenarios.

The chapter also introduces the Climate Change Overheating Resistivity (CCOR) metric, which serves as an indicator of a building's ability to resist increasing outdoor thermal stress caused by climate change. The CCOR metric is calculated based on the linear regression of Indoor Overheating Degree (IOD) and Ambient Warmness Degree (AWD), considering the relationship between indoor and outdoor thermal conditions. IOD quantifies the risk of indoor overheating by considering the severity and frequency of high indoor temperatures based on multizonal thermal comfort thresholds. While, $A W D$ indicates the severity and frequency of high outdoor temperatures, using a base temperature. Additionally, the chapter suggests utilizing the $P M V / P P D$ comfort models for air-conditioned zones and adaptive
comfort models for non-air-conditioned zones. These models allow for different comfort categories and occupant adaptation, enhancing the accuracy of overheating assessments.

To validate the framework, a demonstration case study is conducted to compare the climate change overheating resistivity of two cooling strategies: Variable Refrigerant Flow (VRF) unit coupled with Dedicated Outdoor Air Supply (DOAS) system and Variable Air Volume (VAV) system. The comparison is performed on a double-zone office building situated in six different locations/climates. The simulations are carried out using the DesignBuilder software, which utilizes the EnergyPlus v8.9 simulation engine. Post-processing of simulation results is performed using MATLAB to calculate key indicators such as IOD, AWD, and CCOR. The weather data used for the case study includes present-day Typical Meteorological Year (TMY) data and future weather projections based on the RCP8.5 emission scenario. The case study building incorporates various comfort categories and operational conditions, aligning with established ASHRAE standards and reference models.

Chapter 04. This chapter explores the application of the Regional Climate Model (MAR) "Modèle Atmosphérique Régional", to downscale global climate data and generate high-resolution weather outputs. It employs various atmospheric variables such as temperature, pressure, wind, humidity, and sea surface temperature, ensuring comprehensive representation. The chapter initially employs ERA5 reanalysis data to force MAR at its boundaries, replicating the observed climate. It further utilizes three Earth System Models (ESMs) from the Coupled Model Intercomparison Project Phase 6 (CMIP6) database to simulate historical scenarios as well as future scenarios based on different Shared Socioeconomic Pathways (SSPs), with all ESMs driven by the SSP5-8.5 scenario. This approach facilitates the determination of equivalent warming periods for the SSP3-7.0 and SSP2-4.5 scenarios, offering insights into the range of uncertainties without requiring downscaled simulations for all ESMs. The analysis in this chapter focuses on 12 carefully selected cities in Belgium, guided by two key factors. Firstly, these cities are chosen based on their significant size, enabling the observation of notable temperature increases compared to the surrounding rural areas, thereby capturing the UHI effect accurately. Secondly, the selection of these cities takes into account their ability to effectively represent the spatial variability and climatic diversity observed across Belgium, ensuring a comprehensive depiction of the country's climate characteristics.

The chapter also presents the construction of Typical Meteorological Year (TMY) and eXtreme Meteorological Year (XMY) datasets, which are valuable for building simulations. TMYs are composed of representative typical months, while XMYs encompass extreme months. A detailed protocol is provided for constructing these datasets based on ISO 15927-4 [166], focusing on crucial climatic variables such as temperature and solar radiation. Furthermore, the chapter adopts a statistical heatwave definition proposed by [167], which involves calculating temperature thresholds based on percentiles. In this method, heatwave events are identified when the daily mean temperature exceeds a specific threshold, and their duration, maximum temperature, and intensity are characterized. Hourly weather data files are generated for various heatwave criteria, including the longest duration, highest daily average temperature, and highest intensity.

[^7]Chapter 05. This chapter investigates how climate change affects thermal comfort and overheating risk in residential buildings. A Passive House case study is conducted, utilizing the dynamic simulation tool EnergyPlus v9.0 to simulate different ventilation rates and four climate scenarios. The model is calibrated using monthly energy uses and hourly indoor air temperature using the recorded data from 2015-2018. The study also calculates the potential of ventilative cooling as a mitigation strategy, and MATLAB is used to process and visualize the simulation results.

The case study takes place in Eupen, Belgium, which has a temperate oceanic climate. The house in the study is a two-level, four-façade lightweight timber construction with a total area of $174 \mathrm{~m}^{2}$. It complies with the Belgian Passive House requirements, which aim for an annual net energy for heating below $150 \mathrm{MJ} / \mathrm{m}^{2}$. The building features insulated external walls and utilizes a pellet stove for heating and a gas water boiler for domestic hot water. The infiltration rate is measured at $0.5 \mathrm{ac} / \mathrm{h}$.
To assess overheating, the study employs three metrics: Indoor Overheating Degree (IOD), Ambient Warmness Degree (AWD), and Building Climate Vulnerability Factor ( $B C V F$ ). For the calculation of IOD, bedrooms have a fixed temperature limit of $26^{\circ} \mathrm{C}$ based on CIBSE Guide A's [163] static comfort model, while other living areas use Category II of the adaptive thermal comfort model EN 15251 [155]. BCVF represents the vulnerability of the building to overheating based on the correlation between IOD and AWD.

The study considers two historical weather data and two future weather data to analyze the impact of climate change. The historical datasets represent average and extreme climate scenarios, while the future datasets project normal and extreme climates with temperature increases resulting from global warming and the urban heat island effect.

Chapter 06. The methodology in this chapter outlines a two-stage approach. In the first stage, the base case building model is simulated under different historical and future weather scenarios to assess indoor thermal conditions. The second stage involves considering two HVAC system designs (referred to as S01 and S02) using the DesignBuilder v7.0.0 software (which uses EnergyPlus simulation engine). The building and HVAC models are developed in DesignBuilder, and the exported Input Data File (idf) is utilized in subsequent uncertainty and sensitivity analyses.

The base case building model represents typical naturally ventilated terraced dwellings in Belgium, renovated to meet nearly Zero-Energy Building (nZEB) requirements. It features external insulation, photovoltaic panels, and different conditioned zones. Occupancy schedules, thermal set-points, and comfort models from ISO 17772-1 [159] are applied.

The first HVAC strategy (S01) involves adding a split Air Conditioner (AC) to the existing gas-fired boiler system for cooling purposes. The gas-fired boiler, modeled in DesignBuilder, provides hot water for heating and domestic use using flow splitters, mixers, and a circulating pump. The gas-fired boiler's fuel usage is calculated based on its thermal efficiency and a performance curve. The AC in DesignBuilder is implemented using a unitary single zone module with a DX cooling coil, and its performance under different conditions is defined using default performance curves from the EnergyPlus database.
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The second HVAC strategy (S02) utilizes a reversible air-to-water heat pump system for both heating and cooling purposes. To design this system in DesignBuilder, it is necessary to define separate hot- and chilled-water loops. In the hot water loop, an air-to-water heat pump module is employed, which includes an air-to-water DX compression coil as the primary heat source. This coil is connected to a water tank, which serves as a secondary/additional heat source for heating, along with a supplemental heater. On the other hand, the chilled water loop is designed as a high-temperature system, encompassing an air-cooled condenser, an evaporator, and a compressor. The purpose of this loop is to supply chilled water at approximately $18^{\circ} \mathrm{C}$. The performance curves and component characteristics for the chilled water loop are derived from the data provided by the manufacturer.

Auto-sizing feature is utilized for thermal capacities and design flow rates of HVAC components based on external design conditions and the building's characteristics. The existing mechanical ventilation system with heat recovery is maintained in both strategies. The study incorporates Uncertainty Analysis (UA) and Sensitivity Analysis (SA) to assess the influence of HVAC model input parameters on heating and cooling primary energy use and HVAC GHG emissions. UA employs Latin Hypercube Sampling (LHS) in the jEPlus tool, while SA employs the Morris method in jEPlus+EA tool.

Chapter 07. The methodology in this chapter aims for optimizing HVAC energy use and thermal comfort in a nearly Zero-Energy terraced dwelling in Belgium as well as further analysis of optimal cases under extreme events. The methodology consists of two main stages: Stage 01 involves multiobjective optimization of passive design strategies to minimize HVAC energy use and thermal discomfort, while Stage 02 analyzes short-term overheating during heatwave events with the cooling system outage.

In Stage 01, the Non-dominated Sorting Genetic Algorithm 2 (NSGA-II) method is used for optimization, considering 13 passive design strategies such as natural ventilation rate, building orientation, solar absorptance of walls and roof, infiltration rate, shading strategies, glazing type, window frame type, and different building constructions. The objective functions are final HVAC energy use and a newly introduced indicator called Indoor Discomfort Degree (IDD).

In Stage 02, the study evaluates a set of optimal solutions obtained in Stage 01 under short-term heatwave conditions coincided with the cooling system outage, using the highest maximal temperature heatwaves over three periods (historical, mid-future, and future). Zonal thermal comfort analysis is conducted, considering maximum operative temperature, Heat Index (HI), and Thermal Autonomy ( $T A$ ) index. Furthermore, the Climate Change Overheating Resistivity (CCOR) index is used to assess the building's resistivity to overheating caused by climate change.

DesignBuilder v7.0.0 software, which uses the EnergyPlus simulation engine, is utilized for both stages. The building model is based on a typical renovated three-floor terraced dwelling with a total area of $259 \mathrm{~m}^{2}$, occupied by a four-member family. Initially heated by a gas-fired boiler with natural ventilation, the chapter proposes a mixed-mode approach using a reversible air-to-water heat pump for heating and cooling. The building model includes various zones and is validated through calibration and utility bill comparison.

The HVAC system's design flow rates and thermal capacities are auto-sized based on the building configuration and external weather conditions. The HVAC system's availability schedule aligns with the occupancy schedule.
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# Chapter 01. Review on time-Integrated overheating evaluation methods for residential buildings in temperate climates of Europe Journal paper (Appendix A) 

Abstract - Overheating exposure over time can lead to discomfort, productivity reduction, and health issues for the occupants in buildings. The time-integrated overheating evaluation methods are introduced to describe, in a synthetic way, the extent of overheating over a span of time and predict the uncomfortable phenomena. This paper reviews the time-integrated overheating evaluation methods that are applicable to residential buildings in temperate climates of Europe. We critically analyze the methods found in (i) 11 international standards, namely, EN 15251 (2006), EN 16798 (2019), ISO 7730 (2004), ISO 17772 (2017-2018), ASHRAE 55 (2017), ASHRAE 55 (2020), CIBSE Guide A (2006), CIBSE TM52 (2013), CIBSE Guide A (2015), CIBSE TM59 (2017), and Passive House (2015), (ii) five national building codes based on the Energy Performance of Building Directive (EPBD) in Belgium, France, Germany, the UK, and the Netherlands, and (iii) two studies in the scientific literature. For each method, we present thermal comfort models along with the time-integrated overheating indices and criteria. The methods are analyzed according to some key measures in order to identify their scope, strength, and limitations. We found that most standards recommend static comfort models for air conditioned buildings and adaptive comfort models for non-air conditioned ones. We also found a promising method based on three indices, namely, Indoor Overheating Degree (IOD), Ambient Warmness Degree (AWD), and overheating escalation factor ( $\alpha_{I O D / A W D}$ ) that allows for a multizonal and climate changesensitive overheating assessment. Finally, some guidance is provided for practice and future developments.
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## Chapter 02. Resilient cooling strategies - A critical review and

qualitative assessment - Journal paper (Appendix B)

Abstract - The global effects of climate change will increase the frequency and intensity of extreme events such as heatwaves and power outages, which have consequences for buildings and their cooling systems. Buildings and their cooling systems should be designed and operated to be resilient under such events to protect occupants from potentially dangerous indoor thermal conditions.

This study performed a critical review on the state-of-the-art of cooling strategies, with special attention to their performance under heatwaves and power outages. We proposed a definition of resilient cooling and described four criteria for resilience-absorptive capacity, adaptive capacity, restorative capacity, and recovery speed -and used them to qualitatively evaluate the resilience of each strategy.

The literature review and qualitative analyses show that to attain resilient cooling, the four resilience criteria should be considered in the design phase of a building or during the planning of retrofits. The building and relevant cooling system characteristics should be considered simultaneously to withstand extreme events. A combination of strategies with different resilience capacities, such as a passive envelope strategy coupled with a low-energy space-cooling solution, may be needed to obtain resilient cooling. Finally, a further direction for a quantitative assessment approach has been pointed out.
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# Chapter 03. Simulation-based framework to evaluate resistivity of cooling strategies in buildings against overheating impact of climate change - Journal paper (Appendix C) 

Abstract - Over the last decades overheating in buildings has become a major concern. The situation is expected to worsen due to the current rate of climate change. Many efforts have been made to evaluate the future thermal performance of buildings and cooling technologies. In this paper, the term "climate change overheating resistivity" of cooling strategies is defined, and the calculation method is provided. A comprehensive simulation-based framework is then introduced, enabling the evaluation of a wide range of active and passive cooling strategies. The framework is based on the Indoor Overheating Degree (IOD), Ambient Warmness Degree (AWD), and Climate Change Overheating Resistivity (CCOR) as principal indicators allowing a multizonal approach in the quantification of indoor overheating risk and resistivity to climate change.

To test the proposed framework, two air-based cooling strategies including a Variable Refrigerant Flow (VRF) unit coupled with a Dedicated Outdoor Air System (DOAS) (C01) and a Variable Air Volume (VAV) system (C02) are compared in six different locations/climates. The case study is a shoe box model representing a double-zone office building. In general, the C01 shows higher CCOR values between 2.04 and 19.16 than the C02 in different locations. Therefore, the C01 shows superior resistivity to the overheating impact of climate change compared to C02. The maximum CCOR value of 37.46 is resulted for the C01 in Brussels, representing the most resistant case, whereas the minimum CCOR value of 9.24 is achieved for the C02 in Toronto, representing the least resistant case.
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# Chapter 04. Historical and future weather data for dynamic building simulations in Belgium using the regional climate model MAR: typical and extreme meteorological year and heatwaves - Journal paper <br> <br> (Appendix D) 

 <br> <br> (Appendix D)}

Abstract - Increasing temperatures due to global warming will influence building, heating, and cooling practices. Therefore, this data set aims to provide formatted and adapted meteorological data for specific users who work in building design, architecture, building energy management systems, modelling renewable energy conversion systems, or others interested in this kind of projected weather data. These meteorological data are produced from the regional climate model MAR (Modèle Atmosphérique Régional in French) simulations. This regional model, adapted and validated over Belgium, is forced firstly, by the ERA5 reanalysis, which represents the closest climate to reality and secondly, by three Earth system models (ESMs) from the Sixth Coupled Model Intercomparison Project database, namely, BCC-CSM2-MR, MPI-ESM.1.2, and MIROC6. The main advantage of using the MAR model is that the generated weather data have a high resolution (hourly data and 5 km ) and are spatially and temporally homogeneous. The generated weather data follow two protocols. On the one hand, the Typical Meteorological Year (TMY) and eXtreme Meteorological Year (XMY) files are generated largely inspired by the method proposed by the standard ISO 15927-4, allowing the reconstruction of typical and extreme years, while keeping a plausible variability of the meteorological data. On the other hand, the heatwave event (HWE) meteorological data are generated according to a method used to detect the heatwave events and to classify them according to three criteria of the heatwave (the most intense, the longest duration, and the highest temperature). All generated weather data are freely available on the open online repository Zenodo (https://doi.org/10.5281/zenodo.5606983, Doutreloup and Fettweis, 2021) and these data are produced within the framework of the research project OCCuPANt (https://www.occupant.uliege.be/ (last access: 24 June 2022) - ULiège).
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# Chapter 05. Climate change sensitive overheating assessment in <br> dwellings: a case study in Belgium - Peer-reviewed conference paper <br> - International Congress (Appendix E) 

Abstract - Due to the current rate of global warming, overheating in buildings is expected to be more frequent and intense in future climates. High indoor temperature affects occupant productivity, comfort, and health. Thus, it is necessary to predict the thermal performance of buildings concerning climate change. This paper applies a climate change sensitive overheating assessment method to a lightweight timber house in Eupen, Belgium. Three metrics are used, namely Indoor Overheating Degree (IOD), Ambient Warmness Degree ( $A W D$ ), and Building Climate Vulnerability Factor (BCVF). The overheating risk is assessed under four climate scenarios representing historical and future scenarios using dynamic simulation tool EnergyPlus v9.0. This method accounts for overheating severity and frequency, considering zonal occupancy profiles and thermal comfort models. The results indicate $B C V F<1$ for the Passive House case study showing its high potential in suppressing the outdoor thermal stress in the long-term. Finally, the increase in ventilation rate proves to be an adequate measure by decreasing the zonal peak temperatures up to $10^{\circ} \mathrm{C}$ and indoor overheating risk by $\sim 60 \%$.
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# Chapter 06. Impact of climate change on nearly zero-energy dwelling in temperate climate: thermal comfort, HVAC energy performance, and GHG emissions - Journal paper (Appendix F) 

Abstract - Global warming is widely recognized to affect the built environment in several ways. This paper projects the current and future climate scenarios on a nearly zero-energy dwelling in Brussels. Initially, a time-integrated discomfort assessment is carried out for the base case without any active cooling system. It is found that overheating risk will increase up to $528 \%$, whereas the overcooling risk will decrease up to $32 \%$ by the end of the century. It is also resulted that the overheating risk will overlap the overcooling risk by 2090s under high emission scenarios. Subsequently, two commonly applied HVAC strategies are considered, including a gas-fired boiler + an air conditioner (S01) and a reversible air-to-water heat pump (S02). In general, S02 shows $\sim 6-13 \%$ and $15-27 \%$ less HVAC primary energy use and GHG emissions compared to S01, respectively. By conducting the sensitivity analysis, it is found that the choice of the HVAC strategy, heating set-point, and cooling set-point are among the most influential parameters determining the HVAC primary energy use. Finally, some future recommendations are provided for practice and future research.
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# Chapter 07. Overheating analysis of optimized nearly Zero-Energy <br> dwelling during current and future heatwaves coincided with cooling <br> system outage - Journal paper (Appendix G) 

Abstract - It is expected that heatwaves will strike more frequently and with higher temperatures with the continuation of global warming. More extreme heatwaves concurrent with disruptions in the cooling system can lead to significant overheating problems in buildings affecting occupants' health, productivity, and comfort. This paper projects current and future heatwaves on an optimized nearly Zero-Energy terraced dwelling in Brussels, assuming the outage of the cooling system. Initially, a multi-objective optimization is performed considering 13 passive design strategies using the Genetic Algorithm (GA) based on the Non-dominated Sorting Genetic Algorithm 2 (NSGA-II) method. It is found that high ventilation rate, low infiltration rate, high insulation, high thermal mass, integration of green roof, and application of operable roller blinds are beneficial in reducing the final HVAC energy use up to $32 \%$ and enhancing thermal comfort up to $46 \%$. Subsequently, three optimal solutions are selected and analyzed under the highest maximal temperature heatwaves detected during the 2001-2020, 2041-2060, and 2081-2100 periods. It is found that non of the optimal solutions are able to fully suppress overheating during heatwaves and the cooling system outage. The indoor operative temperatures reach more than $29^{\circ} \mathrm{C}$, which can cause serious health issues for the occupants. The situation will be exacerbated in the future since an increase in maximum Heat Index (HI) between $0.28^{\circ} \mathrm{C}-0.49^{\circ} \mathrm{C}$, an increase in the maximum operative temperature between $1.34^{\circ} \mathrm{C}$ $2.33^{\circ} \mathrm{C}$, and a decrease in Thermal Autonomy (TA) between $17 \%-28 \%$ are estimated. Finally, some recommendations are provided for practice and future research.

Role of Ph.D. candidate:

- First author

Journal:

- Energy and Buildings

Journal metrics (Scopus):

- Scopus coverage years: 1970, from 1977 to 1979, from 1981 to Present, Subject area: Engineering: Civil and Structural Engineering (\#10/326-Q1), Engineering: Mechanical Engineering (\#24/601 - Q1), Engineering: Building and Construction (\#9/211 - Q1), and Engineering: Electrical and Electronic Engineering (\#45/708-Q1), Publisher: Elsevier, ISSN: 0378-7788, CiteScore 2021: 11.5, SJR 2021: 1.682, SNIP 2021: 2.069.
- 

Citations:

- Google Scholar: 0
- PlumX: 0


## Reference:

Rahif, R., Kazemi, M., \& Attia, S. (2023). Overheating analysis of optimized nearly Zero-
Energy dwelling during current and future heatwaves coincided with cooling system
outage. Energy and Buildings, 112998. https://doi.org/10.1016/i.enbuild.2023.112998 \&
https://hdl.handle.net/2268/301147

52 | Impact of climate change on Belgian Dwellings: thermal comfort, HVAC energy performance, and GHG emissions | Journal and conference publications

## 4. Discussion

The findings of Chapters 01 to Chapter 07 have been detailed in each publication. This section further discusses the findings and the connections between the chapters and their implications. Figure 4.1 provides a visual representation of the connections between the various chapters, highlighting the interrelatedness of the topics covered.


Figure 4.1. Connections among the chapters of the thesis.
Overheating in buildings has become an increasingly pressing issue in recent years due to the effects of climate change and the frequent occurrence of heatwaves. According to [168], heat-related mortality can be more than double by the 2050s and triple by the 2080s. To combat this issue, it is necessary to evaluate the current state of buildings to identify areas where improvements can be made. However, there is currently a lack of comprehensive guidance on how to evaluate overheating in the context of climate change and how to test and apply possible adaptation options. Chapter 01 highlights the fact that building standards and scientific literature have so far paid limited attention to overheating assessments in the context of climate change. Even previous efforts to analyze overheating assessment methods [169]-[172] have failed to address this issue and have instead focused solely on classical evaluation criteria. As a result, current methods are not effective in quantifying and illustrating the evolution of building thermal performance in future climates.

As a result of the review in Chapter 01, initially, the metric of overheating escalation factor ( $\alpha_{I O D / A W D}$ ) (or Building Climate Vulnerability Factor "BCVF" as denoted in Chapter 05) is chosen to evaluate the vulnerability of a building and its cooling strategies to climate change. However, while participating in the International Energy Agency (IEA) Annex 80 - "Resilient cooling of buildings" project, discussions revealed inaccuracies in its calculation method.

[^8]This issue is addressed in Chapter 03 by introducing a new metric called Climate Change Overheating Resistivity (CCOR). The CCOR metric is then used in subsequent studies conducted in Chapter 06 and Chapter 07. In addition, to prevent confusion, Indoor Overheating Degree (IOD) is represented by IOhD instead of its original acronym in Chapter 06 and Chapter 07. This change is made after the introduction of the Indoor Overcooling Degree (IOcD) metric.

In light of the the current state of the Energy Performance of Buildings Directive (EPBD) in Belgium, it is evident that the Brussels region adheres to the criteria outlined by the Passive House standard, while the Walloon region and the Flemish region adopt a quasi-steady-state heat balance method. However, each method has notable shortcomings that have been extensively discussed in Chapter 01. In shaping the future of EPBD in Belgium, it is advised to prioritize the initial unification of all three regions and shift the focus from heating and heat-preserving concepts to considering cooling and overheating as key factors. Subsequently, a vital step involves the development of dynamic overheating calculation methods based on comfort parameters, as opposed to relying solely on heat balance methods, to more accurately represent occupants' thermal sensation. Ideally, the new method should encompass all six comfort parameters, including relative humidity, metabolic rate, air velocity, air temperature, radiant temperature, and clothing factor. Furthermore, the new method should account for climate change and the urban heat island effect, utilizing current historical data and future climatic scenarios. It is essential to adopt both short-term and long-term criteria to prepare buildings for heatwaves while ensuring general comfort conditions throughout the year. Additionally, provisions should be integrated for the operation of buildings in mixed modes, utilizing Predicted Mean Vote (PMV) Predicted Percentage of Dissatisfied (PPD) and adaptive models that directly address occupants' comfort, health, and well-being [70], [173]. In parallel with the performance-based approach, it is essential to define prescriptive requirements for building envelopes, encompassing external shading, Window-to-Wall Ratio (WWR) limits, maximum G-values, etc.

Chapter 01 identifies a critical issue that served as the main driving force for developing the methodological framework outlined in Chapter 03, which is later used in Chapter 05, Chapter 06, and Chapter 07. The framework is designed in four steps to address this issue comprehensively: Step 1) specify reference cities and weather data characterization, Step 2) identify building characterization, Step 3) identify and design/size the cooling strategies to be compared, and Step 4) specify performance indicators and comfort models. To follow the standard practice in climate change research, the framework is based on dynamic thermal simulation, which requires computer models to simulate a building's thermal performance under varying weather conditions. Throughout the framework's development, findings from different chapters are incorporated to enhance its comprehensiveness. In Step 3, the framework utilizes the insights collected from Chapter 02, which not only provides a categorization of cooling strategies but also offers a valuable qualitative assessment of their resilience against heatwaves and power outages. This unique contribution had not been discussed in scientific literature before, with prior studies mainly comparing various active and passive cooling strategies in terms of energy performance [97], [174], [175], thermal comfort and air quality [176], capital expenditure [97], [175], and applicability in different
climate zones [76]. In Step 4 of the framework, Chapter 01's contributions become particularly crucial. The chapter's identification of a climate changesensitive evaluation method in the scientific literature [133] paved the way for the introduction of the Climate Change Overheating Resistivity (CCOR) metric. Additionally, Chapter 01 helped in developing a systematic procedure in Step 4 of the framework for selecting thermal comfort models for air conditioned and non-air conditioned zones, especially in mixed/hybrid mode zones. The latter is particularly important given the lack of consensus on the suitability of static and adaptive thermal comfort models for mixed/hybrid mode operation [177].

While historical weather data can be a useful starting point for climate change research, it is essential to supplement it with high-accuracy future weather projections, as outlined in Step 1 of the framework in Chapter 03. In Chapter 04 of the thesis, the focus is on generating future weather data by forcing the "Modèle Atmosphérique Régional" (MAR) using Earth System Models (ESMs) from the Coupled Model Intercomparison Project Phase 6 (CMIP6). This approach offers two significant advantages. Firstly, CMIP6 has a relatively small bias compared to its predecessor, CMIP5 [178]. Secondly, the use of MAR dynamical downscaling results in high-resolution climate data and extreme events [179]. Although other projects such as ENSEMBLES [180], NARCCAP [181], and CORDEX [182] have used combinations of several Regional Climate Models (RCMs) to provide high-resolution models achieving 10-20 km of horizontal resolution, the data provided in Chapter 04 the current thesis are at a finer resolution of approximately 5 km , which is specifically tuned for Belgium [183]. This allows for a more detailed and accurate analysis of future weather projections, making the research findings more relevant and applicable to the region.

In addition, Chapter 04 provides heatwaves data allowing for the evaluation of buildings under extreme events. Heatwaves have different definitions, such as a period of at least five consecutive days with a maximum temperature higher than $25^{\circ} \mathrm{C}$ and at least three days with a maximum temperature above $30^{\circ} \mathrm{C}$, according to the Royal Meteorological Institute (RMI) of Belgium [184]. Another definition is a period of at least three consecutive days with a minimum temperature of $18.2^{\circ} \mathrm{C}$ and a maximum temperature of $29.6^{\circ} \mathrm{C}$ or higher [185]. However, these definitions are static and do not consider climate variations, and may produce inaccurate results when using data from different ESMs. The European Environment Agency's definition is more advanced, defining a heatwave as a period of at least three consecutive days when the daily maximum temperature exceeds the 99th percentile of daily temperature values from May to September in a specific location over the reference climate period. Differently, Chapter 04 uses a statistical method based on three percentiles of daily mean air temperatures to couple the RMI's definition with a more sophisticated approach [167]. This approach overcomes the limitations of static definitions and enables the study of heatwaves across different regions and time periods, respecting the RMI's official definition.

It is important to acknowledge that there exists an inconsistency in the source of weather data used for the simulations throughout the thesis. Specifically, in Chapter 03 and Chapter 05, the weather data is obtained from Meteonorm, while in Chapter 06 and Chapter 07, the simulations rely on the dataset developed in Chapter 04. The use of Meteonorm in the earlier chapters incorporates older versions of emission scenarios, specifically the

[^9]Representative Concentration Pathways (RCPs) from the IPCC Fifth Assessment Report (AR5). This inconsistency arises due to two reasons: i) at the time of conducting the research in Chapter 03 and Chapter 05, the weather data based on MAR (Meteorological Regional Climate Model) was not available or complete. and li) Chapter 03 encompasses cities in various countries worldwide, whereas the weather data in Chapter 04 is specifically tailored for Belgium.

Chapter 03, Chapter 05, Chapter 06, and Chapter 07 of the thesis are devoted to exploring active and passive cooling strategies. While the original project sought to examine the entire residential building stock in Belgium, this Ph.D. research specifically concentrates on newly built or renovated highperformance houses. This decision arose from the challenge of obtaining benchmark models representing the wide array of building typologies found across the entire building stock in Belgium. Furthermore, the building models utilized in Chapter 05, Chapter 06, and Chapter 07 were not accessible during the initial stages of research, leading to the adoption of a simplified shoe box model in Chapter 03 to evaluate the framework.

As supported by numerous studies, passive cooling design strategies have the potential to reduce heating and cooling demands, creating opportunities to incorporate more efficient HVAC systems with lower capacities throughout the year and potentially delaying their operation [186]-[190]. The findings of this thesis in Chapter 05 and Chapter 07 align with these previous studies, as it concludes that certain passive cooling design strategies can indeed offer thermal comfort and energy efficiency benefits. The following section provides a brief discussion of some of these identified strategies:

- Natural ventilation: adequate levels of natural ventilation can help buildings to maintain thermal comfort during the summer months by circulating fresh and relatively cool outdoor air. Natural ventilation can provide higher air change rates using natural systems at almost no cost compared to mechanical systems. The positive impact of natural ventilation on summer thermal comfort and cooling energy efficiency was also confirmed in previous research [133], [191], [192].
- Low infiltration rate: by reducing the unwanted penetration of cold air in the winter and hot air in the summer, low levels of infiltration rate can improve thermal comfort and prevent a host of problems associated with indoor air quality, energy use, and moisture damage in buildings [193]. The positive impact of a low infiltration rate on thermal comfort and energy efficiency has also been confirmed by previous research [194]-[196].
- Low U-values for building envelope components: incorporating materials and elements with low U -values in the building envelope can help minimize the unwanted heat transfer between indoor and outdoor environments. This is especially crucial for buildings that are heated and cooled actively, as the unwanted heat transfer can lead to wasted energy and may even prompt users to increase the use of heating and cooling systems to maintain the desired temperature. Previous research has also confirmed the positive impact of low U-value building envelope components on both thermal comfort and energy efficiency [197]-[199].
- Use of thermal mass: utilizing high thermal mass in various building components functions as a thermal storage system, which can absorb
excess heat and release it when needed. Additionally, it helps reduce peak loads during extreme weather events [200], [201]. Previous research [202]-[205] also confirmed the favorable impact of high thermal mass on thermal comfort and energy efficiency.
- Green roofs: green roofs, like insulation, can reduce the thermal conductivity of the roofs, thereby minimizing heat transfer between indoor and outdoor environments. As a result, they can help to reduce heating and cooling loads and improve thermal comfort and energy efficiency in buildings. In addition to these benefits, green roofs can also contribute to decreasing the urban heat island effect, mitigating air pollution, enhancing urban air quality, improving water run-off quality and stormwater management, reducing noise levels, and increasing biodiversity [206]. The positive impact of green roofs on thermal comfort and energy efficiency has also been supported by previous research [207]-[210].
- Shading devices: shading devices are a highly effective solution for minimizing solar heat gains and preventing solar radiation from entering buildings. By reducing the amount of solar radiation that enters a building, shading devices can provide significant thermal comfort and energy efficiency benefits, particularly during the hot summer months when buildings are most susceptible to overheating. These devices can be installed on either the interior or exterior of a building and can also enhance the aesthetic value of a building, creating a unique architectural feature that can be both functional and visually appealing. This thesis suggests that roller blinds are highly effective in achieving optimal energy efficiency and thermal comfort. The positive impact of shading devices on thermal comfort and energy efficiency has also been supported by previous research [211]-[214].

Chapter 07 of this thesis emphasizes that optimizing HVAC energy use and maintaining thermal comfort in buildings using passive design strategies requires a trade-off between reducing heating energy use/overcooling and cooling energy use/overheating. Solar radiation is a natural heat source that can be advantageous in winter months but not during the summer months. Thus, it is important to carefully select factors such as orientation, glazing areas, and solar absorptance of roofs and walls that directly impact solar gains in buildings, taking into consideration the climate. While in heatingdominated temperate regions, specifying these factors for higher solar gains can be beneficial under current weather conditions; it may not be the case in the future due to global warming.

Passive cooling design strategies are highly effective means of achieving both thermal comfort and energy efficiency in buildings. However, it is important to note that with the ongoing effects of global warming, the effectiveness of these strategies may begin to decline. As a result, active cooling strategies will become increasingly necessary in the coming decades, particularly during periods of intense heatwaves, to ensure that optimal thermal comfort is maintained. While active cooling systems are capable of reducing temperatures within a building, it is also important to consider their impact on energy use and greenhouse gas emissions. According to the Odyssee database, the rate of households in Europe with air conditioning equipment increased from 14\% in 2010 to approximately $20 \%$ in 2019, and this trend is expected to continue as the market for active cooling systems,
including reversible systems like heat pumps, continues to expand. In fact, the recently published 'REPowerEU' initiative aims to accelerate the roll-out of heat pumps in order to decrease dependency on Russian fossil fuels, doubling the deployment rate in the next five years.

The European Environment Agency (EEA) has identified heat pumps as promising technologies for reducing energy use and greenhouse gas emissions in buildings, especially when they are powered by electricity from renewable sources [215]. This assertion is supported by Chapter 06 of the current thesis, in which a reversible air-to-water heat pump outperforms a conventional system consisting of a gas-fired boiler and air conditioner. However, it is important to note that heat pumps can still contribute to climate change in two primary ways [135]. First, the generation of electricity used to power heat pumps emits $\mathrm{CO}_{2}$, and the level of emissions depends on the degree of decarbonization of the electricity-generation system. Second, the use of refrigerants in heat pumps also emits Greenhouse Gases (GHGs), primarily hydrofluorocarbons (HFCs), which have a global warming potential that is thousands or tens of thousands of times higher than that of $\mathrm{CO}_{2}$. These HFCs may be emitted when refrigerant leakages occur or when refrigerants are improperly disposed of [74].

Finally, it worth highlighting several important aspects regarding the modeling and simulation approaches presented in Chapter 05, Chapter 06, and Chapter 07. One noteworthy point is the reliance on certain hypotheses and assumptions, which can introduce uncertainties into the findings. Specifically, the use of fixed rates for natural ventilation and infiltration is a significant factor contributing to these uncertainties. These rates are strongly influenced by environmental factors, such as the temperature gradient between indoor and outdoor spaces, wind speed, and direction. Given the potential impact of climate change on these environmental factors, it becomes crucial to acknowledge that the rates of natural ventilation and infiltration may be subject to change, adding further complexity to the analysis. Additionally, Chapter 07 introduces the consideration of external shading devices, which are controlled based on an indoor air temperature of $24^{\circ} \mathrm{C}$ during occupied hours. However, it is important to recognize that occupants may not always operate these shading devices solely based on indoor air temperature. Other factors, such as diffuse solar radiation incident, glare, and illuminance setpoint, can also play a detrimental role in controlling these shading strategies. Additionally, uncertainties stemming from inputs regarding building materials, occupancy patterns, and HVAC components performance further contribute to deviations between simulated and actual performance, influencing energy use predictions and indoor comfort levels. Consequently, the findings from Chapter 05, Chapter 06, and Chapter 07 should be cautiously interpreted, keeping in mind the various sources of uncertainties that can influence the outcomes of the simulations.

## 5. Conclusions

The primary aim of this Ph.D. research is to address the crucial issue of climate change impacts on high-performance houses in Belgium, where current building construction practices and regulations have increased the risk of overheating. To achieve this goal, the study proposes a rigorous methodology to conduct climate change impact assessments, considering factors such as location, cooling strategy, and building construction and operational properties. By evaluating the impact of climate change on representative high-performance houses, the research determines the extent of the risk of overheating and its potential impact on thermal comfort and energy use. Furthermore, the research suggests and evaluates several active and passive cooling solutions that can be incorporated into houses to mitigate the overheating impact of climate change.

By addressing the research sub-questions (Section 5.1), this section compiles the response to the main research question (Section 5.2), offering valuable insights into the scientific contribution of the research (Section 5.3). It highlights the limitations of the study (Section 5.4), where future research can improve upon the current approach. Finally, it concludes with final remarks and suggestions for future works (Section 5.5) to underscore the importance of continued research on overheating risks and adaptation measures to promote sustainable and resilient house design in the face of climate change.

### 5.1. Revisiting research sub-questions

The present Ph.D. thesis comprises seven chapters, each corresponding to a peer-reviewed scientific journal or conference paper. Each chapter responds to one or more research sub-questions outlined in the thesis, and collectively they provide an answer to the main research question. In essence, the thesis is a compilation of published research that addresses the central inquiry in a structured and comprehensive manner. The division of the thesis into seven chapters serves to organize the findings and present them in a coherent manner that highlights the significance and relevance of each sub-topic. The approach also facilitates easy access and reference to individual papers for interested readers.

RQ1. How do current methods assess time-integrated thermal discomfort and overheating in residential buildings in temperate climates in the context of climate change? (Chapter 01)

The conclusions are obtained from an exhaustive review of time-integrated thermal discomfort/overheating evaluation methods that are relevant to air conditioned and non-air conditioned residential buildings in temperate regions. The review draws on a wide range of sources, including 11 international standards such as EN 15251 [155], EN 16798 [156], [157], ISO 7730 [158], ISO 17772 [159], [160], ASHRAE 55 (2017) [138], ASHRAE 55 (2020) [161], CIBSE Guide A (2006) [139], CIBSE TM52 [162], CIBSE Guide A (2015) [163], CIBSE TM59 [164], and Passive House standard [71], along with five national building codes based on the Energy Performance of

[^10]Building Directive (EPBD) in Belgium, France, Germany, the UK, and the Netherlands. Furthermore, two recent methods from scientific literature [133], [165] are also analyzed.

The review covers all aspects of time-integrated thermal discomfort/overheating evaluation, including thermal comfort models, indices, and criteria. To provide a qualitative assessment, several measures are considered, such as the dependency on comfort models and categories, whether the method is symmetric or asymmetric, whether it applies to all hours or just occupied hours in a time span, normalization to occupied hours, and whether it has short-term criteria, and long-term criteria. Overall, this review provides a comprehensive analysis of the various methods available for evaluating time-integrated thermal discomfort/overheating in residential buildings in temperate regions. By examining both international standards and national building codes, as well as recent scientific literature, the review highlights the strengths and weaknesses of each method and offers insights into which approaches are best suited to a particular context. The answer to RQ1 is as follows:

- Time-integrated thermal discomfort/overheating evaluation methods mainly consist of three different parts, including thermal comfort models, time-integrated indices, and criteria.
- In terms of thermal comfort models, the general recommendation from standards is to use static models for air conditioned buildings and adaptive models for non-air conditioned buildings. However, ISO 7730, CIBSE Guide A (2006), and Passive House standards rely exclusively on static models. Additionally, some standards specify fixed temperature thresholds specifically for bedrooms, such as the CIBSE Guide A recommendation of $26^{\circ} \mathrm{C}$, even if an adaptive model is used for other living areas.
- A series of indices that can be employed with the static comfort model (e.g., Weighted PPD (PPDw) \& Averaged $P P D(A v g P P D)$ ), the adaptive comfort model (e.g., Daily Weighted Exceedance $\left(W_{e}\right)$ ), or both (e.g., Percentage of Occupied hours Outside the Range (\%POhOR) \& Degree hours $(D h)$ ) have been developed to provide time-integrated thermal discomfort/overheating measurements.
- Some of the time-integrated indices, such as the Percentage of Occupied hours Outside the Range ( $\%$ POhOR $R_{\text {EN,ISO }}$ ), Averaged PPD (AvgPPD), PPD Over Time ( $P P D O T$ ), Exceedance Hours ( $E H$ ), and Weighted Exceedance Hours (WEH), are symmetric in nature, combining both overheating and overcooling discomfort into a single value. Although these indices provide valuable insights into the overall comfort conditions in buildings, they combine two distinct components of thermal comfort, making it difficult to determine whether a building can effectively address both overheating and overcooling discomfort solely by relying on these indices.
- None of the two methods mentioned in the scientific literature, as well as ASHRAE 55 and ISO 7730 standards, specify any criteria or thresholds for time-integrated indices.

However, EN 15251 and Passive House standards establish a single value to limit only long-term annual discomfort and overheating, respectively. More recent standards, such as EN 16798 and ISO 17772, establish values to limit short-term (weekly) as well as long-term (monthly and annual) discomfort in buildings. In the case of naturally ventilated buildings, CIBSE TM52 provides criteria to limit seasonal overheating, as well as daily and instant overheating. Additionally, EPBD regulations define annual criteria in Belgium, annual and seasonal criteria in Germany, annual criteria in France, monthly criteria in the UK, and monthly criteria (only for July) in the Netherlands.

- In general, most standards and scientific literature underestimate the impact of climate change. However, Hamdy et al. [133] presented a study that provides a methodology for climate change considerations. They introduced three metrics: Indoor Overheating (IOD) and Ambient Warmness Degree (AWD), and overheating escalation factor $\left(\alpha_{I O D / A W D}\right)$. By combining these metrics, it is possible to quantify a building's sensitivity and cooling system's response to the increasing frequency and intensity of overheating due to the progressive rise in outdoor air temperature resulting from climate change.

RQ2. What are the cooling strategies to prevent overheating in buildings? How to classify them and characterize their resiliency against heatwaves and power outages? (Chapter 02)

Conclusions are drawn from a critical review of the state-of-the-art cooling strategies in existing scientific literature. In this collective work conducted within the International Energy Agency (IEA) Annex 80 - "Resilient cooling of buildings" project, cooling strategies are classified. The classification aims to provide a comprehensive overview of different cooling strategies, including their physical principle, typologies, performance with attention to resilience under extreme events (heatwaves and power outages), and technology readiness level (TRL).

A definition of resilient cooling is also provided as "the capacity of the cooling system integrated with the building that allows it to withstand or recover from disturbances due to disruptions, including heatwaves and power outages, and to adopt the appropriate strategies after failure to mitigate degradation of building performance (deterioration of indoor environmental quality and/or increased need for space cooling energy)." Finally, the resilience of cooling strategies is evaluated through a qualitative approach that involves conducting focus group discussions among scientific and professional experts in cooling technologies and building science who are participating in the Annex 80 project. The assessment also relies on an extensive review of the existing literature. The answer to RQ2 is as follows:

- Cooling strategies can be classified into four categories based on their approaches to cooling the people or the indoor environment:
- Category A: Reducing heat gains to indoor environments and people indoors (e.g., solar shading and chromogenic glazing technologies, cool envelope materials, green roofs, roof ponds, green facades, ventilated roofs and facades, and thermal mass

[^11]utilization). These strategies aim to reduce the need for cooling and can potentially lower energy use and costs.

- Category B: Removing sensible heat from indoor environments (e.g., absorption refrigeration (including desiccant cooling), ventilative cooling including natural ventilation and mechanical ventilation, adiabatic/evaporative cooling, compression refrigeration, ground source cooling, sky radiative cooling, and hightemperature cooling). These strategies are more targeted towards cooling entire spaces and may be more energy intensive.
- Category C: Enhancing personal comfort apart from cooling whole spaces (e.g., personal comfort systems). These strategies aim to provide comfort to individuals rather than cooling an entire space.
- Category D: Removing latent heat from indoor environments (e.g., desiccant humidification). Such strategies remove moisture, which can improve indoor air quality and potentially reduce the need for cooling.
- The cooling strategies can be characterized based on four criteria:
- Absorptive capacity is the degree to which a system is able to absorb the impacts of disruptive events and minimize their consequences with little effort. For example, heavy thermal mass in a building (capacitance) can absorb unwanted solar gain and can minimize and/or delay the air temperature increase in the building without the use of cooling energy.
- Adaptive capacity is the ability to adjust to undesirable situations by undergoing some changes. Adaptive capacity is distinguished from absorptive capacity in that adaptive systems change in response to adverse impacts, especially if the absorptive capacity has been exceeded. For example, a façade solar shade may be activated when the air temperature in the building starts to increase because the storage capacity of the thermal mass has been exceeded.
- Restorative capacity is the ability to return to normal or improved operation. For example, night cooling can remove unwanted heat gain accumulated in the thermal mass during the day and provide a heat sink for the next day.
- Recovery speed is the speed of the recovery process. Recovery may be accelerated if absorption activities are well implemented, and the system can quickly mobilize and effectively use all the resources at its disposal [216]. For example, the speed with which night cooling can remove heat from the building's thermal mass and restore the building to its desired condition depends on the ventilation flow rate and the outdoor air temperature.
- Overall, strategies that aim to reduce heat gains in the indoor environment demonstrate high absorptive capacity under heatwaves, while those with dynamic or flexible controls and Personal Comfort Systems (PCSs) exhibit a high adaptive capacity. Strategies that remove sensible and latent heat show a high restorative capacity. The recovery speed of the cooling strategies depends on various factors
such as their cooling potential, design, and control or operation of the cooling system.

RQ3. How to quantify and evaluate the resistivity of buildings and their cooling strategies to the overheating impact of climate change using a robust methodology? (Chapter 03)

To address this research question, the term "climate change overheating resistivity" of cooling strategies is initially defined as "the ability of building cooling strategies to resist the increase of indoor overheating risk against the increase of outdoor thermal severity in a changing climate". This definition aims to assess to what extent the indoor overheating risk may increase with the rising outdoor thermal stress in future climate scenarios.

Subsequently, a comprehensive simulation-based framework is introduced in four steps, allowing the evaluation of a wide range of buildings with different active and passive cooling strategies. The primary aim of the framework is to provide a practical, cost-effective, and standardized approach based on internationally applicable standards for comparing cooling strategies in various locations and climates. However, the suggested procedure can be customized to compare a set of applicable cooling strategies for a specific building and location. Finally, the proposed framework is tested by comparing two air-based cooling strategies, namely a Variable Refrigerant Flow (VRF) unit coupled with a Dedicated Outdoor Air System (DOAS) and a Variable Air Volume (VAV) system, in six different locations/climates. The answer to RQ3 is as follows:

- To evaluate the resistivity of cooling strategies in buildings to the overheating impact of climate change, a four-step simulation-based framework is introduced, which can be followed as follows:
- Step 1 (specify reference cities and weather data characterization): this step involves several crucial components. Firstly, one contemporary (i.e., 2010s) and two future (i.e., 2050s and 2090s) weather scenarios should be selected considering the worst-case emission scenario (e.g., RCP8.5 or SSP5-8.5). Secondly, it is essential to identify the target city or cities where the cooling strategy will be evaluated. The framework suggests 23 reference cities based on their population and growth rate, which cover climate zones 1 to 6 as defined in ASHRAE 169.1 [217]. Nonetheless, other cities can be selected for this purpose. Thirdly, it is recommended to either include or exclude the Urban Heat Island (UHI) effect in urban-related studies. Including the UHI effect improves the accuracy of the weather datasets, while excluding it simplifies the process due to the complexity and limited availability of UHI-included weather data.
- Step 2 (identify building characterization): in this step, two approaches for selecting building simulation models are provided by the framework: the shoe box model for new buildings and the reference building model for both new and existing buildings. For shoe box models, the envelope characteristics must comply with ASHRAE 90.1 [218], and ISO 18523-1 [219], ISO 18523-2 [220], and ISO 17772-1 [159] are suggested to define schedules and conditions of building,
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zone, and space usage. These include occupancy, operation of technical building systems, hot water usage, internal gains due to occupancy, lighting, and equipment. For reference building models, one should create or select a model that represents a specific building typology and vintage constructed during a particular period in a specific city.

- Step 3 (identify and design/size the cooling strategies to be compared): to identify the proper cooling strategy, the framework lists a set of active and passive cooling strategies that are categorized and detailed in Chapter 02. The cooling strategy selected to be evaluated through the framework can be an individual or any combination of active and passive cooling strategies. The applicability of the selected cooling strategy in the target cities and climates must be ensured. Active cooling systems typically have a limited lifespan of 1525 years, and the framework provides two schemes for longterm analysis adjustments: Scheme A, which is nonresponsive to climate change, and Scheme B, which is climate change responsive. In Scheme A, the cooling strategy should be designed or sized based on the contemporary weather scenario of the 2010s and should be either kept or replaced with the same strategy for future scenarios. In Scheme B, the cooling strategy should be adjusted at the end of its lifespan based on changes in weather conditions and thus should be designed or sized according to future weather scenarios. The active cooling strategies should be sized for summer design days, while passive cooling strategies should comply with strict acceptable deviation criteria outlined in ISO 17772-2. For mixed/hybrid mode cooling strategies, the building should be considered in a way that it first operates via non-air conditioned mode and then uses air conditioning to moderate extreme weather conditions, as recommended by [177].
- Step 4 (specify performance indicators and comfort models): three principal indices should be implemented: Indoor Overheating Degree (IOD), Ambient Warmness Degree (AWD), and the newly introduced Climate Change Overheating Resistivity (CCOR) metric, which combines IOD and AWD. These metrics allow for a comprehensive multizonal assessment of overheating and building resistivity to the overheating impact of climate change, taking into account both intensity and duration of overheating. Additionally, other overheating indices that are partially analyzed in Chapter 01 can also be employed. With regard to thermal comfort models, it is recommended to employ the category-based $P M V / P P D$ (or static) model for air conditioned zones, as well as the adaptive model for non-air conditioned zones from ISO 177721 [159]. For zones with mixed/hybrid cooling modes, the $P M V / P P D$ model or adaptive comfort model should be selected considering various factors, such as the occupants' level of expectancy or vulnerability, as well as energy conservation goals. The comfort category (I, II, III, and IV)
should be determined based on building typology, occupant expectations, and climate context.

RQ4. What are the potential weather conditions under different global GHG emission scenarios in Belgium? (Chapter 04, Chapter 06, \& Chapter 07)

Conclusions are drawn from simulations of the regional climate model MAR "Modèle Atmosphérique Régional" to create weather data for 12 cities in Belgium spanning from 1981-2100. The simulations are conducted by forcing MAR with both ERA5 reanalysis, which closely approximates real climate conditions, and three Earth system models (ESMs) from the Sixth Coupled Model Intercomparison Project (CMIP6) database: BCC-CSM2-MR, MPIESM.1.2, and MIROC6. CMIP6 characterizes the average evolution of climate parameters between 1980 and 2014 based on observations and 2015-2100 based on Shared Socioeconomic Pathway (SSP) scenarios [221]. Three SSP scenarios are considered for the generation of future data: i) SSP2-4.5 $\mathrm{CO}_{2}$ emissions around current levels until 2050, then falling but not reaching net zero by $2100\left(2.7^{\circ} \mathrm{C}\right.$ estimated global warming by 2100), ii) SSP3-7.0 $\mathrm{CO}_{2}$ emissions double by 2100 ( $3.6^{\circ} \mathrm{C}$ estimated global warming by 2100 ), and iii) SSP5-8.5 - $\mathrm{CO}_{2}$ emissions triple by 2075 ( $4.4^{\circ} \mathrm{C}$ estimated global warming by 2100) [8], [9]. The resulting weather data has a spatial resolution of 5 km and temporal resolution of 1 hour, which are used to create Typical Meteorological Year (TMY) and eXtreme Meteorological Year (XMY) files based on ISO 15927-4 standard [166]. This allows for the reconstruction of typical and extreme years while maintaining a reasonable variability of the meteorological data. Additionally, heatwave events are identified and characterized by their duration, highest temperature, and intensity. The answer to RQ4 focusing on Brussels is as follows:

- Climate change will shift Brussels from a heating-dominated to a cooling-dominated city by the 2090s, assuming the worst GHG emission scenario SSP5-8.5.
- The outdoor air temperature is projected to rise $1.11^{\circ} \mathrm{C}$ to $4.11^{\circ} \mathrm{C}$ per month between 2081-2100 compared to the period between 20012020, assuming the SSP5-8.5 scenario. The annual air temperature is expected to increase by $1.1-1.6^{\circ} \mathrm{C}$ between 2041-2060 and $1.6-3.2^{\circ} \mathrm{C}$ between 2081-2100, depending on the SSP scenario, in comparison to the period between 2001-2020. The $H D D 10^{\circ} \mathrm{C}$ is predicted to decrease by $24 \%$ between 2041-2060 and 42\% between 2081-2100, while the $C D D 18^{\circ} \mathrm{C}$ is anticipated to increase by $21 \%$ between 20412060 and $60 \%$ between 2081-2100 across all SSPs compared to the period between 2001-2020.
- It is shown that the highest maximal temperature heatwave happened in 2019 and will most probably happen in 2047 and 2098, respectively, during historical (2001-2020), mid-future (2041-2060 under SSP5-8.5 scenario), and future (2081-2100 under SSP5-8.5 scenario) periods. The duration and average air temperature of heatwaves are predicted to increase with continued global warming. The duration of the highest maximal temperature heatwave is expected to rise from 120 hours (five days) in 2019 to 168 hours (seven days) in 2047 and 240 hours (ten days) in 2098, while the average air temperature during these heatwaves is estimated to increase by $0.94^{\circ} \mathrm{C}$ and $3.48^{\circ} \mathrm{C}$,
respectively. Furthermore, the intensity of the highest maximal temperature heatwaves is expected to increase by $115 \%$ in 2047 and $498 \%$ in 2098 due to the increase in temperature and duration of future heatwaves.

RQ5. How much impact will climate change have on the thermal comfort, HVAC energy performance, and HVAC GHG emissions of high-performance houses in Belgium? What measures, both active and passive, can be taken to improve thermal comfort and energy efficiency? Can optimized highperformance houses maintain thermal comfort levels during unprecedented events? (Chapter 05, Chapter 06, \& Chapter 07)
Conclusions are drawn from the modellings of two high-performance houses located in Belgium in Chapter 05, Chapter 06, and Chapter 07.

Chapter 05 presents the simulation results of a lightweight timber Passive house in Eupen under four weather scenarios: the moderate year of 1965, the extreme year of 2003, a moderate future year projected from 1976 to 2100 with a $2^{\circ} \mathrm{C}$ temperature increase due to global warming, and an extreme future year projected from 1976 to 2100 with a $4^{\circ} \mathrm{C}$ temperature increase due to global warming and $1.4^{\circ} \mathrm{C}$ due to urban heat island effect. Mechanical/natural ventilation is considered as the cooling strategy assuming minimum and maximum ventilation rates based on NBN D50-001 [222] and [133].

Chapter 06 presents a climate change impact assessment for a nearly ZeroEnergy terraced house, which serves as a benchmark for the study. The assessment focuses on time-integrated discomfort, HVAC energy performance, and HVAC Greenhouse Gas (GHG) emissions. To conduct the analysis, this chapter utilizes seven weather scenarios based on the regional climate model "Modèle Atmosphérique Régional" (MAR), which includes the Typical Meteorological Years (TMYs) for 2001-2020, 2041-2060 (considering SSP2-4.5, SSP3-7.0, and SSP5-8.5 emission scenarios), and 2081-2100 (considering SSP2-4.5, SSP3-7.0, and SSP5-8.5 emission scenarios). In the first stage, the chapter evaluates time-integrated discomfort for the naturally ventilated base case. In the second stage, the chapter compares the evolution of primary energy use and GHG emissions of two commonly applied HVAC strategies: a gas-fired boiler + air conditioner and a reversible air-towater heat pump. Both strategies include mechanical ventilation with a heat recovery system. During the second stage of the analysis, specific key parameters that characterize the HVAC system undergo Uncertainty Analysis (UA) and Sensitivity Analysis (SA) using the Latin Hypercube Sampling (LHS) and Morris's methods. The primary goal of these analyses is to address uncertainties that may arise from the HVAC input parameters and identify the most influential factors on the HVAC primary energy use, respectively.

Chapter 07 investigates the risk of overheating for the optimized case of the benchmark dwelling discussed in Chapter 06. The assessment is carried out in two stages, using weather data obtained from the Regional Climate Model (MAR). The first stage involves conducting a multi-objective optimization using Genetic Algorithm (GA) based on Non-dominated Sorting Genetic Algorithm 2 (NSGA-II) method, which considers 13 passive design strategies to minimize both final HVAC energy use and time-integrated thermal discomfort. In the second stage, three optimal solutions (i.e., the most energyefficient solution, the most thermally comfortable solution, and the
compromise solution) are selected from the Pareto front obtained in the first stage to analyze the risk of overheating during the highest maximal temperature heatwaves detected in the 2001-2020, 2041-2060, and 20812100 periods that coincide with the cooling system outage. The answer to RQ5 is as follows:

- According to Chapter 05:
- The Passive House, constructed using lightweight timber, demonstrates significant potential in preventing long-term overheating and maintaining a comfortable thermal environment throughout the year. However, certain vulnerable areas, particularly those with large glazing areas that result in high solar gains, require additional provisions to ensure comfortable conditions, especially in future climates. This is particularly crucial given the ongoing effects of global warming, which are estimated to increase the Indoor Overheating Degree (IOhD) by 66\%.
- The use of a mechanical/natural ventilation strategy exhibits a substantial cooling potential of $62.68 \%$ when employed at high ventilation rates. However, due to global warming, this potential is projected to decrease.
- According to Chapter 06:
- As global warming persists, naturally ventilated, nearly-zero energy terraced houses are expected to experience a significant increase in overheating risk. This risk is quantified by the IOhD metric and may increase between $154-528 \%$ by the end of the century, depending on the SSP scenario. In contrast, the Indoor Overcooling Degree (IOcD) metric, which quantifies the risk of overcooling, is projected to decrease by 21-32\%. If the high emission scenario (i.e., SSP5-8.5) occurs, there is a possibility that the overheating risk may overlap the overcooling risk by the 2090s.
- The use of a reversible air-to-water heat pump leads to a decrease of approximately $6-13 \%$ and 15-27\% in HVAC primary energy use and Greenhouse Gas (GHG) emissions, respectively, compared to the gas-fired boiler + air conditioner strategy. This reduction is primarily attributed to the heat pump's lower heating primary energy use and its ability to operate in an electricity-based heating mode. The latter is particularly relevant in Belgium, where the current electricity supply conditions (i.e., energy mix and Primary Energy Factor "PEF") make electricity a more environmentally friendly alternative to natural gas.
- It is predicted that by the 2090s, the reversible air-to-water heat pump strategy will experience a reduction of approximately $4 \%$ in HVAC primary energy use, while the gasfired boiler and air conditioner strategy will see a decrease of about $7 \%$. In terms of greenhouse gas emissions, the reversible air-to-water heat pump is expected to have a $3 \%$ decrease, while the gas-fired boiler + air conditioner strategy is anticipated to have a $14 \mathrm{ss} \%$ reduction by the same period.
- The HVAC primary energy use for the reversible air-to-water heat pump and gas-fired boiler + air conditioner is most
affected by specific factors. For the former, the heating and cooling set-points and weather scenario have the most significant impact, while for the latter, the fan efficiency, heating COP, and cooling set-point are key factors. It is also shown that selecting the appropriate HVAC system during the early design stages is crucial for achieving energy-efficient buildings.
- According to Chapter 07:
- To achieve optimal HVAC energy use and thermal comfort in a building through passive design strategies, a balance should be made between reducing heating energy use/overcooling and reducing cooling energy use/overheating. For a specific case study of a nearly Zero-Energy terraced dwelling in a temperate climate, certain design features such as high ventilation rate, low infiltration rate, high insulation, high thermal mass, green roof integration, and operable roller blinds are found to increase energy efficiency by up to $32 \%$ and improve thermal comfort by up to $46 \%$.
- Even in high-performance houses that have been optimized for thermal comfort and energy efficiency, overheating can reach critical and unhealthy levels for the occupants during unprecedented events such as heatwaves that coincide with cooling system outages. Climate change is expected to exacerbate this issue. For example, the highest maximal temperature heatwave in 2098 results in an increase in maximum Heat Index (HI) between $0.28^{\circ} \mathrm{C}$ and $0.49^{\circ} \mathrm{C}$, an increase in the maximum operative temperature between $1.34^{\circ} \mathrm{C}$ and $2.33^{\circ} \mathrm{C}$, and a decrease in Thermal Autonomy ( $T A$ ) between $17 \%$ and $28 \%$ compared to the one in 2019.


### 5.2. Revisiting main research question

What are the likely impacts of climate change on the thermal comfort, HVAC energy performance, and HVAC GHG emissions of high-performance Belgian houses, and how to adapt them?

The main research question has been addressed by dividing the research process into three distinct parts, which are data collection (Part I: Chapter 01 and Chapter 02), methodology development and prerequisite fulfillment (Part II: Chapter 03 and Chapter 04), and numerical analysis (Part III: Chapter 05, Chapter 06, and Chapter 07). Each part is detailed in a specific part of the thesis, with Part I focusing on reviewing and analyzing existing methods, Part II focusing on developing a comprehensive framework, and Part III focusing on presenting the results of climate change impact assessments on highperformance houses. In fact, the two first parts are intended to establish the foundation to conduct the simulations in Part III in order to answer the main research question as follows:

- Climate change's effect on thermal comfort: The findings from Chapter 05, Chapter 06, and Chapter 07 indicate that climate change will have significant and varied impacts on the thermal comfort of highperformance buildings. While the discomfort caused by overcooling is expected to decrease, the discomfort caused by overheating will
become a major challenge, particularly for naturally ventilated houses. The research conducted in Chapter 04 found that the detached house will experience a $66 \%$ increase in the risk of overheating, while the terraced house in Chapter 05 will experience a much higher increase of up to $528 \%$ by the end of the century. Furthermore, Chapter 07 demonstrated that extreme events, such as heatwaves and cooling system outages, can pose significant risks to occupants in the future. Therefore, relying solely on passive cooling strategies may not be sufficient to ensure thermal comfort and safety in highly insulated high-performance houses in Belgium, and active cooling systems will likely become necessary.
- Climate change's effect on HVAC energy performance and GHG emissions: Climate change is anticipated to alter the heating and cooling loads in buildings, leading to a reduction in heating loads and an increase in cooling loads. The net effect on HVAC energy use will vary depending on the efficiency and energy source of the system in use and climate. In Belgium's temperate climate, global warming can result in a decrease in the overall HVAC energy use and HVAC GHG emissions, as revealed in Chapter 06. The research shows that considering a reversible air-to-water heat pump strategy and a gasfired boiler + air conditioner strategy in a high-performance terraced house will result in estimated reductions of $4 \%$ and $7 \%$ in HVAC primary energy use by the end of the century, respectively. The same applies to HVAC GHG emissions, with the reversible air-to-water heat pump strategy expected to have a $3 \%$ reduction and the gas-fired boiler + air conditioner strategy anticipated to have a $14 \%$ reduction. Overall, as shown by the results of the sensitivity analysis in Chapter 06, the choice of the HVAC system plays a major role in determining the changes in HVAC energy and HVAC GHG emissions due to global warming.
- Adaptation to climate change: Adapting buildings to the overheating impact of climate change requires selecting appropriate active and passive cooling strategies or a combination of both. This can be a challenging task, especially as the effectiveness of different strategies can vary depending on the specific conditions of the building and the surrounding environment. As shown in Chapter 05 and Chapter 07, passive strategies, such as natural ventilation, lowering infiltration rates, insulation, use of thermal mass, green roofs, and shading devices, have been shown to be effective in achieving comfort and energy efficiency benefits in high-performance houses in Belgium. However, as mentioned earlier, the effectiveness of these passive strategies may diminish due to global warming. Therefore, it is important to regularly evaluate and guarantee their performance under different weather scenarios that may be experienced in the future. In situations where active cooling systems are required, it is important to ensure that they are highly efficient and flexible to be coupled to renewable energy sources, such as electricity-based systems. Heat pumps are a promising solution for high-performance houses in Belgium, as indicated in Chapter 06. However, it is important to consider contingency plans for abnormal conditions, such as concurrent heatwaves and cooling system/power outages. In such cases, backup cooling or power systems, such as mini-split systems,
generators, and batteries, should be installed to ensure that the building remains comfortable and cool. By implementing a combination of active and passive cooling strategies and adopting contingency plans for abnormal weather conditions, buildings can be effectively adapted to climate change, thus reducing energy use and improving comfort.


### 5.3. Thesis contribution

The thesis aims to fill specific knowledge gaps in the field by dedicating each chapter to addressing a particular area. The findings of the thesis can provide valuable insights for researchers, policymakers, building designers and professionals, constructors, and the cooling industry. By highlighting the urgency of climate change adaptation actions, the thesis can help the construction sector move towards developing climate-proof and energyefficient houses that offer comfort and health benefits to their occupants. The main contributions of the thesis can be summarized as follows:

- By presenting criteria for qualitative evaluation of different methods for assessing time-integrated thermal discomfort/overheating, the thesis contributes to a better understanding of this phenomenon. Specifically, the thesis examines commonly used methods in temperate regions and offers an overview of their strengths and limitations.
- The thesis introduces the concept of resilient cooling and characterizes the resiliency of a wide range of state-of-the-art cooling strategies using a set of qualitative criteria.
- The thesis proposes a multizonal method for climate change-sensitive evaluation of time-integrated overheating in buildings based on three principal metrics (IOhD, AWD, and CCOR) [133]. Incorporating these metrics allows for an asymmetric and multizonal quantification of overheating and determines the resistivity of buildings and their cooling strategies to global warming.
- The core contribution of this thesis lies in the development of a versatile simulation-based methodological framework that significantly advances the existing knowledge. Firstly, the framework is founded on universally applicable standards, facilitating a standardized comparison of cooling strategies across diverse climatic regions under common boundary conditions. Secondly, it offers a comprehensive approach, enabling the evaluation of various active and passive cooling strategies, while also providing systematic guidance on selecting appropriate comfort models for zones with different cooling modes (air-conditioned, non-air-conditioned, and mixed/hybrid mode). Thirdly, this framework exhibits flexibility by accommodating both residential and non-residential buildings, regardless of their typologies or operation types, encompassing both newly constructed and existing structures. Lastly, the framework incorporates a multi-zonal and climate-change-sensitive perspective to effectively assess overheating risks in buildings.
- The thesis presents a novel meteorological dataset for major cities in Belgium that is tailored and structured to suit building performance simulations. The dataset encompasses both historical and future weather data, presented on an annual basis. The dataset also
includes TMYs, XMYs, and three types of heatwaves for different timeframes.
- The thesis provides the results of a comparative analysis among commonly applied active cooling systems in Belgium and offers an indepth examination of their sizing. It also identifies passive design strategies that can contribute to both energy efficiency and thermal comfort in high-performance houses using optimization techniques.
Overall, this thesis makes a valuable contribution to the growing body of knowledge on the effect of climate change on the thermal comfort and energy performance of high-performance houses, with a particular focus on temperate climates. The findings on these houses, which were recently constructed or renovated to comply with current Belgian legislation, offer practical insights that can guide policy decisions and inform actions in the construction industry.


### 5.4. Limitations

Each chapter may have been affected by various limitations, which are described in detail within the chapter. The primary limitations can be summarized as follows:

- Chapter 01 and Chapter 02 of the study both lack quantitative analyses of the methods used to assess overheating and the resiliency characterization of cooling strategies, respectively. This indicates that the study does not utilize numerical data and statistical methods in the analyses, making it difficult to accurately interpret the effectiveness of the methods and strategies.
- The study lacks a specific threshold for IOhD as the principal metric used to quantify the overheating risk in Chapter 03, Chapter 05, Chapter 06, and Chapter 07. Without a defined threshold, this metric can only be used for comparative analysis between different buildings and cooling strategies. However, it does not provide a clear indication of whether a building is experiencing overheating or not.
- The thermal comfort evaluations carried out in different chapters do not consider all influential factors that affect occupants' comfort (i.e., air temperature, radiant temperature, relative humidity, clothing insulation level, metabolic rate, and air velocity). Chapter 03, Chapter 05 , and Chapter 06 evaluate thermal comfort based solely on the operative temperature, whereas Chapter 07 takes into account the operative temperature and relative humidity.
- The focus of the thesis is narrowed down to the temperate region of Belgium. This is reflected in various chapters, including Chapter 04, Chapter 05, Chapter 06, and Chapter 07, which specifically deal with the development of weather data, simulation studies, and analysis of results in the context of Belgium.
- The future weather data developed in Chapter 04 does not accurately account for the Urban Heat Island (UHI) effect due to insufficient information on the expected changes in urbanization and human activities. Therefore, the study does not incorporate the potential impact of UHI on the future thermal conditions of the studied cases.
- The study's scope is limited to a few building typologies, namely a high-performance shoe box office model in Chapter 03, a highperformance detached house in Chapter 05, and a benchmark highperformance terraced house in Chapter 06 and Chapter 07. As a consequence, the study's paradigm does not encompass the majority of other residential and non-residential typologies, such as apartments, high-rise buildings, nursing homes, commercial buildings, etc.
- The models presented in Chapter 05, Chapter 06, and Chapter 07 exhibit certain partial oversimplifications. One significant aspect is the use of fixed rates for natural ventilation and infiltration, which introduces uncertainties in the findings. The rates of natural ventilation and infiltration are strongly influenced by environmental factors, such as the temperature gradient between indoor and outdoor spaces, wind speed, and direction. Considering the impact of climate change, where these environmental factors are subject to change, the rates of natural ventilation and infiltration may also be affected, making this an especially critical consideration.
- The investigations in Chapter 03 and Chapter 06 fail to take into account the Ozone Depletion Potential (ODP) of the refrigerant in the HVAC systems. ODP, which reflects the decrease in the ozone layer in the atmosphere caused by halocarbons [223], is a significant factor in determining the sustainability of the HVAC systems [224].


### 5.5. Suggestions for future works

The Ph.D. thesis identifies several limitations and unsolved issues, which offer various suggestions for future research, elaborated in each chapter. The key concepts can be outlined as follows:

- To advance research in this area, it is suggested to project the impact of global warming on other types of buildings, particularly the old residential building stock in Belgium. The proportion of dwellings built before 1990 in Belgium is $87 \%$ [225]-[227], and given the current renovation rate of less than $1 \%$ [228], it is anticipated that these old buildings will remain prevalent for several decades in the country.
- It is recommended that future studies focus on enhancing the evaluation techniques for overheating in the context of climate change. The new overheating indices should incorporate all comfort parameters, including relative humidity, metabolic rate, air velocity, air temperature, radiant temperature, and clothing factor provide a holistic and accurate estimation of occupants' thermal sensation. Additionally, these new indices should be accompanied by distinct thresholds that indicate whether a building is experiencing overheating during shortterm heatwave events or in the long-term.
- It is suggested that future research should include a comparison between the weather data developed in Chapter 04 and data obtained from other sources such as CORDEX, Meteonorm, WeatherShift, and CCWorldWeatherGen. This can involve analyzing the similarities and differences between the datasets and evaluating the potential impacts of any variations on the results of the study. Moreover, it is suggested that additional research should be conducted to examine the
development of Urban Heat Island (UHI) and its impact on future weather conditions.
- It is recommended that future research should focus on exploring the effectiveness of various combinations of active and passive cooling strategies in improving thermal comfort and energy efficiency in buildings. This can result in the identification of the best possible combinations of cooling strategies for different building types and climates, helping in the development of optimized design guidelines.
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#### Abstract

Overheating exposure over time can lead to discomfort, productivity reduction, and health issues for the occupants in buildings. The time-integrated overheating evaluation methods are introduced to describe, in a synthetic way, the extent of overheating over a span of time and predict the uncomfortable phenomena. This paper reviews the time-integrated overheating evaluation methods that are applicable to residential buildings in temperate climates of Europe. We critically analyze the methods found in (i) 11 international standards, namely, EN 15251 (2006), EN 16798 (2019), ISO 7730 (2004), ISO 17772 (2017-2018), ASHRAE 55 (2017), ASHRAE 55 (2020), CIBSE Guide A (2006), CIBSE TM52 (2013), CIBSE Guide A (2015), CIBSE TM59 (2017), and Passive House (2015), (ii) five national building codes based on the Energy Performance of Building Directive (EPBD) in Belgium, France, Germany, the UK, and the Netherlands, and (iii) two studies in the scientific literature. For each method, we present the thermal comfort models along with the time-integrated overheating indices and criteria. The methods are analyzed according to some key measures in order to identify their scope, strength, and limitations. We found that most standards recommend the static comfort models for air-conditioned buildings and the adaptive comfort models for non-air-conditioned ones. We also found a promising method based on three indices, namely, Indoor Overheating Degree (IOD), Ambient Warmness Degree (AWD), and overheating escalation factor ( $\alpha_{I O D / A W D}$ ) that allows for a multi-zonal and climate change-sensitive overheating assessment. Finally, some guidance is provided for practice and future developments.
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## 1. Introduction

During the last two decades, extremely hot outdoor conditions have become more intense and frequent in temperate climates of Europe. In summer 2003, the outdoor air temperatures of $35^{\circ} \mathrm{C}$, $37{ }^{\circ} \mathrm{C}, 38.5^{\circ} \mathrm{C}$, and $40.2^{\circ} \mathrm{C}$ were recorded in the Netherlands, France, the UK, and Germany, respectively [1-4]. Royal Meteorological Institute (RMI) of Belgium reported that the Hechtel-Eksel municipality experienced 51 consecutive days with the outdoor air temperature above $25^{\circ} \mathrm{C}$, and a maximum air temperature of $38.8^{\circ} \mathrm{C}$ is recorded in the summer of 2018.

Unfortunately, the situation will worsen since the European Environment Agency (EEA) predicts an increase in the annual average air temperature between 1.0 and $2.5^{\circ} \mathrm{C}$ by 2021-2050 and between 2.5 and $4^{\circ} \mathrm{C}$ by 2071-2100 over Europe. It is expected that Europe's sweltering heatwave in 2003 will become typical weather by the middle of the 21st century [5]. In addition, the Urban Heat Island (UHI) effect that is recognized in more than 400 cities around the world will be exacerbated by climate change [6,7]. The UHI effect, defined as the "relatively atmospheric warmth of urban areas compared to surrounding countryside" [8], is predicted to increase the land air temperature in Europe by $2.68{ }^{\circ} \mathrm{C}$ (December to February) and $5.06{ }^{\circ} \mathrm{C}$ (June to August) in urban areas by 2080-2099 [9]. Such warming outdoor conditions will increase the risk of overheating in indoor environments where people spend most of the time [10].

Overheating in residential buildings has been reported in many temperate regions across Europe [11-15]. High indoor temperatures affect the occupant's health, comfort, and productivity where in severe cases can lead to illness and death [16,17]. According to Housing Health and Safety Rating System (HHSRS) in the UK, the indoor temperature exceeding the maximum threshold of $25^{\circ} \mathrm{C}$ can lead to an increase in strokes and mortality [18]. In total, over 35,000 people died in Europe during the summer 2003 heatwave [19], in which 14,729 deaths reported in France [20], 2139 in England and Wales [21], up to 2200 in the Netherlands [1], 7295 in Germany [22], and 1175 in Belgium [23]. To avoid such issues, there is a need for proper definition and criteria for indoor overheating to be considered in the building designs.

A number of methods are introduced for assessing the human thermal response to the surrounding environment in the literature [24]. They aim at describing the human thermal perception from an environment where an individual or a group of people is exposed. In the last twenty years, a new group of methods are proposed for assessing the comfort over a span of time in buildings, which are termed long-term comfort evaluation methods [25,26], chronic overheating evaluation methods [27], or time-integrated comfort evaluation methods [28]. They aim at evaluating the comfort qualities of a building over time and considering all the building zones [29]. The majority of these methods were developed to assess the overheating discomfort, and some of them deal with overheating and overcooling discomfort at the same time, and only a few of them deal with overcooling discomfort [29,30]. Most of the time-integrated comfort evaluation methods have two key decisions in common, the choice of thermal comfort model and the selection of time-integrated discomfort index. Previous research exists by reviewing the existing thermal comfort models and the time-integrated discomfort indices.

Among the reviews on thermal comfort models, Taleghani et al. [31] chronologically reviewed the static and the adaptive comfort models with a detailed analysis of the adaptive comfort models in ASHRAE 55 (2010), EN 15251, and ISSO 74 (2004) (in the Netherlands) standards. It was found that the main difference of the adaptive comfort models relies on the choice of outdoor reference temperature, the extend of acceptable temperature ranges, and databases related to the field studies. Khovalyg et al. [32] extensively reviewed EN 15251, ISO 17772, EN 16798, ISO 7730, ASHRAE 55 (2017), GB/T 50785 (in China), ISHRAE 10,001 (in India), SS 553, and SS 554 (in Singapore) standards, questioning the applicability of their comfort models on regional scales. Carlucci et al. [33] reviewed the adaptive comfort models in ASHRAE 55, EN 15251, EN16798, ISSO 74 (in the Netherlands), and GB/T 50785 standards. Carlucci et al. [33] also revealed that the difference in the choice of outdoor reference temperature is the primary source of discrepancy in deriving the adaptive comfort models. Cheng et al. [34] reviewed the thermoregulatory models for the human body by distinguishing between the psychological models and physiological models. They numerically assessed the UC Berkeley thermal comfort model (UCB) and ISO 14505 thermal comfort model using a detailed Computational Fluid Dynamics (CFD) analysis. They found that the coupling of the UCB model with CFD is complex, hindering its widespread. On the other hand, the ISO 14505 model is more sensitive in warm environments and less sensitive in cold environments, questioning the reliability of the model. The overview of thermal comfort models and indicators is also presented in [24,35-39]. The focus of the above reviews was mainly on investigating the existing models for thermal comfort.

Despite the numerous studies on thermal comfort models, a limited number of documents reviewed the time-integrated discomfort indices. Carlucci et al. [29] systematically reviewed 15 indices, classifying them into four homogenous families (i.e., percentage indices, cumulative indices, risk indices, and averaging indices). Carlucci [40] quantitatively evaluated 16 timeintegrated discomfort indices focusing on summer overheating in 54 variants of an office building. It was found that different indices would identify different variants as the optimal case. The gap recognition is then performed through the sensitivity analysis by varying the calculation periods in the time-integrated discomfort indices. Finally, the Long-term Percentage of Dissatisfied (LPD) index is proposed, which is a symmetric and comfort modelbased discomfort index. Zero Carbon Hub (a non-profit organization to implement zero energy homes policy in the UK) published an evidence review for overheating risk assessment in buildings in 2015 [41]. It covers the methodologies in the Standard Assessment Procedure (SAP), CIBSE Guide A (2006), CIBSE Guide A (2015), CIBSE TM52, Passive House, BB 101, and Part L2A of UK government's building regulations. Also, the UK National HouseBuilding Council (NHBC) provided a report by studying the overheating definitions in several guidelines and regulatory documents in the UK [42]. The two former studies (i.e., $[29,40]$ ) are outdated since most standards are superseded and new methods are introduced in the literature and the two latter reports (i.e., [41,42]) are local and focused on the methods mainly implemented in the UK. To overcome the limitations of the above studies, by extending our scope to temperate regions in Europe, we explore the longlasting standards in addition to those that were not reviewed

Table 1
Summary of reviews on thermal comfort models and overheating evaluation methods.

| Author | Ref. | Year | Journal/Institution | Thermal comfort models | Overheating evaluation methods |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Roaf et al. | [39] | 2010 | Architectural Science Review | $\checkmark$ |  |
| Van hoof et al. | [35] | 2010 | Frontiers in Bioscience | $\sim$ |  |
| Carlucci and Pagliano | [29] | 2012 | Energy and Buildings | $\checkmark$ | $\checkmark$ |
| NHBC | [42] | 2012 | NHBC | $\checkmark$ | $\nu$ |
| Cheng et al. | [34] | 2012 | Building and Environment | $\checkmark$ |  |
| Halawa and Van Hoof | [36] | 2012 | Energy and Buildings | $\checkmark$ |  |
| Taleghani et al. | [31] | 2013 | Renewable and Sustainable Energy Reviews | $\checkmark$ |  |
| Carlucci | [40] | 2013 | Springer | $\checkmark$ | $\checkmark$ |
| Yang et al. | [37] | 2014 | Applied Energy | $\nu$ |  |
| Zero Carbon Hub | [41] | 2015 | Zero Carbon Hub | $\checkmark$ | $\checkmark$ |
| Enescu | [24] | 2017 | Renewable and Sustainable Energy Reviews | $\checkmark$ |  |
| Carlucci et al. | [33] | 2018 | Building and Environment | $\checkmark$ |  |
| Khovalyg et al. | [32] | 2020 | Energy and Buildings | $\checkmark$ |  |
| Zhao et al. | [38] | 2021 | Energy and Built Environment | $\checkmark$ |  |



Fig. 1. Cities with Temperate oceanic climate (Cfb) worldwide.
before such as EN 16798, ISO 17772, ASHRAE (2020), CIBSE TM59, and five national codes based on the Energy Performance of Building Directive (EPBD) in Belgium, France, Germany, the UK, and the Netherlands as well as two state-of-the-art methods in the literature [14,43]. Table 1 provides a list of review documents (published after 2010) on thermal comfort models and overheating evaluation methods.

In general, there is a substantial need for a comprehensive review (i.e., thermal comfort models, indices, and criteria) of the time-integrated discomfort evaluation methods focusing on overheating discomfort (we refer to as "time-integrated overheating evaluation methods"). Therefore, as members of the International Energy Agency (IEA) EBC Annex 80 - "Resilient cooling of buildings" project, we initiated this research to address the abovementioned knowledge gap. This paper provides a valuable contribution to the new body of knowledge from an international perspective. Our paper provides insights for overheating assessments in temperate oceanic climate ( Cfb ) according to Köppen climate classification. Such climate is particularly dominant in Western Europe such as in Brussels that had 2381 Heating Degree Days (HDD) and 38 Cooling Degree Days (CDD) in 2018 [44]. As can be seen in Fig. 1, in addition to many European cities, there are major cities like Auckland, Bogotá, Nairobi, Vancouver, and Santa Fe with similar climate in other regions around the world. Therefore, our study will be useful to improve the understanding of overheating and allow the comparison of overheating evaluation methods globally. We should mention that provisions are required to the generalizability of the results to hot climates.

The main objectives of this paper are, (i) identifying the thermal comfort models suggested for the buildings with and without airconditioning and (ii) exploring the time-integrated overheating indices and criteria. This paper attempts to respond to the following research questions:

1) What are the thermal comfort models suggested in the standards for the buildings with and without air-conditioning?
2) What are the indices suggested to calculate the timeintegrated overheating in residential buildings?
3) What are the threshold values and criteria to limit overheating in buildings?

Our review critically analyzes 95 recent and long-standing documents, including 11 international standards, namely, EN 15251, EN 16798, ISO 7730, ISO 17772, ASHRAE 55 (2017), ASHRAE 55 (2020), CIBSE Guide A (2006), CIBSE TM52, CIBSE Guide A (2015), CIBSE TM59, and Passive House (see Appendix A). We also review five national building codes based on the Energy Performance of Building Directive (EPBD) in Belgium, France, Germany, the UK, and the Netherlands. We highlight the main differences between the new and old versions of the standards. This paper is the first of its kind that focused on the overheating calculation methods specific for residential buildings in temperate climates and thoroughly examined the EPBD regulations. More importantly, we addressed new measures in addition to those in Carlucci et al. [29], such as all hours or occupied hours in a time span, normalization to occupied hours, short-term criteria, and long-term criteria. Our
extensive review summarizes the vast body of standards and literature in a brief, informative, and content-rich document that allows the comparison of the most critical thermal comfort models and time-integrated overheating indices.

This paper provides strong support for decision-making for building professionals and designers to assess indoor overheating during the early design stages. Implementing the findings may yield comfort benefits in the buildings. The study outcomes also provide practical recommendations for policymakers to improve the regional and national overheating evaluation methods towards climate change proof residential buildings. The paper is structured as follows. Section 2 presents the review methodology including the boundary conditions, target documents, and measures. Section 3 describes the results of the review on the time-integrated overheating evaluation methods including thermal comfort models (Section 3.1) followed by analyzing overheating/discomfort indices and criteria in international standards (Section 3.2.1), national building codes based on the EPBD (Section 3.2.2) and scientific literature (Section 3.2.3). Section 4 discusses the key findings and Section 5 concludes the paper.

## 2. Review methodology

This paper performs a review of the time-integrated overheating evaluation methods. As shown in Fig. 2, towards providing a thorough and in-depth review, we narrow our scope by setting boundary conditions on the building type and the climate. Based on the boundary conditions, we then select the target documents
to be reviewed. Finally, the review is conducted by applying some existing and newly defined evaluation measures.

### 2.1. Boundary conditions

As the first boundary condition, we restrict our focus on the methods that are specified for residential buildings. It is since, (i) the majority of European heterogeneous building stock is composed of residential buildings; the share of residential buildings is between 60 and $89 \%$ over the Member States and the UK according to the European Union (EU) buildings Factsheet, (ii) people spend most of their time at homes, in particular elderly people who are more vulnerable to overheating exposure [42], and (iii) the overheating during the sleeping time at homes was reported as a major risk to the public health $[41,45]$.

Another boundary condition is that we focus on the methods proposed for temperate climates. In temperate climates, the focus of building thermal design is mainly on preserving the heat during the winter. Such a design concept prevents the dissipation of internal heat loads in buildings and makes them more vulnerable to overheating issues during the hot summertime $[27,46,47]$. Therefore, we decided to condemn the policy, legislative, and scientific drivers of overheating in temperate climates as one of the high-risk areas and provide recommendations for future improvements.


Fig. 2. Study Conceptual Framework (SCF).

### 2.2. Target documents

The target documents in this paper can be divided into, international standards, EPBD regulatory documents, and scientific literature. For the international standards, we select EN 15251, EN 16798, ISO 7730, ISO 17772, ASHRAE 55 (2017), ASHRAE 55 (2020), CIBSE Guide A (2006), CIBSE TM52, CIBSE Guide A (2015), CIBSE TM59, and Passive House standards. These mostly cited standards [14,48-56] are extensively included within the building construction and renovation policies in temperate climates of Europe. Afterwards, we review the EPBD regulatory documents in Belgium, France, Germany, the UK, and the Netherlands. These five countries form the largest portion of the temperate regions in Europe and together entail $47 \%$ of the total population and $30 \%$ of the total area considering the EU and the UK $[44,57,58]$. The EPBD regulations are obligatory and thus play a main role in defining the energy efficiency and thermal comfort in buildings at the European level. Finally, we select two state-of-the-art methods found in the literature $[14,43]$. For this aim, we set two inclusion criteria: (i) introduced and implemented in residential buildings and (ii) applied and validated for temperate climates in Europe. We exclude the methods in the literature that are previously reviewed by Carlucci et al. [29] or aimed at quantifying the instant overheating phenomena. Our aim is not to provide an extensive review of the methods introduced in the scientific literature, but we intend to take the initiative and provide the basis for future studies in this context. We should also mention that there is no strict limitation on the publication period for the additional documents that form the references of this paper, but priority has been given to recent publications to address the state-of-the-art research.

### 2.3. Measures

The review is carried out by describing the thermal comfort models for air-conditioned and non-air-conditioned buildings along with a critical analysis of the time-integrated overheating indices and criteria (i.e., threshold values). A previous study by Carlucci et al. [29] defined some measures such as dependency on a comfort model, dependency on comfort categories, symmetric/asymmetric, and inclusion/exclusion of comfort thresholds. We further elaborate on those terms and add some new measures including all hours or occupied hours in a time span, normalization to occupied hours, short-term criteria, and long-term criteria. Therefore, this study analyzes the time-integrated overheating evaluation methods based on the following measures,

- Dependency on comfort model: this measure shows that whether the method is dependent on a comfort model. If yes, which of the static and adaptive comfort models are implemented.
- Dependency on comfort categories: this measure shows whether the underlying thermal comfort model of a method relies on comfort categories. Dependency on comfort categories generates discontinuity at the boundaries of the categories and results in different values for overheating if the category changes.
- Symmetric or asymmetric: the symmetric methods combine the overheating and overcooling discomfort in a single value, whereas the asymmetric methods only consider overheating discomfort. The symmetric methods do not imply whether the building is unable to suppress overheating or overcooling discomfort.
- All hours or occupied hours in a time span: this measure shows whether the method considers all hours or only the occupied hours during a specific time period. The inclusion of
unoccupied hours in the calculations raises the uncertainty by including the needless effect of comfort conditions where there is no one in the building.
- Normalization to occupied hours: we assess if the index of a method is normalized to the occupied hours. The normalized indices allow the comparison of the buildings with different occupancy profiles.
- Short-term criteria: short-term criteria are threshold values on an hourly, daily, or weekly basis to limit the overheating during the heatwave events.
- Long-term criteria: long-term criteria are threshold values to limit the extensive overheating during monthly, seasonal, or annual periods.


## 3. Results

### 3.1. Thermal comfort models

The evaluation of overheating risks in buildings requires the determination of an appropriate thermal comfort model. The thermal comfort in buildings can be divided into two major models: (a) static and (b) adaptive.

The static comfort models in the comfort standards are mainly based on Fanger's widely accepted PMV/PPD model (PMV = Predicted Mean Vote and PPD = Predicted Percentage Dissatisfied) developed in the 1970 s where six major parameters (air temperature, radiant temperature, relative humidity, metabolic rate, air velocity, and clothing factor) intervene. Those parameters were estimated or measured to evaluate the thermal sensation of the human body in a thermally symmetrical environment while calculating the PMV index.

The static comfort models suggested in the PMV/PPD ranges in EN, ISO, ASHRAE, and CIBSE standards are listed in Table 2. The EN and ISO standards provide the PMV/PPD ranges in different categories reflecting the level of occupant expectation and the indoor environmental quality (see Appendix B), whereas ASHRAE (for the static model) and CIBSE standards do not categorize the thermal environments or as CIBSE TM52 refer to a single category.

Since it is difficult to measure the PMV accurately due to high uncertainty in measuring and predicting all comfort parameters, in particular clothing factor and metabolic rate, some standards translate the PMV/PPD ranges into the operative temperature scales with some assumptions. As listed in Table 3, EN 15251, EN 16798, ISO 17772, and CIBSE TM52 (following EN 15251) translate the $P M V / P P D$ ranges into the operative temperature scales with assumptions on relative humidity ( $=50 \%$ for EN 15251, $=40 \%$ and $=60 \%$ for heating and cooling seasons in EN 16,798 and ISO 17772 , respectively), air velocity ( $<0.1 \mathrm{~m} / \mathrm{s}$ ), metabolic rate ( 1.2 met), and clothing factor ( 0.5 clo for summer and 1 clo for winter). Following the same suit, CIBSE Guide A (2006) prescribes the translated operative temperature scales (for $|\mathrm{PMV}|<0,25$ ) considering the clothing factor between 0.25 and 1.2 clo, metabolic rate between 0.9 and 1.8 met, relative humidity $(=50 \%)$, and air velocity ( $<0.15 \mathrm{~m} / \mathrm{s}$ ) over different zones. It is also recommended that the operative temperature ranges can be extended by $1^{\circ} \mathrm{C}$ at each end if a PMV of $\pm 0.5$ is acceptable. CIBSE Guide A (2015), however, translates the range of $|\mathrm{PMV}|<0,5$ into the operative temperature scales by assumptions on clothing factor between 0.5 and 1.2 clo, metabolic rate between 0.9 and 1.5 met, relative humidity ( $=50 \%$ ), and air velocity ( $<0.15 \mathrm{~m} / \mathrm{s}$ ) over different zones. It also allows fluctuations up to $1{ }^{\circ} \mathrm{C}$ at the boundaries. The translated operative temperature thresholds are associated with boundary conditions, therefore are not applicable to the spaces where: (i) the air velocity threshold is violated by the operation of ceiling fan etc., (ii) the relative humidity exceeds the threshold value by humidifying activities such as cooking in the kitchen or drying

Table 2
The PMV/PPD static comfort limits in EN, ISO, ASHRAE, and CIBSE. The presented limits are suggested for residential buildings.

| Standard | Operation type* | Category | PPD [\%] \& PMV [-] |
| :---: | :---: | :---: | :---: |
| EN 15,251 (2007) | Mechanically heated and cooled | I | $P P D \%<6,-0.2<P M V<+0.2$ |
|  |  | II | $P P D \%<10,-0.5<P M V<+0.5$ |
|  |  | III | $P P D \%<15,-0.7<$ PMV $<+0.7$ |
|  |  | IV | PPD\% $>15, \mathrm{PMV}<-0.70 \mathrm{rPMV}>+0.7$ |
| EN 16798 (2019) \& ISO 17772 (2017) | Mechanically heated and cooled | I | PPD \% < $6,-0.2<$ PMV $<+0.2$ |
|  |  | II | $P P D \%<10,-0.5<P M V<+0.5$ |
|  |  | III | PPD $\%<15,-0.7<$ PMV $<+0.7$ |
|  |  | IV | PPD \% < 25, $-1.0<$ PMV $<+1.0$ |
| ISO 7730 (2005) | All | I | PPD\% < 6, -0.2<PMV $<+0.2$ |
|  |  | II | $P P D \%<10,-0.5<P M V<+0.5$ |
|  |  | III | $P P D \%<15,-0.7<$ PMV $<+0.7$ |
| ASHRAE 55 (2017) \& ASHRAE 55 (2020) | All | - | $P P D \%<10,-0.5<P M V<+0.5$ |
| CIBSE Guide A (2006) | Air-conditioned | - | $\begin{aligned} & \text { PPD } \%<10,-0.25<\text { PMV }<+0.25 P P D \% \\ & <10,-0.5<\text { PMV }<+0.5(\text { if acceptable) } \end{aligned}$ |
| CIBSE TM52 | Mechanically conditioned and naturally conditioned | II (EN 15251) | PPD\% < 10, $-0.5<$ PMV $<+0.5$ |
| CIBSE Guide A (2015) | Air-conditioned | - | $P P D \%<10,-0.5<$ PMV $<+0.5$ |

*the terminology of each standard is used to name the operation type.

Table 3
The fixed maximum temperature limits in EN, ISO, CIBSE, and Passive House standards. The presented limits are suggested for residential buildings.

| Standard | Operation type* | Zone/category | Maximum operative temperature $\left[{ }^{\circ} \mathrm{C}\right]$ |
| :---: | :---: | :---: | :---: |
| EN 15251 (2007) | Mechanically heated and cooled | Living spaces (bedrooms, living rooms, kitchens, etc.)/I | 25.5 |
|  |  | Living spaces (bedrooms, living rooms, kitchens, etc.)/II | 26 |
|  |  | Living spaces (bedrooms, living rooms, kitchens, etc.)/III | 27 |
| $\begin{aligned} & \text { EN } 16798(2019) \& \\ & \text { ISO } 17772(2017) \end{aligned}$ | Mechanically heated and cooled | Living spaces (bedrooms, living rooms, kitchens, etc.)/I | 25.5 |
|  |  | Living spaces (bedrooms, living rooms, kitchens, etc.)/II | 26 |
|  |  | Living spaces (bedrooms, living rooms, kitchens, etc.)/III | 27 |
|  |  | Living spaces (bedrooms, living rooms, kitchens, etc.)/IV | 28 |
| CIBSE Guide A (2006) | Air-conditioned | Living rooms, bedrooms, halls, stairs, landings | $25\left(+1^{\circ} \mathrm{C}\right.$ if PMV $=0.5$ is acceptable) |
|  |  | Kitchen, toilets | $23\left(+1^{\circ} \mathrm{C}\right.$ if PMV $=0.5$ is acceptable) |
|  | Free-running | Living room | 28 |
|  |  | Bedrooms | 26 |
| CIBSE TM52 | Mechanically conditioned and naturally conditioned | All/II (EN 15251) | 26 |
| CIBSE Guide A (2015) | Air-conditioned | Bathrooms, bedrooms, halls, stairs, landings, kitchen, toilet/II (EN 15251) | $26\left(+1^{\circ} \mathrm{C}\right)$ |
|  | Free-running | Bedrooms | 26 |
| CIBSE TM59 | Mechanically ventilated | All | 26 |
|  | Naturally ventilated | Bedrooms | 26 |
| Passive House | Without active cooling or with passive cooling | All zones | 25 |

*the terminology of each standard is used to name the operation type.
the clothes inside, and (iii) occupants have activities or clothing that are out-of-range considering the assumptions on metabolic rate and clothing factor.

Differently, some standards provide the static comfort model by proposing fixed temperature thresholds. As indicated in Table 3, CIBSE Guide A (2006) specifies a threshold value denoted as "benchmark peak temperature" for free-running buildings which is $3{ }^{\circ} \mathrm{C}$ higher than the summer comfort temperature. It defines $25{ }^{\circ} \mathrm{C}$ as the summer comfort temperature in the living room at which few people feel uncomfortable. For bedrooms, however, it assigns the summer comfort temperature of $23{ }^{\circ} \mathrm{C}$ since sleep may be impaired above $24^{\circ} \mathrm{C}$. Accordingly, the prescribed benchmark peak temperature is $28^{\circ} \mathrm{C}$ for the living room and $26^{\circ} \mathrm{C}$ for the bedrooms. CIBSE Guide A (2015) and CIBSE TM59 also commonly suggest $26^{\circ} \mathrm{C}$ for the bedrooms in naturally ventilated buildings. The Passive House standard sets a maximum threshold
value of $25^{\circ} \mathrm{C}$ for all living areas in buildings without active cooling or with passive cooling. In the case of fixed temperature thresholds, the effect of other comfort parameters such as relative humidity, clothing factor, metabolic rate, and air velocity is totally neglected in defining comfort.

The adaptive comfort model has been developed during the last twenty years based on a group of field studies taken in real buildings to represent the actual conditions. The adaptive comfort theory accepts that the occupants can adapt to the surrounding thermal environment because of the behavioural, physiological, and psychological actions. Therefore, it suggests reaching a temperature that is positively correlated to a reference outdoor air temperature. And not anymore, a unique and ideal temperature.

To derive the reference outdoor air temperature, EN and ISO standards recommend the "exponentially weighted running mean outdoor temperature" $\left(\mathbf{T}_{\mathrm{rmo}}\right)$. The $\mathbf{T}_{\mathrm{rmo}}\left[A^{\circ} \mathrm{C}\right]$ can be calculated by,

Table 4
The adaptive comfort boundaries in EN, ISO, ASHRAE, and CIBSE.

| Standard | Operation type |  | Category or acceptability | Upper limit[ $\left[{ }^{\circ} \mathrm{C}\right]$ | Lower limit[ $\left.{ }^{\circ} \mathrm{C}\right]$ | $\mathrm{T}_{\text {rmo }}$ or $\mathrm{T}_{\text {pmo }}$ applicability |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| range |  |  |  |  |  |  |

*the terminology of each standard is used to name the operation type.
$T_{r m o}=(1-\alpha) \cdot\left\{T_{e d-1}+\alpha T_{e d-2}+\alpha^{2} T_{e d-3+\cdots}\right\}$

$$
\begin{align*}
T_{r m o}= & 1 / 3.8 .\left\{T_{e d-1}+0.8 T_{e d-2}+0.6 T_{e d-3+} 0.5 T_{e d-4}\right. \\
& \left.+0.4 T_{e d-5}+0.3 T_{e d-6}+0.2 T_{e d-7}\right\} \tag{2}
\end{align*}
$$

Where $\alpha$ is the weighting factor between 0 and 1 (recommended value is 0.8 ), $T_{e d-i}$ is the daily mean outdoor air temperature for i th previous day $\left[{ }^{\circ} \mathrm{C}\right]$. ASHRAE 55, however, introduces the "prevailing mean outdoor air temperature" ( $\mathrm{T}_{\mathrm{pmo}}$ ) as the reference outdoor air temperature. The $T_{p m o}\left[{ }^{\circ} \mathrm{C}\right]$ is the arithmetic mean of the mean daily outdoor air temperature of all sequential days (no less than seven and no more than 30 days). ASHRAE 55 also permits the use of the weighting method (see Equation (1)) in a way that the weight applied to a day is between 0.6 and 0.9 of that applied to the subsequent day. The formulas to derive the adaptive comfort ranges based on the reference outdoor air temperature and corresponding applicable ranges are summarized in Table 4.

Similar to the static model, EN 15251, EN 16798, and ISO 17772 standards provide category-based adaptive temperature ranges for buildings without mechanical heating and cooling systems. There are some differences in defining the adaptive thermal comfort in EN 15251 compared to EN 16798 and ISO 17772. First, in EN 15251, it is allowable to install mechanical cooling systems; nevertheless, they should not be in operation. EN 15251 also allows mechanical ventilation, which provides unconditioned air during the summer as well as other low-energy technologies such as shutters, night ventilation, fans, etc. However, this information is excluded in EN 16798 and ISO 17772. Second, the metabolic rate of nearly sedentary activity (1-1.3 met) is assumed in EN 15251, while the metabolic rate of sedentary activity ( 1.2 met) is assumed in EN 16798 and ISO 17772. Third, EN 16798 and ISO 17772 has a more extensive range of adaptive comfort boundaries since the lower temperature limits are $1^{\circ} \mathrm{C}$ below the equivalent temperature limits in EN 15251.

ASHRAE 55 (2017) and ASHRAE 55 (2020) recommend the adaptive comfort model (see Table 4) for naturally ventilated buildings in two applicability ranges (see Appendix B). However, there are two changes between both versions: (i) ASHRAE 55 (2020) allows for the installation of a mechanical cooling system as long as the system is not in operation which is not permitted in ASHRAE 55 (2017) and (ii) the range of metabolic rate assumption is extended from 1.0 to 1.3 met in ASHRAE 55 (2017) to $1.0-$ 1.5 met in ASHRAE 55 (2020). The main strength of the ASHRAE 55 standard is its regular revisions and updates (every 3-4 years during the last decade) reflecting the new results from the field studies contributing to the accuracy of its adaptive comfort model [59].

CIBSE TM52, CIBSE Guide A (2015) (not for bedrooms), and CIBSE TM59 (not for bedrooms) commonly adopt Category II of the adaptive comfort model in EN 15251 for free-running and naturally ventilated buildings. It should be mentioned that the ISO 7730, CIBSE Guide A (2006), and Passive House standards do not contain or refer to any adaptive comfort model.

### 3.2. Time-integrated overheating/discomfort indices and criteria

### 3.2.1. Intemational standards

3.2.1.1. EN 15251 and EN 16798. Identical time-integrated discomfort indices are established in EN 15251 (Annex F) and EN 16798 (Annex D of Part 2). Three indices are defined, namely Percentage of Occupied hours Outside the Range (\%POhOR $R_{E N}$ ), Degree hours $\left(D h_{E N}\right)$, and PPD weighted (PPDw).

The $\% P O h O R_{E N}$ index shows the percentage of occupied hours when the PMV or indoor operative temperature is outside the comfort ranges related to the selected comfort category. It is thus applicable to both static and adaptive comfort models (see Section 3.1). The \%POhOR ${ }_{E N}$ can be calculated using a binary weighting factor $\left(\mathrm{wf}_{\mathrm{i}}\right)$ that is zero during the time within the comfort ranges and is one during the out-of-range conditions. It is a straightforward index that shows the frequency of discomfort, however, (i) it does not quantify the intensity of discomfort, (ii) it is category-based, it introduces discontinuities at the boundaries of categories that do not correlate to the physics and physiology [29], and (iii) it is symmetric without distinguishing between the overheating and overcooling discomfort.

Provisions are made to restrict the short-term and long-term overheating by defining acceptable deviation thresholds for the \% $P O h O R_{E N}$ index during weekly, monthly, and annual periods. EN 15251 recommends the acceptable deviation of $3 \%(5 \%)$ based on working hours (total hours) during daily, weekly, monthly, and yearly periods. Whereas EN 16798-2 suggests 20\% (50\% as a strict criterion) weekly, $12 \%$ ( $25 \%$ as a strict criterion) monthly and $3 \%$ ( $6 \%$ as a strict criterion) annual acceptable deviations during the occupied hours. The latter sets criteria for how long short-term and long-term consecutive periods of out-of-range temperatures can be accepted.

The $D h_{E N}$ index quantifies the time in which the indoor operative temperature exceeds the specified comfort range weighted by a factor $\left(\mathrm{wf}_{\mathrm{i}}\right)$. The $\mathrm{wf}_{\mathrm{i}}$ is a module of the difference between the indoor operative temperature and the lower or upper limit of the comfort range. To calculate the $D h_{E N}$, If the comfort ranges are specified in terms of PMV, the ranges should be translated into operative temperature scales by assumptions on clothing factor, metabolic rate, relative humidity, and air velocity. Both static and adaptive comfort models are applicable (see Section 3.1). The $D h_{E N}$ is an asymmetric
Table 5
Table 5
Summary of overheating/discomfort evaluation methods in EN, ISO, ASHRAE, CIBSE, and Passive House standards.

| Standard | Index | Equation | Measures |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Static (S) / <br> Adaptive <br> (A) | Categorybased | Symmetric (S) / <br> Asymmetric (A) | All hours (A) / occupied hours (0) | Normalized to occupied hours | Shortterm criterion | Longterm criterion |
| $\begin{aligned} & \text { EN } 15251 \& E N \\ & 16798 \& \text { ISO } 17772 \end{aligned}$ | Percentage of Occupied hours Outside the Range (\% POhOR $_{\text {EN \& ISO }}^{\text {17772,op }}$ ) |  | $S$ GA | $\nu$ | S | $o$ | $\nu$ | $\begin{aligned} & \text { (not } \\ & \text { in EN } \\ & 15251) \end{aligned}$ | $\checkmark$ |
|  |  |  |  |  |  |  |  | m (not <br> in EN <br> 15251) | $\nu$ |
|  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |
| ISO 7730 |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |
| ASHRAE 55 (2017) \& ASHRAE 55 (2020) | Exceedance Hours $\left(E H_{o p}\right)$ | $\begin{aligned} & E H_{o p}=\sum_{i-1}^{\text {ocupiedhours }} H_{d i s c} \\ & \text { where }\left\{\begin{array}{c} H_{\text {disc }}=1 ; T_{o p, i}<T_{o p, i, \text { lower }} \text { or } T_{o p, i}>T_{\text {op, i, upper }} \\ H_{\text {disc }}=0 ; T_{o p, i, \text { lower }}<T_{o p, i}<T_{o p, i, u p p e r} \end{array}\right. \end{aligned}$ | A | $\nu$ | $s$ | o |  |  |  |
|  | Exceedance Hours $\left(E H_{P M V}\right)$ | $\begin{aligned} & E H_{P M V}=\sum_{i-1}^{\text {occupiedhours }} H_{d i s c} \\ & \text { where }\left\{\begin{array}{l} H_{d i s c}=1 ;\left\|P M V_{i}\right\|>0.5 \\ H_{d i s c}=0 ;\left\|P M V_{i}\right\|<0.5 \end{array}\right. \end{aligned}$ | S |  | S | $o$ |  |  |  |
|  | Weighted Exceedance Hours( $W_{\text {EH }}^{\text {op }}$ ) | $\begin{aligned} & \text { WEH }_{o p}=\sum_{i-1}^{\text {occupiedhours }}\left(\left(T_{o p, i}-T_{o p, i, u p p e r}\right)\right. \\ & \left.\times H_{d i s \mathrm{c}, \text { worm }}+\left(T_{o p, i, \text { tower }} T_{o p, i}\right) \times H_{d i s c, \text { cotd }}\right) \\ & H_{d i s c, w a r m}=1 ; T_{o p, i}>T_{o p, i, u p p e r} \\ & \text { where }\left\{\begin{array}{c} H_{d i s c, \text { cotd }}=1 ; T_{o p, i}<T_{o p, i, \text { lower }} \\ H_{d i s c, \text { cold }}=H_{d i s c, \text { worm }}=0 ; T_{o p, i, \text { lower }}<T_{o p, i}<T_{o p, i, \text {,ower }} \end{array}\right. \end{aligned}$ | A | $\nu$ | $s$ | 0 |  |  |  |
|  | Weighted Exceedance Hours( $W_{E H} H_{P M V}$ ) | $\begin{aligned} & \text { WEH } H_{\text {FMV }}=\sum_{i-1}^{o c r u p i e d h o u r s ~}\left(\left\|P M V_{i}\right\|-0.5\right) \times H_{\text {disc }} \\ & \text { where }\left\{\begin{array}{l} H_{\text {disc }}=1 ;\left\|P M V_{i}\right\|>0.5 \\ H_{\text {disc }}=0 ;\left\|P M V_{i}\right\|<0.5 \end{array}\right. \end{aligned}$ | $s$ |  | S | o |  |  |  |

Table 5 (continued)

| Standard | Index | Equation | Measures |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Static (S) / <br> Adaptive <br> (A) | Categorybased | Symmetric (S) / <br> Asymmetric (A) | All hours (A) occupied hours (O) | Normalized to occupied hours | Shortterm criterion | Longterm criterion |
| CIBSE Guide A (2006) \& CIBSE Guide A (2015) | Percentage of Occupied hours Outside the Range <br> (POhOR CBESEGuides,op ) |  | S |  | A | $o$ | $\checkmark$ |  | $\checkmark$ |
| CIBSE Guide A (2015) | Percentage of Occupied hours Outside the Range (POhOR ${ }_{\text {CISEEGUide } A P M V}$ ) |  | 5 |  | A | 0 | $\nu$ |  | $\nu$ |
| CIBSE TM52 ${ }^{(1)}$ | Hours of Exceedance (He) "Criterion (1)" |  | A |  | A | 0 | $\cdots$ |  | $\nu$ |
|  | Daily Weighted Exceedance ( $W_{e}$ ) "Criterion (2)" | $\begin{aligned} & W_{\mathrm{e}}=\sum_{i-1}^{\text {ocupiedhours,daity }}\left(w f_{i} \times h_{i}\right) \\ & \text { where }\left\{\begin{array}{r} w f_{i}=T_{o p, i}-T_{o p, i, u p p e r} ; T_{o p, i}>T_{\text {op }, \text { iupper }} \\ w_{i}=0, T_{o p, i}<T_{\text {op }, \text { iupper }} \end{array}\right. \end{aligned}$ | A |  | A | 0 |  | $\nu$ |  |
|  | Upper Limit Temperature ( $T_{\text {upp }}$ ) "Criterion (3)"(2) | $T_{\text {op,i } i}-T_{\text {op,iupper }} \ngtr 4{ }^{\circ} \mathrm{C}$ | A |  | A | 0 |  |  |  |
| CIBSE TM59 | Percentage of Sleeping hours Outside the Range(\% PShOR ${ }_{\text {CIBSE TME5 }}$ ) |  | $s$ |  | A | 0 | $\nu$ |  | $\nu$ |
| Passive House | Percentage of hours Outside the Range (\% Phor) |  | $s$ |  | A | A |  |  | $\nu$ |

[^13] now" and "right here" criterion.
index that should be calculated for overheating period and overcooling period separately. The limit of this index is that, (i) it is category-based, (ii) it lacks the normalization to the number of occupied hours, this makes the comparison of buildings with different occupancy profiles troublesome, (iii) it is only based on the operative temperature and neglects the effects of personal factors (metabolic rate and clothing factor) and environmental parameters (relative humidity and air velocity) in the determination of thermal comfort, and (iv) no maximum thresholds are prescribed to limit the short-term and long-term overheating.

The PPDw index is proposed only for the PMV/PPD model (see Section 3.1). It assumes the time (occupied hours) in which the PMV exceeds the comfort boundaries is weighted with a weighting factor ( $\mathrm{wf}_{\mathrm{i}}$ ). The wfi is a module that quantifies the measured or simulated PPD over the corresponding PPD limit. Similar to the $D h$ index, the assessment of overheating and overcooling discomfort is separated, making it asymmetric. The PPDw allows the consideration of the hourly percentage of dissatisfaction accumulation over time. However, the limitation of this index is that (i) it is only based on PMV/PPD model, (ii) it is not normalized to the number of occupied hours, (iii) no maximum thresholds are prescribed, and (iv) it is category-based. The time-integrated overheating/discomfort indices in EN 15251 and EN 16798 standards are listed in Table 5.
3.2.1.2. ISO 7730 and ISO 17772. For time-integrated thermal discomfort assessment, ISO 7730 provides five methods, namely Percentage of Occupied hours Outside the Range (\%POhOR 150 7730), Degree hours ( $D h_{\text {ISO }} 7730$ ), PPD weighted ( $P P D w_{\text {iSO }} 7730$ ), average PPD (avgPPD), and PPD Over Time (PPDOT) criteria.

The \%POhOR ${ }_{I S O}{ }_{7730}$ is similar to $\% P O h O R_{E N}$. The $D h_{I S O} 7730$ index however has some differences compared to the $D h_{E N}$ index related to the calculation of weighting factor $\left(\mathrm{wf}_{\mathrm{i}}\right)$. Based on the ISO 7730 formulation of $w f_{i}$, it penalizes the recurrence of exceedance and weights the discomfort by the amplitude of the comfort range (i.e., it results in higher discomfort for the same exceedance where the stricter thermal conditions are assigned such as in Category I) [29]. The only difference in the calculation of the PPDw ${ }_{\text {ISO }}^{7730}$ compared to the $P P D w_{E N}$ is that the ISO 7730 method increases the value of the $P P D w_{I S O}{ }_{7730}$ even if the $P M V$ is equal to the upper or lower limit of the comfort range.

The average PPD (avgPPD) index shows the average PPD calculated over the occupied hours. The avgPPD does not rely on the limits of any specific comfort category; it quantifies the accumulation of discomfort over time without the problem of discontinuity at the boundaries of the comfort categories. It is a useful index to compare and optimize the thermal comfort performance of different buildings independent of the occupancy expectation levels. However, (i) this index is only applicable to the PMV/PPD model and (ii) it is symmetric.

The PPD Over Time (PPDOT) consists of the summation of all PPDS during the occupied hours. The PPDOT does not depend on the limits of comfort categories. This index has some disadvantages such as, (i) it is only based on the PMV/PPD model, (ii) it is symmetric, and (iii) it is not normalized to the occupied hours. ISO 7730 includes threshold limits on none of the above indices to limit the short-term and long-term overheating/discomfort.

All the recommendations on time-integrated overheating/discomfort indices and criteria in ISO 17772 are identical to that of EN 16,798 (see Section 3.2.1.1). Table 5 summarizes all the timeintegrated overheating/discomfort indices in ISO 7730 and ISO 17772.
3.2.1.3. ASHRAE 55 (2017) and ASHRAE (2020). For time-integrated thermal discomfort assessment, both versions of ASHRAE 55 provide two principal and identical indices in informative Appendix

L, namely, Exceedance Hours ( $E H$ ) and Weighted Exceedance Hours (WEH). Moreover, some metrics such as expected number of episodes, rate of change exceedance, and local discomfort exceedances within a time period of interest exist in ASHRAE 55; however, the calculation methods are not presented.

The $E H$ index shows the number of occupied exceedance hours when the PMV or the operative temperature is outside the static and adaptive comfort zone boundaries (see Section 3.1). The EH can be calculated using a binary weighting factor ( $\mathrm{H}_{\mathrm{disc}}$ ). The $\mathrm{H}_{\text {disc }}$ is one during the out-of-range conditions and is zero during the time within the comfort zone. The $E H$ index quantifies the general discomfort without distinguishing between overheating and overcooling discomfort. This index can be criticized since, (i) it does not include the intensity of discomfort, (ii) no limits are prescribed as the acceptable deviation of the $E H$ index, (iii) it is symmetric, (iv) it is category-based if adaptive comfort model is applied, and (v) it is not normalized to the occupied hours.

The WEH quantifies the severity of discomfort during the occupied hours which is analogous to the Degree hours index described in Section 3.2.1.1. To calculate the WEH, ASHRAE 55 provides a formula based on the PMV for the static comfort model and a formula based on operative temperature for the adaptive comfort model. The WEH based on the PMV is the summation of the $|P M V|-0.5$ weighted by the binary weighting factor ( $\mathrm{H}_{\text {disc }}$ ) during the occupied hours. And, the WEH based on the operative temperature consists of the summation of two factors during the occupied hours, (i) the difference between the operative temperature and minimum adaptive comfort threshold (if $T_{o p, i}<T_{o p, i, t o w e r)}$ ) weighted by the $H_{\text {disc }}$ and (ii) the difference between the operative temperature and maximum adaptive comfort threshold (if $T_{o p, i}>T_{o p, i, u p p e r}$ ) weighted by the $\mathrm{H}_{\text {disc }}$. The WEH has some limitations since, (i) it is not normalized to the occupied hours, (ii) no limits are prescribed as the acceptable deviation of the WEH index, (iii) it is symmetric, and (iv) it is category-based if the adaptive comfort model is applied. All the time-integrated discomfort indices in ASHRAE 55 are summarized in Table 5.
3.2.1.4. CIBSE Guide A (2006), CIBSE TM52, CIBSE Guide A (2015), and CIBSE TM59.
CIBSE Guide A (2006). CIBSE Guide A (2006) defines Percentage of Occupied hours Outside the Range (\%POhOR CIBSE Guide A,op ) as a single index to assess the time-integrated overheating, only for naturally ventilated buildings. The \%POhOR ${ }_{\text {CIBSE Guide A,op }}$ index consists of the summation of all occupied hours exceeding the fixed maximum operative temperature limit (i.e., benchmark peak temperature) (see Section 3.1) over the total number of occupied hours. The \% POhOR ${ }_{\text {CISSE Guide A,op }}$ is an asymmetric index focusing on overheating discomfort. According to CIBSE Guide A (2006) overheating criteria, the \%POhOR ${ }_{\text {CIBSE Guide A }, \text { op }}$ should not exceed more than $1 \%$ during the occupied hours year-round in the bedrooms and living room in dwellings. It can be criticized since, (i) it is based on operative temperature and does not take into account the influential personal factors (i.e., clothing factor and metabolic rate) and environmental parameters (i.e., relative humidity and air velocity) in the determination of thermal comfort, (ii) only a long-term annual overheating criterion is prescribed, and (iii) it does not consider the intensity of overheating.
CIBSE TM52. CIBSE TM52 introduces a method consisting of three criteria for time-integrated overheating evaluation, only for freerunning buildings. The criterion (1) and criterion (2) are concerned with time-integrated overheating; however, the criterion (3) is a "right now" and "right here" approach to limit the instant overheating in buildings. The three criteria, taken together, provide a holistic approach to overheating risk assessment and a zone or building that fails any two of the three criteria is classed as overheated.

Criterion (1) uses the Hours of exceedance ( $\mathrm{He}_{\text {CIBSE TM52 }}$ ) index that is the percentage of hours when the indoor operative temperature is exceeding the maximum temperature limit (see Section 3.1) by one or greater than one degree K over the total number of occupied hours. The $\mathrm{He}_{\text {CIBSE TM52 }}$ should be calculated during a typical non-heating season (1 May to 30 September). According to its definition, the He CBSE TM52 is an asymmetric index focusing on overheating discomfort during the summertime. For He abse tmsz index, CIBSE TM52 allows for a maximum deviation of $3 \%$ during the occupied hours. The criterion (1) can be criticized since, (i) it neglects the intensity of overheating, (ii) it is specific for the period from May to September, it excludes the potential overheating events that can happen in other periods [60], (iii) it is based on operative temperature and does not take into account the influential personal factors (i.e., clothing factor and metabolic rate) and environmental parameters (i.e., relative humidity and air velocity) in the determination of thermal comfort, and (iv) it sets a criterion only to limit long-term overheating.

In criterion (2), CIBSE TM52 defines the daily Weighted exceedance $\left(W_{e}\right)$ index to deal with the severity of overheating within any one day. The $W_{e}$ index resembles the Degree hours metric quantifying the number of exceedance hours weighted by a factor (WF). The WF is the module of the difference between the operative temperature and maximum temperature limit (see Section 3.1) (similar to the $\mathrm{wf}_{\mathrm{i}}$ in the calculation of $D h$ ). The $W_{e}$ is an asymmetric index concerned with overheating discomfort. CIBSE TM52 allows the $W_{e}$ index to reach equal to or<6 in any one day setting a short-term (daily) criterion to limit the overheating during the heatwave events. The criterion (2) has some limitations such as, (i) it is not normalized to the occupied hours, (ii) it is only based on the operative temperature and does not take into account the influential personal factors (i.e., clothing factor and metabolic rate) and environmental parameters (i.e., relative humidity and air velocity) in the determination of thermal comfort, and (iii) it sets a criterion only to limit short-term overheating.

The criterion (3) is simply setting an absolute maximum value, in which the indoor operative temperature shall not exceed by 4 K . It sets a limit beyond the adaptation actions will be insufficient to restore the personal comfort aiming at covering the extreme heatwave events in the future climates. This asymmetric criterion does not account for the accumulation of overheating over time. It can be criticized because it only assigns a threshold value for operative temperature but not for other environmental parameters such as relative humidity and air velocity.
CIBSE Guide A (2015). For time-integrated overheating evaluation in mechanically cooled and naturally ventilated buildings, CIBSE Guide A (2015) uses the Percentage of Occupied hours Outside the Range (\%POhOR ${ }_{\text {CBSE Guide A }}$ ) index that shows the exceedance hours over the upper comfort threshold represented in PMV or operative temperature scale (see Section 3.1). It is thus an asymmetric index. To limit the long-term overheating, the calculated \% POh $O R_{\text {CIBSE Guide A }}$ should not exceed the maximum limit of comfort for more than $3 \%$ during the occupied hours. We can criticize this index since, (i) it only considers the frequency of overheating, and (ii) only a long-term (annual) threshold value is prescribed.

For time-integrated overheating evaluation in free-running buildings, CIBSE Guide A (2015) follows the three criteria that are previously described in CIBSE TM52.
CIBSE TM59. The criteria for homes predominantly mechanically conditioned follows the CIBSE fixed temperature test which states that all zones should not exceed an operative temperature of $26^{\circ} \mathrm{C}$ for more than $3 \%$ of the annual occupied hours.

For homes predominantly naturally ventilated, CIBSE TM59 requires compliance based on passing the two following criteria,
(i) in living rooms, kitchens, and bedrooms, the criterion (1) of CIBSE TM52 should be respected, and (ii) in the bedrooms during the sleeping hours from 10 pm to 7 am , the operative temperature should not exceed $26^{\circ} \mathrm{C}$ for more than $1 \%$ of total annual hours. The latter leads to the definition of an asymmetric index called Percentage of Sleeping hours Outside the Range (\%PShOR CIBSE TM59 $^{\text {) }}$ ).

Overall, following the two above criteria of CIBSE TM59 has some limitations, (i) both criteria are based on operative temperature and do not take into account the influential personal factors (i.e., clothing factor and metabolic rate) and environmental parameters (i.e., relative humidity and air velocity) in the determination of thermal comfort, and, (ii) both criteria neglects the intensity of overheating, (iii) both criteria set threshold values to limit longterm overheating (i.e., seasonal and annual), (iv) the \%PShOR ${ }_{\text {CIBSE }}$ TM59 index makes a rough estimation regarding the sleeping time and duration, and (v) the threshold selection for \%PShOR ${ }_{\text {CIISE TM59 }}$ is contentious, for instance, World Health Organization (WHO) suggests a threshold of $24^{\circ} \mathrm{C}$ for bedrooms.

All the time-integrated overheating indices in CIBSE norms are summarized in Table 5.
3.2.1.5. Passive house. Regarding the time-integrated overheating evaluation in buildings without active cooling or with passive cooling, the Passive House standard contains an asymmetric index called the Percentage of hours outside the range (\%PhOR) (see Table 5). The \%PhOR index shows the percentage of hours (occupied and unoccupied) exceeding the pre-defined threshold value of $25^{\circ} \mathrm{C}$. For a building to comply with the requirements of Passive House standard, the \%PhOR should not exceed $10 \%$ throughout the year for all living areas. This approach can be criticized since, (i) it only sets a long-term (annual) overheating criterion, (ii) it is only based on the operative temperature and does not take into account the influential personal factors (i.e., clothing factor and metabolic rate) and environmental parameters (i.e., relative humidity and air velocity) in the determination of thermal comfort, (iii) it includes the discomfort hours during the unoccupied periods, and (iv) it neglects the intensity of overheating.

### 3.2.2. National building codes based on the Energy Performance of building Directive (EPBD)

In 2012, the European Commission established a legislative framework that includes the Energy Performance of Building Directive (EPBD) [61]. The EPBD aims at promoting energy efficiency and decarbonized building stock by 2050 s as well as creating a stable environment in buildings. General regulations made by EPBD must be interpreted and implemented by the Member States in the national building regulations. In this section, we investigate the overheating evaluation methods in the national building codes of Belgium, Germany, France, the UK, and the Netherlands.

Belgium. In Belgium, each region (i.e., Brussels, Flanders, and Wallonia) is in charge of implementing the EPBD individually. The region of Brussels "Région de Bruxelles-Capitale" decided to adopt the criteria defined by Passive House standard for the residential buildings that are new or assimilated to new $[62,63]$. The overheating compliance in Brussels is achieved by not exceeding $25^{\circ} \mathrm{C}$ by $5 \%$ during the occupied hours throughout the year. On the other hand, the regions of Wallonia "Région wallonne" and Flanders "Vlaams Gewest" establish a quasi-steady-state heat balance method derived from ISO 13790 for new and renovated residential buildings without active cooling [64]. Accordingly, a timeintegrated overheating index $\mathrm{I}_{\text {overh }}[\mathrm{Kh}]$ is introduced which sums up the normalized monthly excess of heat gains $Q_{\text {excess norm, }}[\mathrm{Kh}]$ in relation to the indoor set-point temperature,
$I_{\text {overh }}=\sum_{m=1}^{12} Q_{\text {excessnorm,m }}[K h]$
$Q_{\text {excessnorm,m }}=\frac{\left(1-\eta_{\text {util,overh }, m}\right) \cdot Q_{g, o v e r h, m}}{H_{T, \text { verh }}+H_{V, o v e r h, m}} \cdot \frac{1000}{3,6}$
Where $\eta_{\text {util,overb, } \mathrm{m}}[-]$ is the utilization factor depending on the ratio between the monthly heat loss and heat gain, $Q_{g, o v e r h, m}$ is the monthly solar and internal heat gains [M]], $H_{T, \text { overh }}$ is the conduction heat transfer coefficient $[W / K]$, and $H_{V, o v e r b, m}$ is the monthly ventilation heat transfer coefficient $[\mathrm{W} / \mathrm{K}]$. An acceptable range of $\left(1000 \mathrm{Kh}<\mathrm{I}_{\text {overh }}<6500 \mathrm{Kh}\right)$ over the annual period is recommended.

This method has some disadvantages such as, (i) it is calculated by heat balance equations, it does not take into account the influential personal factors (i.e., clothing factor and metabolic rate) and environmental parameters (i.e., air temperature, radiant temperature, relative humidity, and air velocity) in the determination of thermal comfort, (ii) it neglects the adaptation actions taken by the occupants, (iii) it is based on monthly averages of heat loads and thus not able to track short-term heatwave events, (iv) it is not normalized to the occupied hours, (v) it takes into account the unoccupied hours, and (vi) only a long-term (annual) threshold value is suggested.

Germany. In Germany, the national building code based on the EPBD was translated into DIN 4108 [65] to define the overheating calculation method and criteria for buildings with and without passive cooling. The method in DIN 4108 consists of two criteria for overheating protection, and compliance is achieved through passing one of them.

Criterion (1) is a simplified method with standardized boundary conditions. Accordingly, the summer overheating protection must be ensured in the most critical room in terms of solar and endogenous heat gains. For this aim, the solar transmittance $\mathrm{S}_{\text {vorh }}[-]$ index is proposed which is the function of room size, window size, window type, and solar shading devices,
$S_{\text {vorh }}=\frac{\sum_{j}\left(A_{W, j} \times g_{\text {tot } i, j}\right)}{A_{G}}$
Where $A_{W_{j}}$ is window area of zone $j\left[\mathrm{~m}^{2}\right], g_{\text {tot, }}$ is total energy transmittance of the glazing including sun protection of zone $\mathrm{j}[-]$, and $A_{G}$ is the net floor area $\left[\mathrm{m}^{2}\right]$. The calculated $\mathrm{S}_{\text {vorh }}[-]$ should not exceed the maximum value of solar transmittance $\mathrm{S}_{\mathrm{zul}}[-]$ calculated by,
$S_{z u l}=S_{1}+S_{2}+S_{3}+S_{4}+S_{5}+S_{6}$
$S_{y o r h} \leq S_{z u l}$
The $S_{1}$ to $S_{6}$ are proportional solar input parameters given in DIN 4108 as following,
$S_{1}$ for night ventilation type, climatic region, and usage
$S_{2}$ for the base area correction factor
$S_{3}$ for solar protection of glass
$S_{4}$ for window pitch
$S_{5}$ for window orientation
$S_{6}$ for passive cooling
Criterion (1) directly concerns with the solar gains through the glazing areas. It has some limitations such as, (i) it excludes the internal gains induced by the equipment and occupants, (ii) It does not accumulate the overheating discomfort over time (i.e., timeindependent), (iii) it neglects the influential personal factors (i.e., clothing factor and metabolic rate) and environmental parameters (i.e., air temperature, radiant temperature, relative humidity, and air velocity) in the determination of thermal comfort, and (iv) the notion of occupant adaptation is undermined. It was shown by

Krone et al. [66] that only compliance to the first criterion does not guarantee a comfortable thermal environment in buildings.

In Criterion (2), the symmetric Degree hours ( $D h$ ) index should be calculated for the most critical room of the building via the simulation. The reference temperature for the Dh calculation depends on climatic region (i.e, $25^{\circ} \mathrm{C}$ for "Klimaregion A" Rostock, $26{ }^{\circ} \mathrm{C}$ for "Klimaregion B" Potsdam, and $27^{\circ} \mathrm{C}$ for "Klimaregion C" Mannheim). The compliance is required on the value of $D h$ which should not exceed the specified value of 1200 Kh during the year. Criterion (2) overcomes the first two limitations of the criterion (1), however, (i) it still neglects the influential personal factors (i.e., clothing factor and metabolic rate) and environmental parameters (i.e., relative humidity and air velocity) in the determination of thermal comfort, (ii) it is not providing any criteria to limit the short-term overheating events, and (iii) it does not allow for occupant adaptation, and (iv) it is not normalized to the occupied hours.

France. In France, the EPBD is translated into a standard called "Règlementation Environnementale" (RE2020) [67]. The RE2020 uses the Degree hours $(D h)$ index to evaluate the discomfort during the summer in new residential buildings. The reference temperature for the $D h$ calculation should be derived from the maximum temperature limits of the Category II of the adaptive comfort model in EN 15251 (see Section 3.2.1.1). According to RE2020, the symmetric $D h$ should be evaluated for a weather scenario similar to that of 2003 heatwaves. The RE2020 sets a maximum threshold of 1250 Kh corresponding to a period of 25 days when the indoor operative temperature is continuously at $30^{\circ} \mathrm{C}$ during the day and $28^{\circ} \mathrm{C}$ at night. The criterion is applied to all climate zones across the country. Also, RE2020 sets the lowest threshold at 350 Kh beyond the penalties that will be applied in the calculation of energy performance.

The time-integrated overheating evaluation method in RE2020 has some limitations: (i) it imposes criterion only to limit the long-term overheating, (ii) it is based on operative temperature neglecting the personal factors (i.e., clothing factor and metabolic rate) and environmental parameters (i.e., air temperature, relative humidity, and air velocity) in the determination of thermal comfort, (iii) even though France consists of the regions with very different climatic characterization (the Oceanic to the Mediterranean), the same comfort zone boundaries are suggested, and (iv) it is not normalized to the occupied hours.

Uk. In the UK, the overheating evaluation method according to the EPBD is included within the Approved Document L1A for new dwellings [68] (there is no method for overheating evaluation in existing dwellings in Approved Document L1B [69]). The Approved Document L1A is updated regularly by the DCLG. It worth mentioning that the DCLG review report in 2014 did not present any proposed actions to the overheating calculation method [70]. Hence, the latest edition of the Approved Document L1A in 2013 with amendments in 2016 follows the same method and criteria of its previous edition published in 2013 [71] which enforces the SAP [72] to set the overheating criteria. We should also mention that according to [73], a recent draft of a consultation document on changes to Approved Document $\mathbf{L}$ by the UK government, there is an ongoing effort to replace the SAP methodology with more recent methodologies proposed for residential buildings such as the one in CIBSE TM59.

The SAP provides the overheating assessment method in Appendix P requiring the compliance to "overheating check". The SAP procedure introduces an internal threshold index ( $\mathrm{T}_{\text {threshold }}$ ) for overheating evaluation during the summer. The $T_{\text {threshold }}\left[{ }^{\circ} \mathrm{C}\right]$ is used to estimate the likelihood of high internal temperatures. The $T_{\text {threshold }}$ is calculated by summing up the mean external temperature during the summer month $T_{e}^{\text {summer }}$, the ratio of monthly
heat gains and heat losses, and an increment related to the building thermal mass $\Delta T_{\text {mass. }}$. The formula to calculate the $T_{e}^{\text {summer }}$ is,
$T_{\text {threshold }}=T_{e}^{\text {summer }}+G / H+T_{\text {mass }}$
Where $G$ is the sum of monthly solar and internal gains [W] and $H$ is the monthly ventilation and fabric heat loss [W]. The $\Delta T_{\text {mass }}$ can be calculated by,
$\Delta T_{\text {mass }}=2.0-0.007 \times$ TMPifTMP $<285$
Where TMP is the thermal mass parameter for building envelope components $\left[\mathrm{k} / / \mathrm{m}^{2} \mathrm{~K}\right]$. According to the SAP, the $T_{\text {threshold }}$ should be calculated for June, July and August. The level of likelihood of high internal temperatures during hot weather conditions is listed in Table 6. The disadvantages of the SAP method are, (i) it is specific for summertime overheating evaluation, (ii) It does not consider the influential personal factors (i.e., metabolic rate and clothing) and environmental parameters (i.e., radiant temperature, relative humidity, and air velocity) in the determination of thermal comfort, (iii) it neglects the occupant adaptation, (iv) it takes into account the unoccupied hours, ( v ) it is not normalized to the occupied hours, and (v) only the long-term (i.e., monthly) overheating is characterized. It was shown by McLeod and Swainson [27] that in complex building typologies that are inherently vulnerable to overheating such as a single-sided dwelling with high internal gains in the urban context, the steady-state procedure of SAP is not reliable in validating the design performance.

Netherlands. In the Netherlands, the EPBD was interpreted and included within NTA 8800 [74]. NTA 8800 contains the methods and criteria for overheating assessment in Almost Energy Neutral

Table 6
The threshold temperature ranges corresponding to the likelihood of high internal temperatures.

| $T_{\text {threstood }}\left[{ }^{\circ} \mathrm{C}\right]$ | Likelihood of high internal temperatures <br> during hot weather |
| :--- | :--- |
| $>23.5^{\circ} \mathrm{C}$ | Not significant |
| $22^{\circ} \mathrm{C}-23.5^{\circ} \mathrm{C}$ | Slight |
| $22^{\circ} \mathrm{C}-23.5^{\circ} \mathrm{C}$ | Medium |
| $>23.5^{\circ} \mathrm{C}$ | High |

Table 7
The $\mathrm{Wf}_{\mathrm{i}, \text {, TAA } 8800}$ corresponding to the PMV and PPD values for the calculation of GTO.

| PMV $[-]$ | PPD $[\%]$ | $\mathrm{Wf}_{\mathrm{i}}$, NTA 8800 |
| :--- | :--- | :--- |$[-]$.

Buildings (BENG) (in Dutch "Bijna Energie Neutrale Gebouwen"). The overheating evaluation requires the determination of dimensionless index $T O_{\text {jul }}$. The value is calculated depending on the façade surface per orientation. For instance, a terraced house has two outcomes, and a corner house has three outcomes. The $T O_{j u h}$ should be calculated for the month of July using the formula below,
$T O_{j u l i ; ; r, z i}=\frac{\left(Q_{C, n d d_{j} \text { juli,or }, z i}-Q_{C, H P_{j} j u l i, o r, z i}\right) \times 1000}{\left(H_{C, D j, j u l, o r, z i}+H_{g r, a n, j u l i, o r, z i}+H_{C, v e, j u l i, o r, z i}\right) \times h_{j u l i}}$
Where $Q_{C, n d, j u l i, o r, z i}$ is cooling demand for orientation or in zone zi $[\mathrm{kWh}], Q_{C, H P, j u l i, o r, z i}$ is the extracted energy from the cooling unit by the booster heat pump for orientation or in zone $\mathrm{zi}[\mathrm{kWh}]$, $\mathrm{H}_{C, D, j u l i, o r, z i}$ is direct heat transfer coefficient by transmission between the heated space and the outdoor air except for the ground floor for orientation or in zone $\mathrm{zi}[\mathrm{W} / \mathrm{K}], \mathrm{H}_{\mathrm{gr}, \mathrm{an}, \mathrm{juli}, o r, z i}$ is the direct heat transfer coefficient by the transmission for building elements in thermal contact with the ground for orientation or in zone zi [W/K], $\mathrm{H}_{\mathrm{C}, \mathrm{ve}, \mathrm{juli}, o r, z i}$ is the direct heat transfer coefficient through ventilation for orientation or in zone $\mathrm{zi}[\mathrm{W} / \mathrm{K}]$, and $\mathrm{h}_{\mathrm{juli}}$ is the total time over the month of July. The $\mathrm{TO}_{\mathrm{juli}}$ is an indication number derived from the average cooling requirement of the entire building. A maximum limit value of 1 is specified for the $\mathrm{TO}_{\mathrm{juli}}$. It should be mentioned that If the building is provided with cooling, there is then no need for the calculation of the $\mathrm{TO}_{\mathrm{juli}}$.

NTA 8800 also provides a method based on the weighted limit temperature (GTO) to calculate the risk of overheating more accurately when the $\mathrm{TO}_{\mathrm{juli}}$ slightly exceeds its limit value. In the GTO method, the hours of when the actual or calculated PMV exceeds the limit value of +0.5 are weighted proportional to the PPD as shown in Table 7. The formula to calculate the GTO is,
$G T O=\sum W f_{i, N T A 8800}$
The GTO is calculated for the living areas with a threshold value of 450 . The method provided by NTA 8800 for overheating evaluation has some limitations such as, (i) by only using the $\mathrm{TO}_{\mathrm{juli}}$ index it is not possible to track and limit the short-term (i.e., hourly, daily, and weekly) overheating events, (ii) $\mathrm{TO}_{\text {juli }}$ takes into account the unoccupied hours, (iii) the $\mathrm{TO}_{\text {juli }}$ is calculated by heat balance equations, it does not take into account the influential personal factors (i.e., clothing factor and metabolic rate) and environmental parameters (i.e., air temperature, radiant temperature, relative humidity, and air velocity) in the determination of thermal comfort, (iv) the GTO index is not normalized to the occupied hours, (v) both methods are specific for the long-term overheating during the month of July and neglect overheating occurrence in other months even during the summer, and (vi) both mehtods exclude the occupant adaptation notion.

In Table 8, we summarize the overheating assessment methods in EPBD regulatory documents in five abovementioned countries with some key information. The occupant adaptation to the ther-

Table 8
Summary of overheating assessment methods in national building codes based on the EPBD.

| Country | Regulatory documents based on EPBD | Static <br> model | Adaptive model | Based on heat balance | Based on comfort parameters | Multizonal or single-zone approach |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Belgium (Brussels) | Rêglementation sur la Performance Energêtique des Bâtiments (PEB Brussels) | $\nu$ |  |  | $\checkmark$ | Multi-zonal |
| Belgium (Wallonia and Flanders) | Rêglementation sur la Performance Energêtique des Bâtiments (PEB Wallonia)Energieprestatie en Binnenklimaat (EPB Flanders) | $\nu$ |  | $\nu$ |  | Single zone |
| Germany | Deutsches Institut für Normung (DIN) 4108-6 | $\nu$ |  | $\nu$ (Criterion 1) | $\nu$ (Criterion 2) | Multi-zonal |
| France | Rêglementation Environnementale(RE2020) |  | $\nu$ |  | $\nu$ | Multi-zonal |
| UK | Approved Document L1A | $\nu$ |  | $\nu$ |  | Single zone |
| Netherlands | Netherlands Technical Agreement (NTA) 8800 | $\nu$ |  | $\boldsymbol{\sim}$ (Criterion 1 ) | $\nu$ (Criterion 2) | Multi-zonal |

mal environment is largely neglected in the reviewed building codes except for France. The building codes in Belgium (Wallonia and Flanders), Germany, the UK, and the Netherlands have only or at least one criterion based on the steady-state heat balance equations. The heat balance approach does not fully represent the occupant thermal sensation which is determined by six major parameters (i.e., air temperature, radiant temperature, relative humidity, air velocity, metabolic rate, and clothing, ). The evidence of compliance in Belgium (Wallonia and Flanders) and the UK is provided by considering the heat balance of the whole building as a single zone. This approach prevents the identification of the most critical zones within a building and includes the effect of trivial zones (e.g., attic, warehouse etc.) in overheating assessments.

### 3.2.3. Scientific literature

3.2.3.1. Indoor overheating Degree (IOD), Ambient Warmness Degree (AWD), and overheating escalation factor ( $\boldsymbol{\alpha}_{\text {IOD /AWD }}$ ). Hamdy et al. [14] proposed a climate change-sensitive overheating evaluation method based on three indices called Indoor Overheating Degree (IOD), Ambient Warmness Degree (AWD), and Overheating Escalation Factor ). The Indoor Overheating Degree (IOD) index is the summation of the temperature difference between the indoor operative temperature and a preferred comfort temperature averaged over the total number of zonal occupied hours. In other words, it incorporates the frequency by integrating the intensity over the occupied hours in different building zones. The $I O D\left[{ }^{\circ} \mathrm{C}\right]$ can be calculated by,
$I O D=\frac{\sum_{z=1}^{Z} \sum_{i=1}^{N_{o c}(z)}\left[\left(T_{o p, i, z}-T_{o p, i, z, u p p e r}\right)^{+} \times h_{i, z}\right]}{\sum_{z=1}^{Z} \sum_{i=1}^{N_{o o c}(z)} h_{i, z}}$
Where $z$ is zone counter, i is occupied hour counter, Z is total building zones, $\mathrm{N}_{\text {occ }}(\mathrm{z})$ is the total number of zonal occupied hours, $\mathrm{T}_{\text {op, }, 2}$ is the indoor operative temperature in zone $z$ at time step $\mathrm{i}\left[{ }^{\circ} \mathrm{C}\right], \mathrm{T}_{\text {op,i, }, \text {,upper }}$ is the maximum comfort threshold in zone $z$ at time step $i\left[{ }^{\circ} \mathrm{C}\right]$, and $h$ is the time step $[1 \mathrm{~h}]$. Only positive values of the difference $\left(\mathrm{T}_{\text {op, }, \mathrm{i}, 2}-\mathrm{T}_{\text {opp,i, , upper }}\right)^{+}$are considered. Both static and adaptive temperature limits can be used as comfort thresholds. The authors recommended two types of comfort models, (i) the static comfort model of CIBSE Guide A [75], and (ii) the adaptive comfort models by [76,77].

The IOD is an asymmetric and multi-zonal index that allows for considering the occupancy profiles of each zone, separately. Such an approach makes it easier to use zone-specific comfort models to reflect the occupant behaviour and adaptation opportunities within a zone. However, it is only based on operative temperature and thus neglects the influential personal factors (i.e., clothing factor and metabolic rate) and environmental parameters (i.e., relative humidity and air velocity) in the determination of thermal comfort. Another drawback is that there are no threshold values recommended to limit the short-term and long-term overheating.

The second index is the Ambient Warmness Degree $\left(A W D_{b}\right)$ that shows the severity of outdoor thermal conditions. The $A W D_{b}\left[{ }^{\circ} \mathrm{C}\right]$ consists of averaging the cooling Degree hours over the total number of building occupied hours,
$A W D_{b}=\frac{\sum_{i=1}^{N}\left[\left(T_{a, i}-T_{b}\right)^{+} \times h_{i}\right]}{\sum_{i=1}^{N} h}$
Where $\mathrm{T}_{a}$ is the outdoor dry-bulb air temperature $\left[{ }^{\circ} \mathrm{C}\right], \mathrm{T}_{\mathrm{b}}$ is the base temperature $\left[{ }^{\circ} \mathrm{C}\right], \mathrm{N}$ is the total number of occupied hours when $T_{a, i} \geqslant T_{b}$. The choice of base temperature is context-specific depending on the climate and building characteristics (e.g., age, construction type, occupancy type etc.). The $T_{b}$ of $18^{\circ} \mathrm{C}$ is suggested by the authors appropriate for temperate climates. The main drawback regarding the calculation of the $A W D_{b}$ index is that it does not include the effect of solar radiation on outdoor thermal severity. It
raises uncertainty since the same $A W D_{b}$ values result in two climates that have the same outdoor air temperature profiles but with different profiles of solar irradiance.

The $A W D_{b}$ was established and normalized by building occupied hours to be coupled with the IOD index through the dimensionless third index ( $\alpha_{1 O D / A W D}$ ). Basically, the ( $\alpha_{\text {IOD/AWD }}$ ) index couples the indoor and outdoor thermal environments showing the sensitivity of a building to outdoor thermal stress. The $\left(\alpha_{10 D / A W D}\right)[-]$ is calculated by,
$\alpha_{\text {IOD } / A W D}=\frac{I O D}{A W D_{b}}$
$\alpha_{\text {IOD/AND }}>1$ means that the building is unable to suppress outdoor thermal stress. $\alpha_{I O D / A W D}<1$ means that the building can suppress some of the outdoor thermal stress. It is suggested that the $I O D$ and $A W D_{b}$ indices be calculated under multiple contemporary and future weather scenarios. Afterwards, by assuming a linear regression between both parameters, one can calculate the $\alpha_{\text {IOD/AWD }}$. In this case, the $\alpha_{\text {IOD/AWD }}$ shows the sensitivity of a building to the progressive rise in outdoor air temperature due to the impact of climate change.
3.2.3.2. Heat exposure index (HEI). Hendel et al. [43] suggested Heat Exposure Index (HEI) which is a cumulative index focusing on overheating discomfort during sleeping time. The $H E I$ index is resulted by integrating the difference between the indoor air temperature $\mathrm{T}_{a, \mathrm{i}}\left[{ }^{\circ} \mathrm{C}\right]$ and a set-point temperature $T_{\text {set-point }}\left[{ }^{\circ} \mathrm{C}\right]$ over the sleeping time ( $11 \mathrm{pm}-7 \mathrm{am}$ ). Only the positive values of the difference $\left(T_{a, i}-T_{\text {set-point }}\right)^{+}$is considered. The HEI is calculated by,
$H E I=\int_{11 p m}^{7 a m}\left(T_{a, i}-T_{\text {set-point }}\right)^{+} T_{T_{a, i} \geq T_{\text {set poinc }}} d t$
A set-point temperature of $26^{\circ} \mathrm{C}$ is suggested by the authors based on the work of [78]. The HEI is an asymmetric index focusing on overheating during sleeping time. It incorporates the intensity and the length of time when the indoor air temperature is exceeding the set-point temperature. The calculation method is not index-specific, and other indices such as the Universal Thermal Climate Index (UTCI) can be used instead of air temperature.

The HEI index has some limitations such as: (i) it makes a rough estimation regarding the sleeping time and duration, (ii) the threshold selection is contentious considering the threshold of $24^{\circ} \mathrm{C}$ suggested by WHO for bedrooms, (iii) it neglects the day-time overheating periods (iv) it does not consider other influential environmental parameters (i.e., radiant temperature, relative humidity, air velocity) and personal factors (i.e., metabolic rate and clothing factor) in the determination of thermal comfort, (v) it is not normalized to the occupied hours, and (vi) it is specific for short-term overheating evaluation and no threshold value is prescribed.

## 4. Discussion

This paper initially reviews the static and adaptive comfort models suggested by different standards to derive the threshold values in PMV/PPD or operative temperature scales to be implemented in the overheating/discomfort calculations. Numerous studies discussed the applicability of the static and adaptive comfort models in buildings with different cooling modes (airconditioned, non-air-conditioned, and mixed-mode) [79-87]. It was reported in [88-90] that the static comfort models are performing well in air-conditioned spaces. However, such models overestimate the discomfort and technically predict more heating or cooling loads to provide a thermally comfortable environment [91]. On the other hand, the adaptive comfort models are
suggested for naturally ventilated ones where the occupants have more connection to the outdoor environment $[33,92]$. Although there is still no consensus on the choice of comfort model in mixed-mode buildings, it was shown by Parkinson et al. [92] that these buildings are more closely aligned to naturally ventilated buildings in determining the neutral temperatures, and thus the adaptive comfort model is preferable.

It worth mentioning that the concept of occupant adaptation is more elaborated in thermally asymmetrical environments through the thermoregulatory models of the human body. Cheng et al. [34] reviewed such models and grouped them into physiological and psychological models. Thermoregulatory models deal with the whole or segmented human body interaction with the adjacent portion of the thermal environment. Therefore, they require detailed modelling (via numerical methods such as Computational Fluid Dynamics) or extensive point-in-space measurements to accurately reveal the distribution of environmental parameters (e.g., relative humidity, temperature etc.) through space. Two main factors are preventing their widespread, (i) there is a complexity associated with the detailed analysis of the thermal environment and segmentation of the human body, and (ii) they are environment-specific (i.e., sensitive to hot or cold environments) and thus not comprehensive enough [34].

Despite all the research into thermal comfort, there are still questions about the appropriateness of using it as a framework for assessing the issues such as morbidity and mortality [93,94]. The findings of [93] outline the lack of sufficient and direct epidemiological evidence concerning the adverse health effects due to high-temperature exposure. Whereas the mortality rate is increased during extreme events (e.g., heat waves) are positively associated with mortality. In addition, there is a lack of true understanding in the existing thermal comfort models when it comes to the most vulnerable population like the elderly people [42,95]. As a result, further research into thermal comfort and its effect on morbidity and mortality rate is required to solidify our understanding and instigate the policy changes.

Our review on time-integrated overheating indices led to significant findings in this context. We found that some indices such as Percentage of Occupied hours Outside the Range (\%POhOR ${ }_{E N}$ \& iso 17772 and \%POhOR ${ }_{I S O} 7730$ ), Averaged PPD (AvgPPD), PPD Over Time (PPDOT), Exceedance Hours (EH), and Weighted Exceedance Hours (WEH) are symmetric. It means that they synthesize both overheating discomfort and overcooling discomfort in a single value. Although such indices provide useful insights on general comfort conditions in buildings, but they mix up two very different aspects of thermal comfort. Therefore, the sole use of these indices does not imply whether the building can overcome the overheating discomfort or overcooling discomfort.

Through our review, we attempt to distinguish between the criteria prescribed to limit short-term (hourly, daily, and weekly) and long-term (monthly, seasonal, and annual) overheating or discomfort. To ensure an acceptable thermal environment throughout the year, it is necessary to consider both short-term and long-term overheating criteria in building design and retrofit strategies. A building only complying with the short-term overheating criteria will be able to suppress the short-term heatwave events but might not be able to maintain an acceptable thermal environment in the long-term (i.e., design for heatwave). Differently, a building complying with only the long-term overheating criteria will be able to maintain an acceptable thermal environment in the long-term but might not be able to withstand short-term heatwave events (i.e., design for climate).

Surprisingly, none of the previous studies as well as ASHRAE 55 and ISO 7730 standards prescribed any threshold values. EN 15251 and Passive House standards provide a single value to limit only the long-term annual discomfort and overheating, respectively.

While more recent standards such as EN 16798 and ISO 17772 prescribe values to limit short-term (only weekly) and long-term (monthly and annual) discomfort in buildings. The CIBSE TM52 provides criteria to limit seasonal overheating as well as daily and instant overheating in naturally ventilated buildings. The EPBD regulations define annual criterion in Belgium, annual and seasonal criteria in Germany, annual criterion in France, monthly criterion in the UK, and monthly (only for July) criterion in the Netherlands. It shows that setting comprehensive criteria to fully limit shortterm and long-term overheating (or discomfort) phenomena was not so far that much of interest in building design and operation policies.

The building experts commonly agree that there is a growing risk of overheating in buildings due to the impact of climate change. The only study that examined overheating in the context of climate change is the work of Hamdy et al. [14] (see Section 3.2.3.1). They introduced the overheating escalation factor ( $\alpha_{\text {IOD/AWD }}$ ) index by coupling the Indoor Overheating (IOD) and Ambient Warmness Degree (AWD) indices. The rod/AWD seems a promising index by integrating the rate of change in intensity and frequency of overheating in relation to the progressive rise in outdoor air temperature. In other words, it estimates the thermal sensitivity of a building to the overheating impact of climate change. A reliable value calculated for the oD/AWD index allows the building designer to simply predict the evolution of overheating risks without requiring a whole building thermal modelling. It is also a useful index to compare the effectiveness of different active and passive cooling technologies on the thermal resistivity of buildings against the overheating impact of climate change.

## 5. Conclusion

In this paper, we have comprehensively reviewed the timeintegrated overheating/discomfort evaluation methods proposed for residential buildings in temperate climates in terms of thermal comfort models, indices, and criteria. We explored EN 15251, EN 16798, ISO 7730, ISO 17772, ASHRAE 55 (2017), ASHRAE 55 (2020), CIBSE Guide A (2006), CIBSE TM52, CIBSE Guide A (2015), CIBSE TM59, and Passive House standards (Section 3.2.1). We also look into five national building codes based on the Energy Performance of Building Directive (EPBD) in Belgium, France, Germany, the UK, and the Netherlands (Section 3.2.2) as well as two studies found in the scientific literature (Section 3.2.3). To summarize the significant recommendations and future research ideas, we provide the list below:

- In line with most standards, we suggest the static comfort models for air-conditioned buildings (see Table 2 and Table 3) and the adaptive comfort models for non-air-conditioned buildings both in living areas (see Table 4). The provisions are required in the bedrooms not to exceed the maximum threshold of $24^{\circ} \mathrm{C}$ suggested by the WHO.
- We recommend using the asymmetric indices to detect the shortcomings of the building thermal design in the matter of overheating and overcooling discomfort, individually.
- We recommend considering full criteria for overheating (i.e., short-term and long-term) in building designs. This prevents overheating not only during a specific period (e.g., heatwave events), but also warm discomfort throughout the year.
- We recommend further exploring and validating the climate change-sensitive method based on three indices $I O D, A W D$, and $\alpha_{\text {IOD/AWD }}$ by applying them on real multizonal buildings. Future research can also go in the direction of developing climate-change sensitive overheating evaluation methods.
- Future research is suggested to introduce time-integrated overheating indices by including more and more comfort parameters (i.e., relative humidity, metabolic rate, air velocity, air temperature, radiant temperature, and clothing factor). The new indices should be normalized to the occupied hours enabling a fair comparison between the buildings with different occupancy profiles.
- Future research is also recommended to review the overheating evaluation methods in non-residential buildings and in other climatic zones. Future research can analyze overheating calculation methods in the EPBD regulatory documents in other EU Member States.

Last but not least, the study is restricted to two major limitations. First, our review was limited to the methods and criteria proposed for overheating evaluations in residential buildings in temperate climates. Second, our study lacks the comparison and validation of the time-integrated overheating evaluation methods in a quantitative manner.
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## Appendix A

Table A. 1 contains the origin and a short description of the international standards analyzed in this paper. These standards are widely adopted in temperate regions of Europe to assess the indoor environmental quality, in particular thermal comfort during the design and operation of residential buildings.

## Appendix B

ISO and EN establish categories to define the static and adaptive comfort models reflecting the level of occupant expectation and indoor environmental quality. Similarly, ASHRAE 55 sets two ranges of acceptability $80 \%$ and $90 \%$ when defining the adaptive comfort model. The comfort categories are summarized in Table B.1.

Table A1
General description of comfort standards.

| Standards | Origin | Description |
| :---: | :---: | :---: |
| EN 15251 and EN 16798 | European (based in Brussels, Belgium) | EN 15251 was prepared by the Comitê Europêen de Normalisation (CEN) in 2006 as an essential requirement to EU Directive 2002/91/EC on Energy Performance of Building Directive (EPBD) covering both residential and non-residential buildings. In 2019, the CEN published EN 16798-1 and EN 16798-2, replacing the parts of EN 15,251 related to indoor environmental input parameters including the criteria for thermal comfort. EN 16798-1 contains the thermal comfort models and EN 16798-2 contains the methods for time-integrated discomfort assessment. All the above documents are still in force. |
| ISO 7730 and ISO 17772 | International (based in Geneva, Switzerland) | ISO (International Organization for Standardization) is a worldwide federation of national standard bodies that published ISO 7730 in 2004 containing the ergonomics of thermal environment and still remains in action. The ISO also published ISO 17772-1 in 2017 and ISO 17772-2 in 2018 defining indoor environmental quality and overall energy performance assessments, respectively. ISO 17772-1 contains the thermal comfort models and ISO 17772-2 contains the methods for time-integrated discomfort assessment. |
| ASHRAE 55 (2017) and ASHRAE 55 (2020) | United States | ASHRAE 55 (2017) was published in 2017 by the American Society of Heating, Ventilation, and Air-conditioning Engineers (ASHRAE) containing thermal environmental conditions for human occupancy in all building types. The ASHRAE 55 specifies the acceptable conditions for thermal environments during the design, operation, and commissioning of occupied spaces. The latest version of ASHRAE 55 was recently published in 2020, with some minor changes superseding the version 2017. |
| CIBSE Guide A (2006), CIBSE TM52, CIBSE Guide A (2015), and CIBSE TM59 | UK | CIBSE Guide A was published in 2006 by Charted Institution of Building Services Engineering (CIBSE), which is a standard setter and authority on building services as the primary UK technical reference for the designers and installers of Heating, Ventilation, and Air-Conditioning (HVAC) systems. Due to the increased risk of overheating, CIBSE formed an overheating task force to define and address the overheating risks in buildings. The outcome of this overheating task force activities was published as CIBSE TM52 in 2013. Subsequently, a newer version of CIBSE Guide A was published in 2015, superseding the version 2006 with some changes and included the overheating criteria developed in CIBSE TM52 for naturally ventilated buildings. CIBSE TM59 was also published in 2017 to provide a design methodology for the assessment of overheating risk in homes. All the above documents, except CIBSE Guide A (2006), are still in force. |
| Passive House | Germany | The Passive House is a voluntary standard provided by Passive House Institute (PHI) defining complete criteria for indoor environmental quality and energy efficiency in buildings. The Passive House standard aims at achieving a comfortable environment year-round with very low energy consumption. The evidence of compliance with the Passive House standard must be provided through a design tool called "Passive House Planning Package (PHPP)". |

Table B1
Comfort category applicability in EN, ISO and ASHRAE.

| ISO 7730 Cat. | EN 15251, EN 16798, and ISO 17772 Cat. | Category description |
| :--- | :--- | :--- |
| A | I | High level of expectation recommended for spaces occupied by very fragile and sensitive <br> persons with special requirements such as handicapped, sick, very young children and elderly persons |
| B | II | Normal level of expectation recommended for new buildings and renovations |
| C | Moderate level of expectation suggested for existing buildings |  |

ASHRAE 55 Cat.
90\% acceptability
80\% acceptability

When higher standard of thermal comfort is desired For typical applications
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#### Abstract

The global effects of climate change will increase the frequency and intensity of extreme events such as heatwaves and power outages, which have consequences for buildings and their cooling systems. Buildings and their cooling systems should be designed and operated to be resilient under such events to protect occupants from potentially dangerous indoor thermal conditions. This study performed a critical review on the state-of-the-att of cooling strategies, with special attention to their performance under heatwaves and power outages. We proposed a definition of resilient cooling and described four criteria for resilience-absorptive capacity, adaptive capacity, restorative capacity, and recovery speed -and used them to qualitatively evaluate the resilience of each strategy. The literature review and qualitative analyses show that to attain resilient cooling, the four resilience criteria should be considered in the design phase of a building or during the planning of retrofits. The building and relevant cooling system characteristics should be considered simultaneously to withstand extreme events. A combination of strategies with different resilience capacities, such as a passive envelope strategy coupled with a low-energy space-cooling solution, may be needed to obtain resilient cooling. Finally, a further direction for a quantitative assessment approach has been pointed out.
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## 1. Introduction

Climate change and extreme heat are critical issues faced by all countries. The Intergovernmental Panel on Climate Change (IPCC) defines climate extreme as "the occurrence of a value of a weather or climate variable above (or below) a threshold value near the upper (or lower) ends of the range of observed values of the variable" [1]. The long duration and high intensity heatwaves are becoming a potential natural hazard that presents significant risk and challenge to humans, buildings, and building-related systems. The extremely high temperatures can cause heatstroke, heat exhaustion and other heat-related diseases, which are particularly dangerous for vulnerable populations, such as the elderly or lowincome communities [2]. A most well-known hazard was the European heatwave 2003, which resulted in 14,800 excess deaths in France; 74\% of these excess deaths occurred indoors [3]. EuroHEAT estimated that the increase in mortality ranges from $7.6 \%$ to $33.6 \%$ during heatwaves by analyzing the impact of long heatwaves in nine European cities (Athens, Barcelona, Budapest, London, Milan, Munich, Paris, Rome and Valencia) [4].

Resilience is a concept widely applied in disaster risk management. It refers to "the ability of a system and its components parts to anticipate, absorb, accommodate, or recover from the effects of a hazardous event in a timely and efficient manner, including through ensuring the preservation, restoration, or improvement of its essential basic structures and functions", as defined by IPCC [5]. Resiliency in the context of the building environment refers to the ability of buildings and their systems to continue functioning as intended in the face of natural hazards imposed by climate change [6]. Buildings shelter humans from the outdoor environment and it is crucial that build-
ings maintain safe thermal conditions during extreme events, such as heatwaves. Current building and building-related system designs strongly focus on energy efficiency to mitigate climate change through reducing carbon emissions. However, energy efficient strategies (technologies and practices) are not always consistent with strategies that improve resilience to extreme heat; often there is a trade-off between these two objectives [7]. Ren et al. [8] contend that "Excessive striving for energy efficiency" could compromise a building's ability to maintain comfortable thermal conditions during heatwaves, such as higher insulation and airtightness. Another limitation for current building and building system design is the use of typical weather or historical weather files for the calculation of cooling demand and evaluation of the effectiveness of cooling strategies $[9,10]$. As a consequence, the building and its systems may not be prepared to cope with heatwaves or climate change. This is supported by the findings of several studies [11,12,13], which show that the low-energy cooling strategies that work well today might not remain effective under long-term climate change, or in extreme events such as a heatwave or a power failure.

Like energy efficiency, sustainability and economic affordability, resilience should be considered as an important property of buildings and their systems in the early design phase. Ceré et al. [14] note that resilience is already part of recent architectural and structural building design practices.

The recently formed International Energy Agency (IEA) Energy in Buildings and Communities Programme (EBC) Annex 80 "Resilient Cooling of Buildings" addresses this need by developing, assessing and communicating strategies for resilient cooling and overheating protection against climate change and the consequent hazards or events [15]. Many cooling technologies and solutions

Table 1
Definitions provided in literature for the concepts of resilience.

| Ref | Definition | Characteristics | Threats | Scale | Year |
| :---: | :---: | :---: | :---: | :---: | :---: |
| [29] | "Building resilience is defined as a building's ability to withstand severe weather and natural disasters along with its ability to recover in a timely and efficient manner if it does incur damages." | Withstand, recover, rapidity | Climate and natural disasters | Building | 2013 |
| [26] | "A resilient building is a building that not only is robust but also can fulfill its functional requirements (withstand) during a major disruption. Its performance might even be disrupted but has to recover to an acceptable level in a timely manner in order to avoid disaster impacts." | Withstand, absorb, recover, rapidity | Climate extremes | Building | 2019 |
| [24] | "A resilient built environment as one designed, located, built, operated, and maintained in a way that maximizes the ability of built assets, associated support system (physical and institutional) and the people that reside or work within the built asset, to withstand, recover from, and mitigate the impacts of threats." | Withstand, recover, mitigate | Natural hazards (geohazards and hydrometeorological hazards) | Built environment | 2008 |
| [14] | "The intrinsic ability of the built environment to react positively before, during and after the presence of the adversely exogenous input (e.g., landslides), i.e., the ability to absorb external disturbances, in order to maintain the system's original states or reach a new set of steady states for serving its normal functionalities." | Vulnerability, adaptive capacity, recoverability | Geo-environmental hazards | Built environment | 2017 |
| [21] | "Resilient urban energy system needs to be capable of "planning and preparing for", "absorbing", "recovering from", and "adapting" to any adverse events that may happen in the future. The complex, dynamic, and adaptive systems (e.g. cities) would not necessarily return to an equilibrium state." | Preparation, absorption, recovery, adaptation | Disruptions in energy supply | Urban energy systems | 2016 |
| [27] | "Resilience can be understood as the ability of the system to reduce the chances of a shock, to absorb a shock if it occurs (abrupt reduction of performance) and to recover quickly after a shock (re-establish normal performance)." | Robustness, redundancy, resourcefulness, rapidity | Earthquake | Community (technical, organization, social, economic) | 2003 |
| [5] | "The ability of a system and its component parts to anticipate, absorb, accommodate, or recover from the effects of a hazardous event in a timely and efficient manner, including through ensuring the preservation, restoration, or improvement of its essential basic structures and functions." | Anticipate, absorb, accommodate, recover | Climate extremes and disasters | System | 2012 |
| [28] | "Resilience is a continuous process starting from a reliable initial condition, followed by a vulnerability-survivability state after a disruptive event and eventually a recoverability phase aimed at achieving a new stable equilibrium condition." | N/A | Flood | Infrastructure system | 2012 |

are available both in the market and are under development. Previous studies have systematically compared various active and passive cooling strategies in terms of energy performance [16,17,18], thermal comfort and air quality [19], capital expenditure [16,18] and applicability in different climate zones [20]. However, the resilience of cooling strategies has not been widely discussed in the literature and it lacks a clear definition of resilient cooling and the criteria for assessing it.

The present study aims to fill this knowledge gap. First, we define resilient cooling and propose the criteria that can be used to assess the resilience of a cooling strategy. Second, we review the state-of-the-art of existing cooling strategies, assessing their physical principle, typologies, and performance, with special attention to resilience, applicability and technology readiness level. Finally, we use the proposed resilience criteria to qualitatively evaluate cooling strategies under various extreme events, such as, heatwaves and power outages.

## 2. Resilience and characteristics of resilient cooling

This section reviews the definition of resilience and the characteristics of resilient systems, and further discusses resilient cooling and the criteria for assessing it.

The concept of resilience originated in physics and psychology, where it described the ability of an object to return to its initial condition after a disruption [21,22]. The definition and interpretation of resilience vary from one discipline to another. Table 1 summarizes various definitions of resilience within the context of buildings and building-related systems.

One critical prerequisite for a comprehensive definition of resilience is to identify the threats or external perturbations to the systems, which can be summarized into an essential question as "resilience to what?"[23]. The threats faced by buildings and building-related systems are diverse and include both natural hazards and human hazards. Natural hazards can further be divided into geo-hazards, such as earthquakes, tsunamis, landslides, hydro-meteorological hazards (e.g., hurricanes and floods), wind storms and extreme temperature [24]. In the concept of resilient cooling, the building and its systems are mainly challenged by extreme heat events (heatwaves) and power outages. High power demand from air-conditioning during a heatwave strains and destabilizes the electrical grid [25]. Extreme heat can also impede power generation. For example, during the heatwave in 2003, the river water levels in France dropped so low that the cooling process of nuclear reactors became impossible and the nuclear power plants had to shut down [26].

Bruneau et al. [27] proposed four dimensions of resilience: technical, organizational, social, and economic. This study will mainly discuss resilient cooling from the technical point of view and the other dimensions will be treated as supplementary conditions. The resilience researches $[5,21,27]$ considered various scales from micro (building or building element) to macro (district, city, or urban). The current study will address the resilience of building-scale cooling strategies over the life of the building.

Some studies tended to define resilience by considering the phases that systems undergo with external disruptions (initial condition, vulnerability-survivability state, recoverability state, new stable equilibrium state) [14,28], but most defined resilience through its features and systems abilities [5,21,24,26,27,29]. Several words commonly found in the literature to characterize resilient systems include "absorb", "withstand", "recover", and "rapidity". Therefore, this study proposes to summarize the resilient characteristics of cooling strategies by four criteria - absorptive capacity, adaptive capacity, restorative capacity and recovery speed.

- Absorptive capacity is the degree to which a system is able to absorb the impacts of disruptive events and minimize their consequences with little effort. For example, heavy thermal mass in a building (capacitance) can absorb unwanted solar gain and can minimize and/or delay the air temperature increase in the building without the use of cooling energy.
- Adaptive capacity is the ability to adjust undesirable situations by undergoing some changes. The system can learn from the event, evaluate the system performance and modify its configurations, and make it more flexible to future disruptions. Adaptive capacity is distinguished from absorptive capacity in that adaptive systems change in response to adverse impacts, especially if the absorptive capacity has been exceeded. For example, a façade solar shade may be activated, when the air temperature in the building starts to increase because the storage capacity of the thermal mass has been exceeded.
- Restorative capacity is the ability to return to normal or improved operation. For example, night cooling can remove unwanted heat gain accumulated in the thermal mass during the day and provide a heat sink for the next day.
- Recovery speed is the speed of the recovery process. Recovery may be accelerated if absorption activities are well implemented and the system can quickly mobilize and effectively use all the resources at its disposal [21]. For example, the speed with which night cooling can remove heat from the building's thermal mass and restore the building to its desired condition depends on the ventilation flow rate and the outdoor air temperature.

Therefore, Annex 80 defines resilient cooling as a capacity of the cooling system integrated with the building that allows it to withstand or recover from disturbances due to disruptions, including heatwaves and power outages, and to adopt the appropriate strategies after failure to mitigate degradation of building performance (deterioration of indoor environmental quality and/or increased need for space cooling energy) [23].

## 3. Review method

To provide an overview of the state-of-the-art of existing cooling strategies, and assessing their resilience under various extreme events, a systematic literature review was performed. The review was carried out through a critical analysis of existing literature. Different databases have been used to identify peer-reviewed academic literature, including Elsevier (ScienceDirect), IEEE, Google Scholar, Scopus, SpringerLink. To address the resilience of cooling strategies under extreme events, the keywords for the search included resilience, overheating, heatwave, climate change, power outage, disruptive events, cooling strategies/solutions/techniques. Additional searches were performed by combining the keywords for each cooling strategy. Take ventilative cooling as an example, the following keywords were used: ventilative cooling, ventilation, natural/mechanic/hybrid ventilation, night cooling, air-based system. Besides peer-reviewed articles, relevant books and technical reports have also been taken into account. There was no strict limitation on the publication period, but priority has been given to recent publications to address the state-of-the-art research. Table 2 summarizes the statistic of reviewed literature for different cooling strategies.

## 4. Resilient cooling strategies

Annex 80 has created four cooling-strategy categories based on their approaches to cooling people or the indoor environment.

Table 2
Statistic of reviewed literature for different cooling strategies.

| Cooling strategies | Number of <br> references | Year of <br> publication |
| :--- | :--- | :--- |
| Solar shading/glazing | 172 | $1982-2020$ |
| Cool envelope materials | 256 | $1975-2021$ |
| Green roofs, roof pond, and green | 39 | $1969-2020$ |
| $\quad$ facades |  |  |
| Ventilated roofs and facades | 47 | $2001-2020$ |
| Thermal mass including PCMs | 89 | $1982-2020$ |
| Ventilative cooling | 84 | $1996-2021$ |
| Adiabatic/evaporative cooling | 33 | $1991-2020$ |
| Compression refrigeration | 9 | $2008-2019$ |
| Absorption refrigeration including | 10 | $1992-2019$ |
| $\quad$ desiccant cooling |  |  |
| Ground source cooling <br> Sky radiative cooling | 79 | $1987-2020$ |
| High-temperature cooling system: | 32 | $2002-2021$ |
| $\quad$ Radiant cooling | 28 | $1995-2020$ |
| Personal comfort systems <br> Dehumidification including desiccant <br> dehumidification | 26 | $1979-2020$ |

A. Reducing heat gains to indoor environments and people indoors
B. Removing sensible heat from indoor environments
C. Enhancing personal comfort apart from cooling whole spaces
D. Removing latent heat from indoor environments

This section will review the above cooling strategies from the following aspects: physical principle, typologies, performance with attention to resilience under extreme events, and technology readiness level (TRL). The technology readiness level is based on the guidelines from the U.S. Department of Energy [30].

### 4.1. Reduce heat gains to indoor environments and people indoors

### 4.1.1. Advanced solar shading/advanced glazing technologies

Windows are inserted into walls and roofs to provide a view to the outdoors for occupants, and to admit and control daylight, sunlight, and air. While windows usually comprise only a small fraction of the overall envelope area (typically 5-35\%) the impacts of these transparent surfaces on cooling energy use, peak cooling loads, and occupant comfort can be very large. Windows (glass, sash, and frame elements) are commonly accompanied by shading systems. When mounted on the building exterior, shading devices are more effective in managing solar loads, but more costly. The combined ability of window and shading technologies to provide resilient cooling depends on the intrinsic properties of the window/glazing package as modified by any shading technologies. Shading elements are commonly relied upon to manage solar gain in the event of a heatwave or power outage.

To better assess the window/glazing/shading response in terms of resilience it is useful to divide the available technology options into static and dynamic technologies, and to further divide dynamic solutions into manually operated and automatically operated.

Glazing technologies manage cooling loads from solar gain by absorbing, transmitting, and reflecting solar energy by virtue of the materials used in the construction of the glass and glazing system. Traditional clear glass has a very high solar transmittance; glazing systems used in most windows today use body tints and coatings for absorption and reflection, and can be further combined into multiple glazings in an insulated glazing unit with two or more glazing layers that provide a wide range of thermal management capabilities. Several thousand different variants of glass are
commercially available with documented wavelength-dependent optical properties [31]. The solar properties of the complete glass package in a window, optimized for structural needs as well as energy control, can be readily determined by simulation [32,33]. The most effective and widely used glazing products incorporate low thermal-infrared emittance ("low-E") coatings which can serve two purposes. All reduce the window thermal transmittance ("U-value") and when properly positioned within an insulating glass unit will reduce solar heat gain. Some low-E coatings provide spectral control and admit most daylight [visible transmittance (Tv) $>60 \%$ ] while effectively reducing solar gain [solar heat gain coefficient (SHGC) less than 0.30]. A wide range of lighttransmitting glazings is available with a light-to-solar-gain-ratio (LSG $=\mathrm{Tv} / \mathrm{SHGC}$ ) ranging from 0.5 to 2.3 [34]. The ability to admit daylight but minimize solar heat gain can reduce building cooling loads attributable to electric lighting.

Glazings with fixed solar optical and thermal properties do not have the flexibility to respond dynamically to changing environmental conditions or to grid demands. After a 20-year R\&D effort manufacturers have commercialized several different "smart glazing" products. Thermochromic glass technologies have solar optical properties that vary moderately with temperature $[35,36]$. The solar-optical properties of electrochromic and liquid crystalbased glazings are altered over a wide range with an applied voltage $[37,38]$. These show promising performance in laboratory studies and field studies in buildings but adoption has been slow because they are expensive and require new sensors and controls. There is a significant global investment in ongoing R\&D regarding new or enhanced electrochromic solutions, as well as in other active glazing technologies based on liquid crystal devices. This is expected to provide new market options in the near term [39,40]. One approach is to control visible transmittance and NIR transmittance independently. This facilitates improved performance in northern climates, and the window can reduce SHGC in warmer climates but still admit daylight $[41,42]$. An emerging technology solution incorporates transparent or semi-transparent photovoltaic layers in the glazing to manage solar heat gain and generate electricity [43].

Shading solutions for windows are diverse in terms of function, materials, and operation in both homes and commercial buildings. Shading systems can be static or dynamic, and are mounted either exterior or interior to the glazing [44-50]. More complex solutions utilize the cavities between glazing and shading layers to manage air flow and heat removal or recovery; these ventilated facades are discussed in more detail in section 4.1.4. The best-known shading solutions are operable shades, blinds, and drapes on the interior, and screens, shades, blinds and fins/overhangs on the exterior [51-53]. The newest generation of exterior solar shading can incorporate power generation (i.e., PV arrays) in the shading elements [54]. Since the solar loads depend on ever-changing solar position, even fixed shading solutions will have an annual performance that varies with latitude, orientation, and geometry. An interior operable shading system will always be less efficient than a similar exterior system since the absorbed solar radiation is trapped within the building [49]. Operable systems have limited effectiveness and resilience if they are not triggered and operated appropriately in response to climatic stress. The promise of improved controls, wireless sensors, and better integration with building control systems should reduce costs and improve reliability [55-58]. Ongoing studies on occupant response to glare and preferences in managing the tradeoffs between daylight control, solar control, and glare [ 59,60$]$ are influencing design and deployment trends for the years ahead.

Market availability and acceptance varies across these technology solutions and also by region. Both spectrally selective static glazing as well as high insulating glazing solutions, are widely
available. Active and passive smart glazing solutions are still offered by a limited number of companies globally. Fixed exterior shading systems are available in the global market, although they are infrequently used in many countries and for multiple building types. Multiple solutions for operable interior or exterior shading systems are also widely available. Exterior systems are in use in Europe but less widely in the U.S. These systems are commonly operated manually. Automated or motorized solutions are limited but they are entering the market in increasing volumes.

### 4.1.2. Cool envelope materials

A cool envelope material (CEM), typically a reflective roof or wall product, provides a solar-opaque surface that reduces net radiative heat gain at the envelope [(solar absorption - fluorescence) + (thermal infrared absorption - thermal infrared emission] to decrease heat flow into the occupied space [61-65]. Strategies include static high solar reflectance (light-colored or ultrabrightwhite CEM) [66-72], static high near-infrared (NIR) reflectance (cool-colored CEM) [73-82〕, temperature-sensitive high solar reflectance (thermochromic CEM) [66,83-86], angle-sensitive high solar reflectance (directionally selective reflector CEM) [87-89], static solar retroreflection (solar-retroreflective CEM) $[90,91]$, and static near-unity solar reflectance + static selective thermal emittance (daytime sky radiator CEM) [92-94].

Except for daytime sky radiators, CEMs reduce heat flow into the occupied space but do not increase heat flow out of the occupied space. Therefore, CEMs must be coupled with heat modulating strategies, such as thermal storage, or heat-dissipating strategies, such as night ventilation, evaporative cooling, or mechanical cooling, if the outside air is uncomfortably or dangerously hot.

CEMs save cooling energy in an air-conditioned building when power is available; lower indoor temperatures in an unconditioned ("free-running") building when power is unavailable, or the building lacks cooling equipment, and provide a combination of energy savings and indoor temperature reduction when power is available, but the cooling equipment is undersized for an exceptionally hot day. Hernández-Pérez et al. [95] summarize cooling load or cooling energy savings simulated in over 20 studies; additional simulations can be found in later studies [63,66,84,96-108]. They also review space temperature reductions measured or simulated in over 30 studies and discomfort hour reductions simulated in 4 studies; later works also report reductions in indoor temperature [102-119] or discomfort hours [97,101,110-112,114,120], with heat-wave benefits assessed by Porritt et al. [121,122]. Cool-roof monitoring studies have measured reductions of about 1 to 3 K in top-floor air temperature $[98,99,123-126]$ and up to about 5 K in top-floor operative temperature $[112,127]$.

The ability of a CEM to reduce the envelope's net radiative heat gain on a sunny day provides an "absorptive" capacity for heat resilience by helping the cooling equipment meet its load, or by diminishing the temperature rise in an unconditioned building. As passive solar-control measures, CEMs help whenever the sun shines, and continue to mitigate unwanted solar heat gain during a power outage or heatwave. However, their absorptive capacities diminish when cloudy, hazy, or smoky skies reduce incident sunlight. A thermochromic CEM may provide adaptive capacity if a heat event accelerates its switch from low to high solar reflectance. While CEMs do not directly provide restorative or recovery capacity, their abilities to reduce heat flow into the occupied space make it easier for heat-modulating and heat-dissipating strategies to moderate interior temperatures.

Both white and cool-colored roof materials are mature technologies that are widely available to both building owners and building contractors [ 68,128 ], and identifiable via mature product rating systems provided by the Cool Roof Rating Council [129] and the European Cool Roofs Council [130,131]. Cool wall materials, such as light-colored paints, claddings, and sidings, and some cool-colored wall products, are similarly mature and available (Appendix P of [70]), but their product rating system is still under development [132]. Some novel CEMS such as directionally selective reflectors are specialty products with limited availability; other CEMs, such as daytime radiators, solar retroreflectors, fluorescent cool colors, and thermochromics remain under development.

### 4.1.3. Green roofs, roof pond, green facades (evaporative envelope surfaces)

Evaporation on the outside of the building envelope is an efficient cooling technique, which can be managed with vegetated surfaces, water films, ponds, and sprays [133-136] (Fig. 1).

The primary difference between façades (green or watered, Fig. 1a,b,c) and roofs (green roof or roof pond, Fig. 1d,e) is linked to the vertical water runoff, which amplifies the thermal transfer due to the increased sensible and convective heat transfer in the water stream. Moreover, evaporative façades require continuous water spray or water supply to permanently irrigate the upper part, while roof ponds and green roofs may adapt more easily to various climate conditions without water supply.

The water retention potential is a key design parameter for roof ponds [137] and green roofs [138]. A permanent water supply may be required (for façades, or during dry periods), which brings out the optimal control of the evaporative dynamic for a resilient cooling strategy, and low water consumption. E.g., to increase the evaporation process of a roof pond, Erell et al. [139] recommended


Fig. 1. Heat transfer in evaporative envelope surfaces, including (a) a waterfall façade, (b) a spraying system, (c) a green façade, (d) a roof pond, and (e) a green roof, (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
droplet sizes of 0.5 to 1 mm , spray rates of about $1-1.5$ volumes of the roof pond per hour, and a spray height of 50 cm .

Innovative evaporative envelopes include the combinations of increased albedo, the development of porous materials, or movable claddings [140,141].

However, for hot, temperate and even cold climates, evaporative envelope surfaces demonstrated strong cooling effects of the roof and façades surfaces for summer conditions [142,143]. E.g., the surface temperature of the south-oriented wall can decrease by $9.8^{\circ} \mathrm{C}$ in Moscow, and $18.7^{\circ} \mathrm{C}$ in Riyadh [139], while energy cooling loads can decrease up to $100 \%$ in Brasilia and Hong Kong with green roof and façades. These cooling techniques are also widely recommended for their stormwater retention potential, and their impact on sewer overflow, which translates into some local policies such as the Toronto (Canada) green roof policy [144]. This can be an efficient solution even considering the effects of climate change, but some parameters like plant species [145] or roof water retention capacity may have to be adapted.

Regarding evaporative surfaces, the most advanced TRL (TRL 9) concerns green roofs and façades, which are widely available, and included in policies and standards. However, few alternatives for water retention systems on roofs exists, e.g., typical gravel roofs (TRL 9). Most of these alternatives are only at a research or prototype stage, including various roof pond typologies with/without radiative protections, or porous material, all mainly available as lab prototypes, or full-scale experiments (TRL 4-6) [146].

### 4.1.4. Ventilated roofs and ventilated facades (ventilated envelope surfaces)

Ventilated roofs and façades have been widely developed as an adaptive element for both winter heat recovery and summer heat dissipation. An additional opaque or transparent cladding forms a ventilated double-skin, which allows various airflow strategies (see Fig. 2) to cool the external side when required. Ventilation patterns and additional controls, such as venetian blinds [147-150]. make these techniques highly adaptable to seasonal changes and climate change.

The air-tightness and winter solar gains of the closed cavity façade (Fig. 2a) are a good option for temperate climates, while it can support high temperatures (up to $90^{\circ} \mathrm{C}$ ) with a long service life without maintenance [138]. Yet, overheating of the air gap under extreme summer conditions has led to the development of more performant solutions, such as movable blinds and natural ventilation. The solar heat gains observed in an experimental setup in China were reduced from 330 to $28 \mathrm{~W} / \mathrm{m}^{2}$ with Venetian blinds [149]. The cooling performance is improved with ventilation openings designed to remove heat, and outdoor or indoor air ventilation strategies [151]. The indoor ventilation can be designed with air outlets through the roof [152] or the wall (Fig. 2b,e), which can be efficient for air-conditioned buildings even in extreme hot climates. Driven by the outside air-gap stack effect (amplified by
solar gains), the airflow may be intensified by the mechanical ventilation system of the building. Similarly, outdoor air can be used as the heat sink for the double-skin air gap (Fig. 2c,d). The study of a ventilated pitched roof in Djibouti [153] demonstrated a heat gain reduction of about $50 \%$ for the building, which underlines the effectiveness of this ventilation technique in extreme summer conditions, given the high solar gains of the roof, and the temperature differences between the roof and outdoor air.

The ventilation rate is a key parameter for this technique's cooling efficiency. This ventilation rate is highly dependent on the opening design. Then, the design and the optimal perforation rate of outdoor façade claddings vary greatly depending on the location and orientations [154,155]. The optimal perforated percentage varies between seasons, and variations between 10 and $60 \%$ were found to be optimum for Japan [143]. However, these optimal cooling performances will drop under extreme heatwave events and climate change, due to the outdoor air temperature increase. Yet, some design parameters such as solar orientation $\lfloor 156\rfloor$ and prevailing wind direction [156,157], will be much less sensitive to climate change.

Regarding ventilated surfaces, double-skin façades are very well developed in the construction sector, from the first Trombe walls in the 1920 's to the transparent double-skins for high-rise office buildings [158] (TRL 9). These techniques include many innovations, such as the perforated and the closed cavity façades; yet many lab developments are still ongoing (TRL 6), and some biomimetic solutions are arising, such as adaptive façades similar to a natural foliage [159] (TRL8). Ventilated roof for cooling can be found in research studies [153] (TRL5-6), but very few construction products are available for this typology [160] (TRL9).

### 4.1.5. Thermal mass utilization including PCM

Thermal Energy Storage (TES) systems absorb, store, and release thermal energy on a cyclical basis (usually daily) to regulate internal temperature and improve thermal comfort in buildings [161〕. Thermal energy can be stored as a change in internal energy of a material as sensible heat (e.g., ground, water tanks and aquifer energy storage), latent heat (e.g., Phase Change Materials, including organic and inorganic substances and ice storage), or chemical energy (e.g., thermochemical storage). It should be noted that the cooling capacity (in [kWh]) of a latent thermal energy storage comprises both a fraction of sensible and a fraction of latent energy.

TES systems increase the generation capacity by releasing the stored energy during high demand which allows a smaller production unit to be installed.. TES systems operate as a cost-saving measure by shifting the energy demand to low-tariff periods [162]. TES systems also increase the cooling system reliability and can easily be integrated with other functions such as on-site fire protection water storages [163]. However, TES system performance is not guaranteed during the days with small temperature swings. Storage cycle efficiency (i.e., long-term heat loss reduction) and high


Fig. 2. Typologies of ventilated envelope surfaces: (a) closed cavity façade; (b) exhaust air façade; (c) outdoor air curtain façade; (d) ventilated roof; (e) ventilated roof coupled to a natural ventilation of the building.
investment cost in latent and thermochemical heat storage are further limitations of TES systems [164].

The performance of a TES is characterized by its storage capacity and its ability to provide cooling or heating power as a function of the state of charge of the storage. TES systems have shown to be effective measures in reducing peak indoor air temperature and dampening temperature variations in buildings during extreme events such as heatwaves or power outages. TES cooling performance under extreme conditions is highly sensitive to the temperature gradient between cyclic cold (e.g., night) and warm (e.g., day) periods. For instance, consecutive days with high nighttime outdoor temperatures deteriorate the cooling capacity of TES systems significantly [165]. Kuczyński \& Staszczuk [166] indicated that the cooling effect and efficiency of increased thermal mass do not change during the heatwaves and remain independent of the duration and distribution of heatwaves. In their analysis, the use of concrete ground floors and walls in a detached single-family house, combined with nighttime ventilation and shading devices, substantially reduces the risk of overheating and the need for the installation of active cooling systems.

PCMs are applied mostly for energy-saving purposes but have shown some advantages in reducing overheating hours and improving thermal comfort. Similar to increased thermal mass, installing PCMs can reduce indoor air temperature variations [167]. The effectiveness of PCMs in overheating reduction in buildings relies on PCM properties and climate [168]. Some studies report a $50 \%$ reduction of discomfort hours [169,170]. However, Kuznik et al. [171] found that while the use of PCMs is beneficial in some periods during the year, it is not effective in very hot days because it remains liquid throughout the day. According to Ramakrishnan et al. [172] who optimized PCM melt temperature for resiliency, parametric optimization for the current heatwave events will not work for future heatwaves. Baniassadi et al. [173] analyzed the effectiveness of wall-integrated PCMs during the loss of air conditioning (i.e., power outage) coincident with heatwaves. They found that although PCM application can mitigate overheating during power outages, its resiliency is highly correlated to temporal factors (initiation time and duration of a power outage), PCM properties, and climate. They stated that the PCM melt temperature is a crucial factor in determining its resiliency. In most climates, the optimum melt temperature for resiliency differs from the optimum temperature for energy efficiency [173]. Considering the fact that energy efficiency is the main driver of the installation of PCMs, in most cases, there is no significant added resiliency advantage by using PCMs [173]. However, in some climates, there is a chance to select a melt temperature that has benefits for both energy efficiency and resiliency [174].

Common materials for thermal mass utilization are concrete, stone or masonry, bricks, and tiles. These materials are available all around the world as they do not necessarily require special technology to be produced. TES systems based on sensible heat such as water tank or underground storage methods are widely available, but devices based on latent heat such as PCM are mostly under development. The higher costs of PCMs is a barrier to widely enter the markets. The cost difference between sensible TES and PCM is even higher in active applications. Another barrier is related to the stability of the PCM materials. Further research and development are needed in PCM to adopt these technologies in more costeffective manner.

### 4.2. Remove sensible heat from indoor environments

### 4.2.1. Ventilative cooling

Ventilative cooling (VC) uses the cooling potential of the outdoor air, and can be achieved with natural solutions (either by wind-driven or buoyancy-driven flows), mechanical technologies
(fan), or a combination of both (i.e., mixed-mode or hybrid ventilation). Some studies [175,176] categorized VC into daytime comfort ventilation (or direct cooling) and night cooling (or indirect cooling). Daytime comfort ventilation introduces the flow of outdoor air through the building during the day to directly remove heat gains. It aims to improve the occupant's thermal comfort via convective heat transfer, increasing the evaporative cooling effect on the occupants' skin, and decreasing indoor air temperature. Night cooling has a double effect: on the one side it utilizes the building's thermal mass during the night, where thermal mass works as a heat sink during the occupied period, and, on the other side, it decreases indoor air temperature during the night hours.

The cooling performance of ventilation systems under extreme events is strongly correlated to ventilation types (natural or mechanical), building characteristics, local climate and occupant behavior [177,178]. Alessandrini et al. [179] investigated the overheating risk in a naturally ventilated dwelling during heatwaves under the weather condition of France, Paris. They observed that by natural ventilation, the maximum indoor operative temperature could be maintained $6-9{ }^{\circ} \mathrm{C}$ lower than the maximum outdoor temperature which reached $39{ }^{\circ} \mathrm{C}$ during the five days of heatwaves. Their study demonstrates that a well-designed natural ventilation system can mitigate the surging cooling demand during an extreme heat event. Architectural elements such as a solar chimney, atrium, or double-skin façade can help facilitate natural ventilation. A study by Lomas and Ji [180] demonstrated that buildings with such architectural elements integrated with advanced ventilation controls could provide greater resilience to future climate change than single-side natural ventilation.

However, ventilative cooling will be less beneficial when climate change makes heatwave events more frequent [181]. Artman et al. [182] quantified the effect of global warming on the nighttime ventilative cooling potential in Europe. They compared the climatic cooling potential (CCP) index between monitored climate conditions (1961-1990, European Climate Assessment and Dataset) and possible future climate conditions (2071-2100, IPCC SRES scenarios A2, more divided world, and B2 [183], world more divided but more ecological). Their study indicated that future warming would have a significant impact on the night-time ventilative cooling potential across Europe. The CCP was expected to decrease by $20-50 \%$ in Central and Northern Europe by the end of the 21st century. At the same time, for Southern Europe, CCP was found to become negligible in summer and decrease by $20-$ $55 \%$ during the transient season at the end of the 21 st century. Campaniço et al. [177] evaluated the impact of climate change on direct ventilation for the Iberian Peninsula area. They predicted a $20 \%$ reduction of CCP in the future climate (2070-2100) along the annual cycle and up to $60 \%$ reduction in the summer season. The impact of climate change on the uncertainty of thermal comfort in a naturally ventilated office was investigated by Breesch and Janssens [184]. The probability of discomfort increases significantly when recent and warmer weather data sets are assumed. To reduce the risk of overheating in a warming climate, natural night ventilation should be combined with additional measures, such as mechanical ventilation coupled with cooling coil or passive cooling strategies (earth-air heat exchanger, indirect evaporative cooling), or increased thermal storage in the building. Mechanical ventilation increases resiliency, on the other hand, it will increase energy consumption. It is therefore recommended to perform a full life-cycle assessment to ensure energy efficiency and overheating resilience over the long-term building life span [185].

Natural ventilation through openings and other passive devices is widely available for most applications. Traditional examples developed through centuries of trial and error are modified to provide contemporary solutions. Mechanical ventilation techniques and solutions are also readily available for most applications. Both
natural and mechanical solutions are available on the marked reaching a TRL 9, although specific innovative solutions and control techniques are under development at different TRL levels.

### 4.2.2. Adiabatic/evaporative cooling

Evaporative cooling is based on an adiabatic process in which the sensible air temperature is reduced. Evaporative cooling may be classified into two main approaches: direct coolers (e.g., desert coolers) and indirect coolers (e.g., evaporative chiller units for fan coil) [186,187]. Direct evaporative cooling (DEC) evaporates the water directly into the air stream, while indirect evaporative cooling (IDEC) evaporates water into a secondary air stream. The secondary air stream cools the main air stream through a heat exchanger without adding humidity.

Direct evaporative cooling systems have been well known since ancient times. Several historical buildings in hot (and dry) climates show DEC solutions, such as the Ziza Palace in Palermo, Italy, or Red Ford in Delhi, India $[188,189]$. The efficiencies of DEC systems depend on the local wet bulb temperature depression, and they are best suited to hot and dry locations. Performance of IDEC depends on wet bulb effectiveness, dew point effectiveness, cooling power, power consumption, and coefficient of performance [190]. Water scarcity may limit the application of evaporative cooling systems in desert or semi-desert areas.

The impact of climate change on the cooling potential of evaporative cooling has been studied by Campaniço et al. [177]. The climatic cooling potential index has been calculated under past (1970-2000) and future weather conditions (2070-2100) in the Iberian Peninsula. A 10\%-15\% decrease in CCP (ventilative cooling) is expected in the further climate due to increased outdoor temperature, while evaporative cooling is shown to be more resilient to climate changes than ventilative cooling. Osman et al. [191] found that building design strategies in a hot and arid region should shift from natural ventilation to more active cooling by the year 2070, and that two-stage evaporative cooling comprised of DEC and IDEC is the most resilient strategy for all of Khartoum's seasons in the future climate. Furthermore, the population of arid regions is growing and climate changes are increasing human thermal stress in arid areas. Evaporative cooling solutions and green infrastructure (evapotranspiration from vegetation) are essential technologies supporting resilience, although the potential reduction in water availability requires high efficiency solutions.

Passive DEC systems are generally low cost, nevertheless, they need high maintenance to avoid microorganisms and connected diseases (e.g. legionella). DEC may be a valid dissipative system for open or semi-open spaces, in where the growth of air absolute humidity is mitigated by natural air movements [192,193]. In enclosed spaces, DEC systems can be controlled to prevent too high humidity values by adopting a control system. From the TRL point of view, several DEC systems have been installed in different building typologies. This technology is at the market level (TRL9), nevertheless, new researches are under development for new porous materials, and to develop specific systems connected to ventilative cooling solutions. In these cases, lower TRL may be found. Finally, movable simpler evaporation solutions (e.g. personal evaporator fan systems) independent by building system integration are commercialized in everyday shops.

### 4.2.3. Compression refrigeration

Vapor compression refrigeration is certainly the most used "active" technology to produce a cooling effect. The system mainly comprises an evaporator, a compressor, a condenser and an expansion device. A working fluid (refrigerant) successively flows through these components and follows a thermodynamic cycle [43].

Vapor Compression Air Conditioning units (ACs) can be classified by the heat source and heat sink (e.g. air, glycol-water, water, or soil), function (AC unit-cooling, heat pump-heating, reversible ACs- heating or cooling modes, AC with heat recovery - heating and cooling simultaneously), compressor technology, refrigerant type (natural or synthetic)), configuration [194] (packaged units (including window ACs and rooftop units), split ACs (including ductless mini-split systems, ductless multi-split systems and central ducted split-systems) and chillers (air-cooled, water-cooled, evaporative cooled). The other classification of interest when considering resilient technologies is cooling capacity. Vapor compression refrigerant technology covers a large range of cooling capacities going from a few hundred watts (household refrigerators) to tens of megawatts (industrial chillers and large-scale heat pumps) [44].

The cooling capacity of compression refrigeration systems is more constrained by the design and size of the machine than by the available capacity of the natural heat sink. Even though the COP of the system might decrease due to the high outdoor temperature during heatwaves, a well-designed system can still retain sufficient cooling capacity to confront the heatwave, indicating that compression refrigeration technology provides a high adaptive capacity. Hajidavalloo and Eghtedari [195] investigated the impact of outdoor air temperature on the COP of a split-airconditioner with an air-cooled condenser. They found that when the outdoor temperature increases to $49^{\circ} \mathrm{C}$ from $35^{\circ} \mathrm{C}$, the cooling capacity of this air-conditioner decreases to 5.6 kW from 6.8 kW , and COP decreases to 3.14 from 4.56. The study also found that this problem could be mitigated by using an evaporative-cooled condenser, which maintained the cooling capacity of the airconditioner at 6.7 kW when the outdoor air temperature was $49^{\circ} \mathrm{C}$.

Vapor compression systems rely on electricity and are not very robust to the power outage. An approach to increase its robustness is to connect with local electricity production, such as photovoltaic (PV) panels in buildings. Chillers are more likely to operate simultaneously to PV electricity production compared with heat pumps, i.e., the highest cooling demand usually coincides with the large intensity of solar radiation. It is hence a good candidate to improve building self-consumption. On the other hand, chillers connected to energy storage (batteries, thermal storage units of building thermal mass) can also apply as a backup solution to the management of electrical grids by the flexibility provided by such combinations. This flexibility is activated by a time of use tariff as a demand side management (DSM) mechanism. It should be stressed that heatwaves lead to electricity peak demands on the grid and DSM mechanisms become of paramount importance. Average cooling demand around the world is responsible for $15 \%$ of peak electricity demand; but during hot days, cooling can be responsible for up to $50 \%$ and more of residential peak electricity demand [196]. Moreover, for buildings equipped with on-site generation, the use of thermal storage combined with specific net-metering programs can promote better load matching between production and consumption [197]. Another approach is to integrate the vapor compression system with ice storage systems, which can help limit the impact on the electricity grid of highly fluctuating distributed renewable energy sources. Actually, they offer a mechanism of building electricity consumption flexibility that can take profit of dynamic electricity rates.

Vapor-compression ACs for buildings, with a wide range of capacities and numerous configurations, show TRL values of 9. In 2020, roughly 2 billion $A C$ units were in operation in the world, with residential ACs representing $68 \%$ of these units [196]. The market of AC units is growing in an accelerated way, with estimated sales increasing by $10 \%$ between 2018 and 2019 (mainly in emerging and developing countries) [196]. Building contractors and engineering offices define the most appropriate cooling/heat-
ing plants depending on the availabilities of heat sink/heat source, on the building characteristics, on the ease of installation, on the cost of the solutions, on the cost of energy (and the presence of local electricity production), on local regulation/incentives, but also on the customer's expectations. AC efficiency rating varies from one country to another, but it is always an image of the ratio of the cooling effect to the electricity consumption (W/W). Average efficiency rating of installed AC units has increased by $15 \%$ between 2010 and 2020 [196], but still far behind the most efficient products on the market [196].

### 4.2.4. Absorption refrigeration including desiccant cooling

Desiccant cooling systems were developed to handle sensible and latent heat loads independently [198]. The dehumidifier absorbs the moisture of the supplied air and afterward will pass to the regeneration unit to recover its initial moisture absorption capability [199]. The dry supplied air stream passes the cooling unit for sensible cooling and is then routed to the conditioned space. Additional heat exchangers could be added on different points such as economizers to increase the system efficiency.

Desiccant systems are classified as solid or liquid desiccators [200]. A rotary wheel with solid dehumidifiers is a compact system made from matrix-shaped parallel channels coated with desiccant material, such as $\mathrm{SiO}_{2}, \mathrm{TiSiO}_{4}$, or $\mathrm{Al}_{2} \mathrm{O}_{3}$, that operate continuously with low corrosion probability [198]. The liquid desiccant materials, such as ClLi , $\mathrm{LiBr}, \mathrm{CaCl}_{2}$, TEG HCOONa, HCOOK, $\mathrm{CH}_{3} \mathrm{COONa}$, $\mathrm{CH}_{3} \mathrm{COOK}$, or a combination of these solutions, ideally should be stable, odorless, non-toxic, non-flammable, inexpensive, noncrystalized in the operating temperature range, non-corrosive and non-volatile with good heat transfer characteristics and low surface vapor pressure at the contacting temperature [201]. The low cooling capacity of solid desiccants and the corrosivity of liquid desiccants are important limitations. Therefore, new desiccants including bio-desiccants, composite desiccants, and polymer desiccants have been introduced; some of them could provide an absorption capacity 2-3 times of traditional absorbers [202].

The major benefits of absorption cooling are discussed in Refs. [198,203,204]. The system uses eco-friendly fluids including air and water, which have no negative impact on the environment. It could operate with diverse thermal energy sources, even lowgrade resources, in the regenerators. The required electrical energy can be less than $25 \%$ of conventional refrigeration systems and this technique acts as an energy-efficient method, especially for hot dry and hot humid areas. Finally, the desiccant cooling system works near atmospheric pressure, which makes them easy to construct, install, preserve and maintain. The major limitation of desiccant cooling is that it needs an additional heat source for regenerating the desiccant to provide stable operation [199]. However, the heating power can be provided by any source such as the waste heat from industries through a district heating network or via solar collectors or ground source heat pumps. This improves the overall efficiency of desiccant coolers because the heat requirement can be gained from sources with lower primary energy factor, i.e. waste heat from a combined heat and power plant, industry or solar energy which are also available during the cooling season. Moreover, to make the system more environmentally friendly, the required electrical power can be provided by renewable sources, for example, tidal energy in marine facilities, solar cells, or wind turbines.

High outdoor air temperature during a heatwave might decrease the efficiency of absorption refrigeration systems, depending on the type and design of the systems. Kim et al. [205] simulated the cooling performance of an air-cooled LiBr-water absorption chiller in extremely hot weather. It was found that when the ambient temperature increases to $50^{\circ} \mathrm{C}$ from $35^{\circ} \mathrm{C}$, the cooling capacity of the absorption chiller decreases $37.5 \%$ and
35.6\% for direct air-cooled chiller and indirect air-cooled chiller compared with their cooling capacity at $35^{\circ} \mathrm{C}$, respectively. Grzebielec et al. [206] confirmed that the outdoor air temperature plays an important role in the efficiency of absorption refrigeration. However, by using a spray-evaporative heat exchanger, the effect of outdoor temperature can be reduced and the average cooling capacity can be up to $44 \%$ higher than those with dry air cooler devices.

Although the absorption refrigeration systems are partially activated by thermal energy, the systems are not robust during the power outage events because the cooling water distribution system cannot operate without power input. Like compression refrigeration, the system could integrate local electricity production and energy storage to increase its resilience during the power outage.

Desiccator wheels are used for residential and primarily for non-residential purposes. However, these usually use a simple system with basic equipment and more advanced systems are not widely implemented, though. Desiccant cooling technology could be categorized in TRL 9 according to the Technology Readiness Assessment Guide issued by the U.S. Department of Energy [207]. TRL 9 signifies that the technology operates and can achieve defined requirements. For instance, desiccators can be used in various applications and are available in the market [208,209]; therefore as a mature technology providing cool and dry air, desiccant coolers can be categorized in TRL9.

### 4.2.5. Ground source cooling

The working principle of ground-source cooling is based on the fact that the ground temperature below approximately 10 m remains fairly constant all year round at about mean annual ambient air temperature [210]. Thus, ground temperature over the cooling period is less or not affected by hourly and daily temperature variations, regardless of outside air temperature. It rejects heat to the ground by circulating a working fluid through ground heat exchangers. Based on the heat transfer medium (air or liquid), the system can be further categorized as an earth-to-air heat exchanger (EAHE) or a borehole heat exchanger (BHE). Groundsource cooling can also be classified as direct ground cooling (passive) or ground-source heat pump (active). The direct-ground cooling system utilizes ground as the only source for cooling the working fluid without any mechanical refrigeration. In a groundsource heat pump system, the cooling is provided through a mechanical refrigeration system using the ground as a sink for dissipating the heat [211]. Ground source systems may also be used to pre-heat a heat transfer medium in winter seasons, nevertheless, for this paper, only their cooling potential is analyzed.

Since the subsurface temperature below a certain depth is insensitive to seasonal and diurnal variations, ground-source cooling shows a high resilience under heatwaves. However, the cooling capacity of ground-source cooling might be affected by climate change. The sensitivity of ground-source cooling (EAHE) to future climate was investigated by Chiesa et al. [212] considering historical and future North America climate conditions - future climate were based on Five General Circulation Models (GCMs) from the CMIP5 (Coupled Model Intercomparison Project Phase 5) multimodel ensembles [213]. Results showed an expected reduction in climate EAHE sensible cooling dissipative potential in future years, while variations in the soil surface average temperature were identified to be a synthetic index to analyze variations in EAHE cooling potentials.

Several measurement studies have shown that ground-source systems perform better under peak-load conditions than under off-peak load conditions [214-216]. This is partly because under peak load conditions the ground heat transfer is higher, due to a larger temperature difference between working fluid and the ground. The percentage share of the parasitic energy consumption
of circulation pumps and other auxiliary equipment under peak load conditions is also lower. Passive ground-cooling systems have larger absorptive capacities than active ground-cooling systems because they are bigger and because of their greater ability to adjust the working fluid conditions to match the cooling demand of the building. The systems can adjust to extreme events including heatwaves in many ways, such as by pre-cooling the building at night and off-peak periods, by using active thermal energy storage systems like chilled water or ice storage for load shifting, or by reducing peak loads at the expense of lower thermal comfort. The restorative capacity of ground-source cooling systems under heatwaves is high, as the heat injected into the ground is dissipated to the earth surrounding the ground heat exchanger. This can be done using dry coolers at nighttime when the ambient air temperature is lower. Depending on the soil's thermal diffusivity, it can take several hours to a few days for the system to fully recover from heat injections to the ground [217,218]. However, the impact of different recovery times have on the restorative capacity of the ground is generally considered in the design of ground-cooling systems.

The resilience of ground-source cooling systems to power outages depends on the degree of disruption and the type of the ground cooling system. The ground-source heat pump systems require substantial electrical energy to operate the refrigeration cycle and the auxiliary components. The direct-ground cooling systems require much less electricity as the only energy input to the system is the work required to drive the circulation pumps.

At the system level, ground-source cooling is a fully mature technology at TRL 9. It has been used worldwide for several decades and there are thousands of actual systems operating over the full range of possible conditions. There exists a great wealth of knowledge concerning design methods, installation procedures, operating practices, and application examples in literature. Moreover, there are several scientific and professional bodies defining norms and standards, protocols and guidelines, and best practices at local, national, and international levels. At the subsystem level, the heat exchangers and grouting materials used in groundsource cooling systems are widely available commercially and are at TRL 9. Nevertheless, there is still ongoing research into developing innovative heat exchanger designs and materials to enhance the ground heat transfer. The TRLs of the new developments range from early lab-scale (TRL 1-3) to commercial demonstration (TRL 8).

### 4.2.6. Sky radiative cooling

Sky radiative cooling represents the passive process in which any object located on the Earth's surface (sky facing terrestrial object or surface) releases heat to the sky through net loss of long-wave (thermal infrared) radiation [219,220]. The incident solar radiation during the day, the convective heat transfer (for a higher outdoor air temperature than the radiator temperature), and cloud coverage can have a negative impact on the net cooling output [92,221-226]. Thus, currently, this technology is mostly associated with nighttime, when the sky can reach temperatures below $0{ }^{\circ} \mathrm{C}[222,227]$ and there is no incident solar radiation. Still, the radiative heat exchange with the sky can take place both during night and day. Heat can be released in the broadband (4$30 \mu \mathrm{~m})$ or a selective band $(8-13 \mu \mathrm{~m})$, the latter leading to a higher efficiency during an all-day cycle $[92,228]$. Thus, ideal material properties for radiative cooling should present a maximum reflectivity in the short-wave range ( $0.25-2.8 \mu \mathrm{~m}$ ) to reflect solar radiation while the emissivity should be as close as possible to unity especially in the atmospheric window band ( $8-13 \mu \mathrm{~m}$ ) and zero otherwise [92,228].

In buildings, roof paints can be employed as a passive radiative cooling solution to increase both solar reflectivity and emissivity of
the surfaces, although this may increase the heating energy use during the heating season [92,228]. However, buildings can also make use of roof ponds, movable insulation systems, radiators, or existing solar heating systems integrated as passive or active systems (with or without pumps and fans) that extract the heat from the indoor environment and release it to the sky [92,226,228]. This way, sky radiative cooling presents the ability to restore the indoor thermal environment to its original state, making it a resilient cooling technology.

Nevertheless, as the cooling potential is influenced by air temperature, relative humidity, air speed, and clouds (e.g. the cooling potential is decreased in very hot and humid environments) [222,224-226] its restorative capacity is dependent on the outdoor climate. Thus, like other renewable energy technologies (e.g. wind, solar), its recovery speed (rapidity of the restorative capacity) can vary as well with the outdoor environmental conditions. Furthermore, the presence of solar radiation makes sky radiative cooling time dependent. As objects (e.g. other buildings) can block the radiative heat exchange with the sky while lack of space can drastically reduce the surface area facing it [220,228], their restorative and recovery capacities can be further limited in dense urban environments. Clouds, if present for a short and long period (hours to days), will reduce both its restorative and recovery capacity for the respective period. Still, even for a clear sky when the radiative heat exchange is not hindered by clouds, the convective heat exchange could counter its effect for a high outdoor temperature [221-226]. Therefore, the best sky radiative cooling solution must be chosen according to the climate and setting (high versus low building density), i.e. good planning is required for a high exploitation potential.

If used passively, sky radiative cooling cannot be adequately controlled and relies solely on favorable environmental conditions and material properties to achieve its maximum potential. However, reduced time dependency and a constant recovery speed could be achieved by employing night radiative cooling actively combined with different storage techniques (e.g. building thermal mass, storage tanks). This would allow the system to store cooling during periods with favorable conditions and use it at later times when the sky radiative cooling potential is limited. Furthermore, when using the technology actively, parameters such as the flow rate of the heat storage medium can be controlled [220,221,223,229], allowing higher exploitation (higher recovery speed), especially during periods when the potential is high, thus using the available resources in a timely manner.

After heatwaves, the sky radiative cooling's restorative capacity was rated as low to moderate, as the cooling capacity could be reduced by increased humidity and outdoor temperatures also during night time [92,225,228]. For example, an increase in relative humidity ( 50 to $100 \%$ ) and outdoor air temperature ( 9 K ) could reduce the cooling power of thermal solar collectors by $18 \%$ to $41 \%$, respectively [225]. However, recent progress in solar reflective materials with high emissivity in the atmospheric window may further enhance the sky radiative cooling's restorative capacity as cooling could be achieved concurrently with the demand, i.e. during the day $[92,228]$. Blackouts would not pose an issue and thus the sky radiative cooling restorative capacity after blackouts was rated as moderate. The recovery speed on the other hand could vary between low and high depending on the way sky radiative technology is employed, passively or actively. If the technology is passively used, no additional auxiliary energy (e.g. pumping power) would be required to start the process. Therefore, in those situations, the recovery speed can vary from low (unfavorable environmental conditions) to high (favorable environmental conditions) during both heatwaves and blackouts. On the other hand, active use could ensure an increased recovery speed through an increased flow rate of the heat transfer medium (e.g. air, water).

Although not an issue for short-term blackouts, one challenge for active use during a long-term blackout, e.g. days, would be ensuring the circulation of the heat transfer medium. In those situations, without backup power the recovery speed would be low.

As the sky is a free cooling source, night sky radiative cooling is a renewable technology available for any consumer. Moreover, it is ready for market implementation since it can be employed through existing technologies such as solar collectors and PV/Ts [222,223,225]. However, further development and research can improve and optimise both the equipment and the systems employed, especially for daytime use [92,228]. Although it can be used directly by any consumer, the experience of design engineers and building contractors might improve its use leading to an optimum operation of the desired application.

### 4.2.7. High-temperature cooling system: Radiant cooling

A hydronic radiant cooling system refers to a system in which water is the heat carrier and more than half of the heat exchange with the conditioned space is by radiation [230,231]. Heat transfer from indoor spaces is by a combination of radiation and convection via cooled surfaces. The convection is usually natural, unless the air movement over the conditioned surface has been enhanced-e.g., by supplying air from a ventilation diffuser. These systems employ high-temperature cooling, where the heat-transfer medium is near room temperature. The system conditions large surfaces in indoor spaces, usually floors, ceilings, and walls, and the large conditioned surface areas make it possible to cool indoor spaces with a small temperature difference between the conditioned surfaces and the room. Supply water temperatures in radiant systems are usually $16-23^{\circ} \mathrm{C}$ for cooling.

Radiant cooling systems can be classified as radiant cooling panels, radiant surface systems, and thermally active building systems (TABS) [230]. Radiant panel systems and radiant surface systems can be used in both new buildings and renovated buildings. However, TABS needs to be installed in the construction phase of a building, which limits the use of TABS in renovation projects. To address this limitation and to bring the benefits of TABS to renovation projects and to lightweight buildings, a particular type of radiant ceiling panels has been emerging. This technology combines PCMs with radiant ceiling panels to create a similar system to TABS-i.e., PCM radiant ceiling panels. Pipes are embedded in the PCM. Water is circulated in pipes to control the charging (melting) and discharging (freezing) behavior of PCM, which in turn controls the thermal environment in indoor spaces. This is a promising solution and has been proven to perform similar to TABS in terms of operation, energy performance, heat removal from rooms, and resulting thermal indoor environment [232-235].

Radiant cooling systems have many benefits compared to more conventional (e.g., all-air) cooling systems. The use of hightemperature cooling enables the system to couple to natural heat sources and sinks, such as ground, lake water, or seawater [236238]. It also creates favorable operating conditions for heating and cooling plants (mainly due to operating temperature ranges and return temperatures), increasing the efficiencies of heat pumps, chillers, and boilers [81 83]. Radiant cooling systems have the possibility of transferring peak cooling loads to off-peak hours, reducing peak power demand [237]. Further benefits of radiant systems have been summarized by Kazanci [206]. One of the major characteristics of radiant systems is that they address only sensible heating and cooling loads. Therefore, they need to be coupled with ventilation systems, usually in the form of a dedicated outdoor air system (DOAS). The main function of ventilation systems is to regulate humidity (i.e., to dehumidify the air) and provide fresh air to indoor spaces [230]. There are various combinations according to the location of radiant surfaces and air distribution principles. A summary of the coupled system configurations and their perfor-
mance in terms of thermal comfort and air quality have been systematically discussed in [239].

Radiant heating and cooling systems can be applied in almost all climates and building types. The main challenge for using radiant cooling systems is avoiding condensation; therefore, its applications in humid climate zones require careful design and operation considerations. Studies have shown that when properly designed, controlled, and coupled with an appropriate ventilation system, radiant cooling systems can also be applied in hot-humid climate zones without problems [240-243].

Radiant systems have similar characteristics under heatwaves and power outages. The absorptive and adaptive capacities of radiant systems under heatwaves and power outages range from low to high - low for radiant ceiling panels, high for TABS, and in between those two systems for the radiant surface systems. This is because these systems have different amounts of thermal mass, and, therefore have different operations, heat removal, and heat storage characteristics. For example, due to the available thermal mass, TABS can provide cooling even if there is no active heat removal from the TABS structure for a period (e.g., no chilled water circulation in the pipes in case of a power failure) and under a heatwave, the pre-cooled thermal mass will be able to absorb a certain amount heat from the space.

The restorative and recovery capacities of radiant systems under heatwaves and power outages are high. This is because all system types have the ability to return to normal or improved operation once the heatwave is over or power is back, and this can be done immediately.

The previously described radiant cooling systems (i.e., radiant cooling panels, radiant surface systems, and TABS) are available in the market. These systems and their components can be purchased by building owners (e.g., for a residential building) and also by building contractors. Note that, whereas the radiant ceiling panels with PCMs that were described in this chapter, are not yet available in the market, all of their individual components are market available (i.e., PCMs, piping, and metal panels).

### 4.3. Enhance personal comfort apart from space cooling: Personal comfort system

A personal comfort system (PCS), also known as personalized conditioning system, is a device to heat and/or cool individual occupants directly or heat and/or cool the immediate thermal environment of an individual occupant, under the control of the occupant without affecting the thermal environment of other occupants [244].

In contrast to total volume systems which condition entire indoor spaces, PCS devices condition the immediate surroundings of the occupants, creating micro-environments that can (1) extend the range of temperatures that is generally perceived as comfortable, thereby reducing the energy used by mechanical space conditioning; and (2) accommodate the interpersonal thermal differences that are inherent in any occupancy, thereby increasing the percentage of comfort in the space over that possible with uniform environmental control. The improved comfort may also increase occupants' productivity.

Cooling PCS devices may involve the following technologies:

- Vertical-axis ceiling fans and horizontal-axis wall fans (such fixed fans differ from pure PCS devices in that they may be operated under imposed central control or under group or individual control)
- Small desktop-scale fans or stand fans
- Furniture-integrated fan jets
- Devices combining fans with misting/evaporative cooling
- Cooled chairs, with convective/conductive cooled heat absorbing surfaces
- Cooled desktop surfaces
- Workstation micro-air-conditioning units including personalized ventilation, some including phase change material storage
- Radiant panels (these are currently used less for PCS than for room heat load extraction)
- Conductive wearables
- Fan-ventilated clothing ensembles
- Variable clothing insulation: flexible dress codes, variable porosity fabrics.

PCS devices offer both comfort and energy benefits. PCS devices use very small amounts of energy, making them inherently suitable for resilience applications and adaptable for use during energy emergencies. PCS devices allow occupants to personally control their thermal microenvironments and thereby satisfy their individual comfort requirements. Such comfort requirements differ due to variations in gender, age, body mass, clothing habits, and metabolic rate, and thermal adaptation [245]. The only published case of a field study of office workers reporting $100 \%$ satisfaction involved PCS installed in each workstation [246]. In a large-scale field study, Kroner and Stark-Martin [247] suggested that it is possible to increase productivity by at least $2 \%$ using PCS.

PCS devices offer an opportunity to save HVAC energy in buildings. Since it is possible to relax the room temperature range in either the hot or cold direction due to the use of personalized heating, ventilation or cooling, total HVAC energy use can be reduced at a rate of $10 \%$ per K room temperature setpoint relaxation [248,249]. Savings of this magnitude exceed those of virtually any energy-conserving technology available in the industry. Widening the temperature range for energy must continue to ensure occupants' comfort, or at least provide the same level of comfort as in current buildings. Occupants themselves require far less energy to heat and cool than does the entire indoor space that houses them. PCS offers the opportunity to accomplish this. With small amounts of energy, it can provide individual comfort within a broader range of indoor ambient temperatures (varying over both time and space).

The application of PCS enables relaxing the temperature requirements for the ambient zones in buildings. This is based on the assumption that the occupants have available to them individually controlled PCS devices at their workstations and that there is general elevated air movement provided in other zones of the building where they may spend time. Advantages for resilience include

- Flexibility in space heating and cooling temperature setpoints the possibility of extended setpoints compared to traditional systems such as extending the room temperatures below $20^{\circ} \mathrm{C}$ in the heating season and extending the room temperatures above $26^{\circ} \mathrm{C}$ in the cooling season; these temperatures are based on the Category II of EN 16798-1:2019 [250]. This possibility will allow operating flexibility and will not load the cooling plant unnecessarily during an extreme event (e.g., a heatwave) or coming back to normal operation after an extreme event, and occupants can still be comfortable at high indoor temperatures, as they would have personalized cooling systems.
- Possibility of reduced-size cooling plant or a plant that is run part-time during periods beneficial to the electricity grid and supply sources.

PCS devices have no absorptive capacity under heatwaves, as absorptive capacity mainly relates to building envelope and structure. Under heatwaves, PCS devices have a high adaptive capacity
as PCS or the user controlling the PCS can adjust its cooling output until its maximum capacity.

PCS devices have no absorptive capacity under power outage events, as absorptive capacity mainly relates to building envelope and structure. Assuming that there are no batteries or emergency power generators during the power outage, PCS have a low adaptive capacity as only certain PCS technologies will be able to keep on functioning (such as conductive wearables, fan-ventilated clothing ensembles or PCM assisted PCS).

PCS devices have high restorative and recovery capacities under heatwaves and power outage events, as the PCS will be functioning normally once the heatwave or power outage is over, and it will be able to recover immediately as long as the system has not been physically damaged.

PCS devices are applicable in all climate zones. The above-listed PCS devices are commercially available; however, their availability could change from country to country. Even though there are commercially available products, the technology is not as mature as some of the other technologies e.g., compression refrigeration.

### 4.4. Remove latent heat from indoor environments: High-performance dehumidification including desiccant dehumidification

Removing latent heat from indoor environments through dehumidification is an essential and important method, especially in hot and humid climates, to reduce cooling load and increase human comfort [251]. In high-performance buildings, the percentage of dehumidification energy consumption from the building's total energy consumption can be as high as $13-22 \%$ [252]. There are many dehumidification methods reported in the literature and applied in practice, including desiccant dehumidification, refrigeration dehumidification, ventilation dehumidification, and thermos-electric dehumidification. Desiccant dehumidification is to utilize the humidity-absorbing material to absorb moisture. Refrigeration dehumidification uses a conventional vapor compression cycle to dehumidify the humid air through cool-reheat processes. Thermos-electric dehumidification is to utilize the thermoelectric effect (Peltier effect) to convert electricity into a temperature difference across a Peltier module. The module includes cold-side heat sink and hot-side heat source. Humid air driven by the fan flows over the cold side heat sink and the air is dehumidified. Ventilation dehumidification replaces humid indoor air with dry outdoor air.

Dehumidification technologies absorb the impacts of heatwaves by decreasing the humidity of indoor air, which improves the comfort level and relieves part of the pressure of other cooling systems. Desiccant refrigeration (see Section 4.2.4) and thermos-electric dehumidification technologies work in principle in areas with humidity higher than comfort level, while ventilation dehumidification technology works in areas with dry outdoor air. Desiccant, refrigeration, thermoelectric dehumidification, and mechanical ventilation dehumidification each require electricity and therefore are not very robust to power outages. Ventilation dehumidification through natural means could operate during a power outage, but its capacity to remove latent heat depends on building characteristics, local climate, and occupant behavior (see Section 4.2.1). Although dehumidification technologies could improve the thermal comfort level during a heatwave or recovery the thermal condition after a heatwave, their cooling capacity is limited due to the fact, they only take care of the latent heat in the indoor environment.

All these technologies have been well developed and commercial products are available in the market in the forms of either large dehumidification plants or small household dehumidifiers. Both individual consumers and building contractors are quite free to
purchase dehumidification products, although the desiccant dehumidification plants are usually purchased by building contractors.

## 5. Assessment and comparison of resilient cooling strategies

A qualitative assessment of the resilience of cooling strategies is performed based on the criteria developed in Section 2. The resilience criteria include absorptive capacity, adaptive capacity, restorative capacity and recovery speed. Different disruptions or extreme events will have different effects on the cooling systems. 'Temperature hazard' was identified as the primary risk associated with the cooling strategies in buildings, which represents the overheating risk in buildings that threatens human health, activities and productivity [253]. Heatwave and associated power outages are identified as major disruptions because they have direct impacts on the thermal environment of buildings and they are listed as dominant threats faced by cooling systems, as stated by Attia et al.[23]. Therefore, the four resilient cooling criteria are evaluated separately for two extreme events in this study: heatwave or power outage. The resilient cooling strategies assessment framework is illustrated in Fig. 4.

We present the following approach to evaluate the resilience characteristics.

- Absorptive capacity can be calculated as the ratio of the absorbed heat load (or heat storage) to the change in heat load during a certain disruption.
- Adaptive capacity can be calculated as the ratio of the heat load reduction to the change in heat load during a certain disruption.
- Restorative capacity can be calculated as the ratio of the heat removed from the building to the heat stored after a certain disnuption.
- Recovery speed can be calculated as the time required to remove the stored heat from a building until reaching a designed thermal condition.


Fig. 4. Resilient cooling strategies assessment framework.

The resilience capacities can be evaluated into three categories: high, moderate and low. For recovery speed, high is within one hour, moderate is several hours, and low is one or more days. The other capacities are categorized by the following criteria:

- High: the strategy can maintain or even increase its cooling or heat-load-reduction capacity during a certain event. For example, a building's heat load might double during a heatwave or power outage due to the extreme high outdoor temperature or the failure of the mechanical cooling system. (The strategy can increase its cooling capacity to deal with a high heat load during a heatwave or power outage.)
- Moderate: the strategy can maintain its cooling or heat-loadreduction capacity most of the time during a certain event. (The strategy keeps the same cooling capacity during a heatwave or power outage.)
- Low: the strategy will experience a decrease in cooling or heat-load-reduction capacity during a certain event. (The strategy reduces cooling capacity during a heatwave or power outage.)

Besides the resilience capacities under extreme events, the cooling strategy's applicability in terms of climate zone and technology readiness level are summarized in Table 3. The climate zone classification is based on ASHRAE Standard 169 [254], as illustrated in Fig. 5.

A qualitative method is used in this study, which relies on the literature review carried out in Section 4 and focus group discussion. IEA-EBC Annex 80 participants were invited to provide evaluations of the resiliency capacities for all cooling strategies based on the categories proposed above. The participants are scientific and professional experts in the field of cooling technologies and building environments. The collected results were compared and discussed within the focus group based on the results of the literature review and their expertise and experience, to reach a final rating for each cooling strategy.

Table 3 presents assessment results of different cooling strategies where addresses the four resiliency criteria, application and technology readiness level. We obverse that cooling strategies contributing to reducing heat gains to the indoor environment generally show a moderate to high absorptive capacity under heatwaves. These strategies, such as solar shading/glazing, cool envelop materials, ventilated or evaporated envelop and thermal mass, mainly relate to the design of building structure and envelope, and should be considered in the early design phase of the buildings.

The cooling strategies with dynamic or flexible control present a high adaptive capacity under heatwaves. For example, a welldesigned mechanical cooling system, such as compression refrigeration, absorption refrigeration, or active cooling with natural heat sink, could adjust its cooling capacity to fulfill the demand based on the change of the indoor and outdoor conditions or even prepare the system before the extreme event occurs if predictive control is available. However, active cooling systems strongly rely on the power supply and are not robust to the power outage. As mentioned in Section 4, an alternative approach to increase their robustness is to have local or on-site power production or connected to electrical or thermal energy storage. Another group of cooling strategies that show a high adaptive capacity under heatwaves is PCS devices, such as local fans, local cooled surfaces, or wearable systems. Instead of providing space cooling, these devices could enhance personal heat loss, and allow thermal comfort with higher ambient temperatures. In addition, PCS allow personal control of the microenvironment without affecting the thermal environment of other occupants. Even though PCS devices require a power supply, they could reduce cooling plant size or run part-time during periods beneficial to the electricity grid and supply sources.
Table 3
Assessment of cooling strategies, in term of resilience capacities, applicability, and technology readiness.

| Coolingstrategy categories | Cooling strategies | Resilience under extreme events |  |  |  |  |  |  |  | Climate zone | Technology readiness level (TRL) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Heatwave |  |  |  | Power outage |  |  |  |  |  |
|  |  | Absorptive capacity | Adaptive capacity | Restorative capacity | Recovery speed | Absorptive capacity | Adaptive capacity | Restorative capacity | Recovery speed |  |  |
| A | Static solar shading/glazing | Low- <br> Moderate | Low | N/A | N/A | Low-Moderate | Low | N/A | N/A | All | 9 |
|  | Dynamic solar shading/glazing | ModerateHigh | High | N/A | N/A | Low | Low | N/A | N/A | All | 9 |
|  | Cool envelope materials | High | N/A (High for thermochromic CEMS) | N/A | N/A | High | N/A (High for thermochromic CEMS) | N/A | N/A | All (preferable for 0-4B) | Light-colored and cool-colored CEMs: 9; other CEMs: 4-6 |
|  | Green roofs, roof pond, and green facades | High | Moderate- High (Low for some plant species) | Moderate- <br> High (Low <br> for some <br> plant <br> species) | Moderate- <br> High (Low <br> for some <br> plant <br> species) | High | Moderate-High (Low for some plant species) | Moderate - <br> High (Low <br> for some <br> plant <br> species) | Moderate- <br> High (Low <br> for some <br> plant <br> species) | All | Green roofs and façades: 9 - roof ponds and evaporative systems: 4-8 |
|  | Ventilated roofs and facades | Low- <br> Moderate | Moderate - <br> High | ModerateHigh | ModerateHigh | ModerateHigh for passive system; Low for activity system | Moderate for passive systems; N/A for active systems | Moderate High | ModerateHigh | All | 4-9 |
|  | Thermal mass including PCMs | High | N/A | Low-High | Moderate | High | N/A | Low - High | Moderate | All (less effective 0-2) | 4-9 |
| B | Passive ventilative cooling | Low | Moderate | Moderate | Low - <br> Moderate | ModerateHigh | Moderate | Moderate | Low - <br> Moderate | All (less effective in 0A, 0B, 1A, 1B) | 9 |
|  | Active ventilative cooling | Moderate | High | High | Moderate - <br> High | Low | N/A | High | Moderate High |  |  |
|  | Adiabatic/ evaporative cooling | Moderate | High | High | Moderate High | Moderate | Moderate | High | ModerateHigh | All except 0A, 1A | 9 |
|  | Compression refrigeration | N/A | High | High | High | N/A | N/A | High | High | All | 9 |
|  | Absorption refrigeration including desiccant cooling | N/A | High | High | High | N/A | N/A | High | High | All (preferable 0A, 1A, 2A) | 9 |
|  | Passive ground source cooling | Moderate | Moderate | High | Moderate High | High | Moderate | High | Moderate High | All | 9 |
|  | Active ground source cooling | High | High | High | Moderate High | N/A | N/A | High | Moderate High |  |  |
|  | Sky radiative cooling | N/A | N/A | Low- <br> Moderate | Low- <br> Moderate | N/A | N/A | Moderate | Low - <br> Moderate | Increased performance in climates that are cold or with high seasonal variation $(4,5,6)$ and dry (C, B) compared to hot and warm $(2,3)$ humid (A) climates. | 7-9 |
|  | Hightemperature cooling system: Radiant cooling | Low - High | Low - High | High | Moderate High | Low - High | Low - High | High | Moderate High |  | 9 |

Table 3 (continued)

| Coolingstrategy categories | Cooling strategies | Resilience under extreme events |  |  |  |  |  |  |  | Climate zone | Technology readiness level (TRL) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Heatwave |  |  |  | Power outage |  |  |  |  |  |
|  |  | Absorptive capacity | Adaptive capacity | Restorative capacity | Recovery speed | Absorptive capacity | Adaptive capacity | Restorative capacity | Recovery speed |  |  |
| C | Personal comfort systems | N/A | High | High | High | N/A | N/A or Low (e.g., fan-ventilated clothing ensembles) | High | High | All | 5-9 |
| D | Dehumidification including desiccant dehumidification | N/A | Moderate- High | Moderate | Moderate | N/A | N/A | Moderate | Moderate | All (preferable 0A, 1A, 2A) | 9 |

The cooling strategies used to remove sensible and latent heat present moderate to high restorative capacity. Mechanical cooling systems, such as compression refrigeration and absorption refrigeration can efficiently remove the surplus heat from the indoor environment in a timely manner regardless of the outdoor climate. However, the cooling systems utilizing natural heat sinks can remove the surplus heat only when there is a temperature difference between heat sinks and the indoor environment. Depending on the physical properties of natural heat sinks, ground-source cooling and evaporative cooling are more efficient than ventilative cooling under heatwaves. The recovery speed of cooling systems is influenced by the cooling potential (cooling capacity of mechanical systems, the temperature difference between natural heat sinks and indoor environment for natural or hybrid systems), design of the cooling system (for example, the window opening area and amount of thermal mass), and control or operation of the cooling system (for example, occupant behavior on window opening). In some situations, a certain cooling or building design might benefit to one resilience criteria but results in a negative impact on the other criteria. For example, a building with heavy thermal mass might have a high absorptive capacity, but have a low recovery speed due to all the stored energy that needs to be removed before the indoor environment can return to acceptable thermal conditions.

## 6. Discussion

### 6.1. Findings and recommendations

This section presents the primary findings of this study and provides recommendations to the building designers and engineers on how to address resiliency characteristics in the early design stages.

1. Resilience should be considered as an important property for cooling systems integrated with the building, together with energy efficiency, sustainability and economic affordability. Energy efficient cooling strategy does not equal to resilient cooling strategy. Sometimes, "Excessive striving for energy efficiency" could compromise a building's ability to maintain comfortable thermal conditions during extreme events.
2. The resilient characteristics of cooling strategies are summarized by four criteria - absorptive capacity, adaptive capacity, restorative capacity and recovery speed. The definition of the criteria and a qualitative approach for evaluating the resilience characteristics are proposed in this study.
3. As suggested by Attia et al. [23] and Miller et al. [253], the assessment of resilience must be based on the identification of a specific threat or disruption. 'Temperature hazard' is identified as the primary risk associated with the cooling systems in buildings, and heatwave and associated power outages are identified as major disruptions since they have direct impacts on the thermal environment of buildings.
4. Cooling strategies for reducing heat gains to the indoor environment present high absorptive capacity under heatwaves. These cooling strategies strongly relate to the design of building structure and envelope, and should be considered in the early building design phase. Cooling strategies with dynamic or flexible control present a high adaptive capacity under heatwaves. These strategies could adjust their operating mode depending on the indoor and outdoor condition or even prepare the systems or buildings before the extreme event occurs. PCS devices also present high adaptive capacity, which could allow thermal comfort with relatively higher ambient temperatures and provide personal control over the microenvironment without affecting the thermal environment of other occupants. Cooling


Fig. 5. Climate zone classification scheme used in ASHRAE Standard 169 [254]
strategies for removing sensible and latent heat present high restorative capacity. The mechanical cooling systems can remove surplus heat from the indoor environment efficiently without being influenced by the outdoor climate. For those cooling strategies that use natural heat sinks, such as air, water, ground and sky, the temperature difference between the heat sink and indoor environment is critical for the efficiency of these cooling strategies. The recovery speed (rapidity) of cooling strategies depends on multiply factors, such as cooling potential, design of the cooling system and control or operation of the cooling system.
5. To attain resilient cooling, the four resilience criteria should be considered from the design phase. The building and relevant cooling system characteristics should be considered simultaneously to withstand extreme events. The literature review indicates that a single cooling strategy normally does not contain all the capacities or high levels of capacities. Therefore, a combination of cooling strategies with different capacities might be needed to obtain resilient cooling, and there may not be a universally optimal solution as certain cooling strategies might perform better in certain climates.

### 6.2. Limitation and future directions

The study applies a qualitative approach to assess the resilience of various cooling strategies. Some limitations observed by using the qualitative approach, are explained below.

First of all, the amount of literature that discussed the resilience of cooling strategies under extreme events is limited. The literature review indicated that resilience is still a relatively new concept for the development, characterization and evaluation of cooling strategies. The current researches strongly focus on the energy efficiency and performance of the system under 'typical' operating conditions. However, the systems perform and respond to the disruptions, and the strategies for increasing the system resilience require future research. Secondly, the literature studies analyzed cooling performance under very different boundary conditions, from weather datasets, reference building, system design and operation, to performance indicators, which is difficult to conduct a direct comparison between different cooling strategies based on the results of these studies. Finally, the resiliency capacities proposed in the current study are qualitative and theoretical concepts. Even though we proposed categories for evaluation (low, moderate
and high), the outcome is a rather subjective assessment of resilience than reaching an objective measure.

As a consequence, it is a challenge to provide a concrete assessment and direct comparison between different cooling strategies based on the qualitative approach. There is a strong need for a more technical or quantitative resilience assessment methodology. A numerical approach with consistent and measurable metrics for the characterization of resilience capacities will be the further direction of Annex 80.

## 7. Conclusions

Resilience should be considered as an important property of the cooling systems integrated with buildings, to cope with extreme events such as heatwaves and power outages. This study performs a systematic literature review on the state-of-the-art of cooling strategies, with special attention to their performance under extreme events. A definition of resilient cooling is developed and four criteria are proposed to describe resilience characteristics, including absorptive capacity, adaptive capacity, restorative capacity, and recovery speed. The developed resilience characterization scheme is used to assess the resilience of various cooling strategies qualitatively.

The literature review indicates that resilience capacities depend on many parameters: the function of cooling strategies (reducing heat gains, removing sensible/latent heat, or enhancing personal comfort), the driven forces (passive or active), design feature, and control and operation of the cooling system. A single cooling strategy normally does not contain all the resilience capacities, therefore, a combination of cooling strategies with different capacities is important to obtain resilient cooling of buildings.

The limitation of the qualitative resilience assessment approach is discussed. There is a strong need for a quantitative assessment framework with specified boundary conditions and consistent and measurable performance indicators. A numerical-based approach will be developed and discussed in further study.
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#### Abstract

ABSIRACI Over the last decades overheating in buildings has become a major concern. The situation is expected to worsen due to the current rate of climate change. Many efforts have been made to evaluate the future thermal performanee of buildings and cooling technologies. In this paper, the term "climate change overheating resistivity" of cooling strategies is defined, and the calculation method is provided. A comprehensive simulation-based framework is then introduced, enalbing the evaluation of a wide range of active and passive cooling strategies. The framework is based on the Indoor Overheating Degree (IOD), Ambient Warmness Degree (AWD), and Climate Change Overheating Resistivity (CCOR) as principal indicators allowing a multi-zonal approach in the quantification of indoor overheating risk and resistivity to climate change.

To test the proposed framework, two air-based cooling strategies including a Variable Refrigerant Flow (VRF) unit coupled with a Dedicated Ouldoor Air System (DOAS) (CO1) and a Variable Air Volume (VAV) system (CO2) are compared in six different locations/elimates. The case study is a shoe box model representing a double-zone office building. In general, the CO1 shows higher CCOR values between 2.04 and 19.16 than the C 02 in different locations. Therefore, the Col shows superior resistivity to the overheating impact of climate change compared to C02. The maximum CCOR value of 37.46 is resulted for the C01 in Brussels, representing the most resistant case, whereas the minimum CCOR value of 9.24 is achieved for the CO2 in Toronto, representing the least resistant casc.


## 1. Introduction

During the last decade, the concept of resistivity of buildings and cooling strategies emerged in several studies [1]. The term resistivity appeared under different names including: Resistance, Resilience, Robustness, and other terms. For example, Attia et al. [1] defines cooling resistance as the building system's ability to maintain the initial design conditions during the disturbances such as heatwaves or power outages. This paper defines so-called "climate change overheating resistivity" as the ability of building cooling strategies to resist the increase of indoor overheating risk against the increase of outdoor thermal severity in a changing climate. In other words, the climate change overheating resistivity shows to what extend the indoor overheating risk will increase with the increase of outdoor thermal stress under future climate scenarios. This definition targets the ability of cooling strategies in
buildings to maintain an acceptable thermal environment against the graclual worsening of weather conditions due to climate change, whereas the definition in Ref. [1] targets the ability of cooling strategies to suppress the short-term overheating incidents. There is a universal need to understand the notion of climate change overheating resistivity as a key factor in characterizing the future thermal performance of cooling strategies in buildings.

Despite the important role of opting for the implementation of climate change overheating resistive cooling strategies in buildings, it is being overlooked in the fight against climate change. Climate change overheating resistive cooling strategy improves the preparedness of the building for more intense and frequent overheating events in the future. The more the cooling strategy is resistant, the higher it is able to maintain a comfortable and healthy environment for the occupants in buildings. The concept of climate change overheating resistivity must be

[^15]standardized through the regulation and policies to be strictly implemented in the building cooling requirements.

Several studies highlighted the importance of cooling strategies in mitigating the overheating impacts of climate change [2-4]. The cooling demand in buildings is predicted to encounter unprecedented growth with the continuation of global warming [5-7]. The increase in cooling demand will be further aggravated with the increase of internal gains related to growing occupancy densities [8]. The cooling strategies will become inexorable to remove sensible/latent heating loads, prevent heat gains to the indoor environment, or enhance personal comfort. Therefore, the cooling strategies are expected to play the main role in reducing the overheating risks in buildings and hence ensure comfortable environments in future climates.

The first question considered in evaluating the scientific literature is, "what are the simulation-based studies that assessed the performance of cooling strategies in relation to climate change?". In response to the first question, some relevant studies are presented as follows. O'Donovan et al. [9] investigated ten passive cooling control strategies applied on a Nearly Zero Energy Building (NZEB). Each strategy uses different combinations of passive cooling systems such as day-time ventilation, nighttime ventilation, and dynamic solar shading. For different combinations of passive cooling systems, an increase in indoor operative temperature between $0.1^{\circ} \mathrm{C}$ and $0.3^{\circ} \mathrm{C}$ in Dublin (maritime climate) and between $1^{\circ} \mathrm{C}$ and $1.9^{\circ} \mathrm{C}$ in Budapest (continental climate) was resulted by 2050s. It was also mentioned that the passive cooling strategies (and their combination) are able to maintain 57-95\% comfortable occupied hours. Chiesa \& Zajch [10] investigated the sensitivity of Earth-to Air Heat Exchangers (EAHE) to climate change in nine different locations across Northern America. Using Local and Residual Cooling Degree Hour ( $C D H_{l o c}$ and $C D H_{r e s}$ ) to calculate the virtual control of EAHE, they found a significant reduction in the cooling potential of the EAHE system for Representative Concentration Pathway (RCP) 4.5 and 8.5 scenarios by 2061-2090. Rey-Hernández et al. [11] studied the impact of climate change on the indoor operative temperature of a zero energy and carbon office building located in Valladolid, Spain. The cooling system consists of a chiller system backed up with an adsorption chiller connected to an Air Handling Unit (AHU). By using the CCWorldWeatherGen tool to produce future weather files, they found an increase in indoor air temperature of $\sim 1^{\circ} \mathrm{C}$ between 2020 and 2050 and $\sim 1.7^{\circ} \mathrm{C}$ between 2050 and 2080. Ibrahim \& Pelsmakers [12] investigated the increase in indoor overheating risk in a PassivHaus retrofit case study using PassiveHaus Planning Package (PHPP) [13] metric. For the period between High Emission Scenarios (HiES) of 2050 and 2080, the study results show an increase in overheating frequency by $6 \%$ for roof insulation, $7 \%$ for wall insulation, $6 \%$ for reduced glazing size, $5 \%$ for nighttime ventilation, $5 \%$ for internal and external shading devices, and $3 \%$ for reduced glazing $G$-value.

There is a study by Hamdy et al. [14] that introduced the Overheating Escalation Factor (OEF) metric corresponding to the inverse of climate change overheating resistivity factor within this paper. The OEF shows the sensitivity of a building to increasing outdoor thermal severity. By morphing the historical data (1964/1965 and 2003), they generated future and worst future weather scenarios. By applying in total 4 weather scenarios, they found the OEF values between 0.1 and 0.989 in Dutch dwellings. It means that there are some dwellings (with only natural ventilation) that are very close to become overheated in the future.

The second question considered in evaluating the scientific literature is, "do those studies allow for a universal and comprehensive evaluation of the resistivity of cooling strategies against the overheating impact of climate change?". In response to the second question, four criteria are set for a systematic analysis as follows.

- Universality: this criterion evaluates whether the study is conducted for a universal evaluation of cooling strategies. Most studies focus on a specific location and climate based on the national or regional
standards for comfort models and definition of building characteristics.
- Function-independency: this criterion investigates whether the study is focused on a specific building typology and function mode. Function-dependent studies focus on specific residential or nonresidential buildings. Therefore, they do not contain full guidance on how to define the operational properties, schedules, and comfort categories for different building types.
- Comfort model-independency: this criterion evaluates whether the study has provisions regarding the flexible selection of the static and adaptive comfort models. Such a provision enables the evaluation of both active and passive cooling strategies with different cooling modes (air conditioned, non-air conditioned, and mixed/hybrid modes).
- Resistivity evaluation: this criterion examines whether the study contains resistivity evaluation against overheating impact of climate change. The main factor for the resistivity evaluation is the use of specific metrics (e.g. OEF, CCOR, etc.) that relate the indoor and outdoor thermal environments while incorporating multiple historical and future weather scenarios. Such metrics show, via a single value, to what extend the thermal performance of the cooling strategies in buildings are affected due to the changes in outdoor thermal conditions over time.

The results of the literature analysis based on the four abovementioned criteria are presented in Table 1.

Until now, there is a lack of comprehensive universal method to evaluate and compare the climate change overheating resistivity of cooling strategies. As part of the International Energy Agency (IEA) EBC Annex 80 - "Resilient cooling of buildings" project activities, this paper is developed to address the abovementioned knowledge gaps. The aim of this research is to broaden the comparative analysis among cooling strategies to global scales. The main research question is:

- How to evaluate the climate change overheating resistivity of cooling strategies worldwide?

The main research question can be divided into:

- Q1: How to characterize the climate data and building models in a consistent way to universally compare the cooling strategies?

Table 1
A list of studies in the literature concerning the thermal performance evaluation of buildings/cooling strategies under future climate scenarios.

| Scientific <br> article | Universality | Function- <br> independency | Comfort model- <br> independency | Resistivity <br> eval uation |
| :--- | :--- | :--- | :--- | :--- |
| O'Donovan <br> et al. [9] | $\times$ | $\times$ | $\times$ | $\times$ |
| Lomas \& Ji <br> [15] | $\times$ | $\times$ | $\times$ | $\times$ |
|  <br> Smith [16] | $\times$ |  | $\times$ | $\checkmark$ |
|  <br> Giridharan | $\times$ |  | $\times$ | $\times$ |
| [17] |  |  |  |  |

- Q2: How to quantify and evaluate the climate change overheating resistivity of cooling strategies in buildings?
- Q3: How to test the evaluation framework?

This paper provides a generic simulation-based framework contributing to the body of knowledge in several ways. First, the framework is based on universally applicable standards enabling, with common boundary conditions, a universal comparison of cooling strategies in different climatic regions. Second, the framework is comprehensive; it allows for the comparison of a wide range of active and passive cooling strategies by providing systematic guidance on how to select the comfort. models for the zones with different cooling modes (air conditioned, nonair conditioned, and mixed/hybrid mode). The framework is also not limited to any building typology and operation type; it encompasses residential and non-residential buildings, whether they are newly built or existing buildings. Third, the framework identifies and includes a multi-zonal and climate-change sensitive approach in the quantification of overheating risks in buildings. More importantly, a new fit-to-purpose metric called "Climate Change Overheating Resistivity (CCOR)" is introduced to quantify the resistivity of cooling strategies against. overheating impacts of climate change. Finally, a Variable Refrigerant Flow (VRF) unit coupled with a Dedicated Outdoor Air Supply (DOAS) and a Variable Air Volume (VAV) system are compared in six reference cities to test the framework. Detailed information on their sizing is also presented.

The proposed framework can provide strong support for the building
professionals to assess and compare different cooling strategies in the early design stage and retrofit of the new and existing buildings, respectively. Implementing the methodology may yield to thermal resiliency benefits in the buildings. Also, the research outcomes can inform the cooling industry regarding the resistivity of cooling strategies against climate change in different regions. It can instigate technical improvements towards more resistive cooling concepts. It also sheds light on the importance of resistivity requirements to be embedded in the regional and national building codes in defining thermal comfort requirements. The current paper is organized as follows. In Section 2, the methodology, including the framework is provided (Section 2.1) and the demonstration case (Section 2.2). Section 3 presents the results. Section 4 discusses the key findings, recommendations, strengths, limitations, and implications on the practice of the study and suggests potential future research. And, Section 5 concludes the paper.

## 2. Methodology

Fig. 1 shows the research methodology of the current paper. The methodology consists of two main parts. In the first part, the framework is introduced relying on the literature review, Intemational standards, focus-group discussions, and follow-up discussions among the authors. In the second part, a demonstration case to test the proposed framework is provided.
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Fig. 1. Study conceptual framework (SCF),

### 2.1. Generic framework

Thermal discomfort in buildings can be divided into overheating discomfort and overcooling discomfort. Many researchers highlighted that with the continuation of global warming, overheating will become the increasing cause of thermal discomfort in buildings in most regions [21-25]. Therefore, the scope of the current framework is narrowed to the overheating discomfort and the evaluation of cooling strategies. In other words, the overcooling discomfort and heating system performance are excluded.

As shown in Fig. 2, the proposed framework consists of four main steps, 1) specify reference cities and weather data characterization (Section 2.1.1), 2) identify building characterization (Section 2.1.2), 3) identify and design/size the cooling strategies to be compared (Section 2.1.3), and 4) specify performance indicators and comfort models (Section 2.1.4). The framework allows a universal comparison of a wide range of active and passive cooling strategies. It encompasses almost the entire building typologies and function modes. The framework is also flexible to be used as a fast decision-support tool with recommending simple shoe box models as well as to more sophisticated analysis via reference building models. As mentioned earlier, the principal aim of the framework is to provide a standardized method (based on Intemationally applicable standards) for a universal (different locations and climates) comparison of cooling strategies. However, for practical use, one can select a specific location and building and follow the suggested procedure to compare a set of applicable cooling strategies.

### 2.1.1. Step 1: specify reference cities and weather data characterization

Weather files are major prerequisites in any study related to climate change. The weather data requirements for the current framework is inspired by the work of (EA) EBC Annex 80 - Weather Data Task Force. First, it necessitates the use of one contemporary (i.e. 2010s) and two future (i.e. 2050s and 2090s) weather scenarios. Future weather data projections are grouped according to the concentration and emission scenarios that are called Representative Concentrations Pathways (RCPs) to represent the 21st century. RCPs are based on energy, land use and cover, technological, socioeconomic, Green House Gas (GHG) emissions, and air pollutant assumptions [26]. With the current climate change mitigation efforts, the actual temperatures expected to be much higher than the projections in RCP2.6 (low emission scenario), RCP4.5 (medium-low emission scenario), and RCP6 (medium-high emission scenario) [27]. So, the framework requires future weather files based on RCP8.5 (high emission scenario). Current state-of-the-art approaches and tools to produce future global projections and weather files are widely discussed in Refs. [28-30].

Second, the framework recommends 23 cities (see Fig. 2) representing the climate zones 1 to 6 in ASHRAE 169.1 [31] classification. Multiple reference cities are assigned for each climate zone based on the population and the rate of growth.

Third, the framework allows both UHI effect included and excluded weather data. Including the UHI effect, especially in urban-related studies, quantifies the anthropogenic impacts on the evolution of outdoor thermal conditions [32]. Doing so contributes to more realistic weather data input for the simulations. However, due to limitations in obtaining such accurate weather data, the framework allows the use of weather files without UHI effects as an alternative.

### 2.1.2. Step 2: identify building characterization

The framework is applicable for evaluations in both new and existing buildings. The "existing buildings" are the buildings that are already in existence or constructed and authorized prior to the effective date of the current national or regional building regulations. Differently, the "new buildings" are the buildings that are already constructed or will be constructed after the effective date of the current national or regional building regulations. The framework provides two approaches for the selection of the building simulation models, the shoe box model (new
buildings) and the reference building model (new and existing buildings).

The shoe box model is a basic and simplified model of a building that represents a building or its division as a rectangular box. The shoe box models can be made very quickly and therefore valuable to make early design decisions. In the case of shoe box models, the envelope characteristics must comply with ASHRAE 90.1 [33]. It is a widely accepted standard that specifies requirements for building envelope thermal properties for high-performance buildings (except for low-rise residential buildings) for each climate zone. The International standards ISO 18523- [34] and ISO 18253-2 [35] as well as ISO 17772-1 [36] are suggested to define schedules and condition of building, zone and space usage, including occupancy, operation of technical building systems, hot water usage, internal gains due to occupancy, lighting and equipment.

The reference building models are "buildings characterized by and representative of their functionality and geographic location, including indoor and outdoor climate conditions" (Annex III of the EPBD recast). The reference buildings can be created statistically (theoretical model) or by expert assumptions and previous studies (example model) or by selecting a real typical building [37]. Consequently, all the input parameters regarding the geometry, envelope properties, and operational conditions (schedule and condition of building, zone and space usage) can be derived by statistical analysis or expert assumptions or should reflect real typical conditions. Establishing reference building models provides a credible and robust model to evaluate the energy needs and retrofit measures [38] as well as thermal comfort and climate change adaptation measures. There are several studies that developed reference building models such as for educational buildings in Belgium [39], in Italy [40], in Ireland [41], in Australia [42], for office buildings in Korea [43], in England and Wales [44], for commercial buildings and residential buildings in the United States [33,45,46], and for residential buildings in thirteen European countries (Germany, Greece, Slovenia, Italy, France, Ireland, Belgium, Poland, Austria, Bulgaria, Sweden, Czech Republic, and Denmark) within the TABULA IEE-EU followed by EPISCOPE EE-EU projects. In the case of reference building models, the users should create or select (e.g. from the above studies) representing a specific building typology and vintage (i.e., constructed during a specific new or old period) in the target reference city.
2.1.3. Step 3: identify and design/size the cooling strategies to be compared Choosing a cooling strategy for buildings is challenging, especially when the designers are concerned with the impact of their choices on the resistivity against climate change. The framework lists a set of active and passive cooling strategies that are categorized by Ref. [4] as part of (IEA) EBC Annex 80 - Subtask B activities into four main categories (A, B, C, and $D$ ) based on their approaches in cooling the people or the indoor environment.

In category A, there are cooling strategies that reduce heat gains to the indoor environment and the occupants. It consists of solar shading and chromogenic glazing technologies, cool envelope materials, green roofs, roof ponds, green facades, ventilated roofs and facades, and thermal mass utilization. In category B, there are cooling strategies that remove sensible heat from indoor environments. It consists of absorption refrigeration (including desiccant cooling), ventilative cooling including Natural Ventilation (NV) and Mechanical Ventilation (MV), adiabatic/evaporative cooling, compression refrigeration, ground source cooling, sky radiative cooling, and high-temperature cooling (including radiant cooling). In category C , there are cooling strategies that enhance personal comfort apart from space cooling such as personal comfort systems. In category D, there are cooling strategies that remove latent heat from indoor environments such as high-performance dehumidification (including desiccant humidification). However, the framework cannot be used for category $D$ due to the lack of relative humidity factor within the performance indicators (Step 4).

The cooling strategy $\left(\mathrm{C}_{\mathrm{n}}\right)$ selected to be evaluated through the framework can be an individual or any combination of active and


Fig. 2. The generic simulation-based framework to evaluate the climate change overheating resistivity of cooling strategies in buildings.
passive cooling strategies. The applicability of the selected cooling strategy in the target climates must be ensured while incorporating the different locations. Also, most active cooling systems have a life span of 15-25 years, depending on the type of the system and other contributing factors. Therefore, the framework allows for system adjustments through the long-term analysis period. It means that the cooling strategy characteristics can be changed in the mid-future and future scenarios.

Two schemes for cooling strategy adjustment is proposed within the framework. Scheme $A$ : the $\mathrm{C}_{\mathrm{n}}$ is designed or sized to provide an acceptable thermal environment in each reference city based on the "contemporary weather scenario 2010s" and is kept or replaced with the same for future scenarios, Scheme B: the $C_{n}$ is adjusted at the end of its life span considering the changes in weather conditions, and thus is designed or sized based on future weather scenarios. In this case, it is possible to predict the thermal performance of the building if the cooling strategy design is not climate change-responsive (scheme A) or is climate change-responsive (scheme B).

Attaining the indoor thermal conditions always within the comfort limits can lead to oversizing the building cooling strategies. For the active strategies, the cooling strategy must be sized to summer design days. While for passive cooling strategies, the design should comply with the strict acceptable deviations criteria by Ref. [47]. It allows weekly $20 \%$, monthly $12 \%$, and yearly $3 \%$ deviations from the maximum comfort limits (Section 2.1.4.2) during the occupied hours. For mixed/hybrid mode cooling strategies, it is recommended that the building first operates via non-air conditioned cooling technology and use air conditioning to temper the weather extremes [48].

### 2.1.4. Step 4: specify performance indicators and comfort models

2.1.4.1. Performance indicators. There are several metrics introduced in the standards and scientific literature to quantify the time-integrated overheating in buildings. The time-integrated overheating indices describe, in a synthetic way, the extend of discomfort over time and predict the uncomfortable phenomena. Those indicators were extensively reviewed by Refs. [49,50]. Following the recommendations of [49], a climate change-sensitive overheating calculation method developed by Ref. [14] is selected that fits the scope of the current paper. Hamdy et al. [49] introduced a methodology based on two principal indicators, namely, Indoor Overheating Degree (IOD) (for the indoor environment) and Ambient Warmness Degree (AWD) (for the outdoor environment).

The IOD metric provides a multi-zonal approach in the quantification of intensity and frequency of overheating risks in buildings. Such a multi-zonal approach allows the implementation of zonal thermal comfort models (i.e., PMV/PPD and adaptive models) and requirements (i.e., comfort categories). Therefore, it is possible to assign variable comfort models with regard to the cooling mode and occupant adaptation opportunities in different zones of a building. It also tracks the zonal occupancy profiles and therefore excludes the effect of unoccupied zones in overheating calculations. The $I O D\left[{ }^{\circ} \mathrm{C}\right]$ is the summation of positive values of the difference between zonal indoor operative temperature $T_{i n, o, z}$ and the zonal thermal comfort limit $T_{\text {comf }, z}$ (PMV/PPD or adaptive comfort limits) averaged over the sum of the total number of zonal occupied hours $N_{\text {occ }}(z)[-]$,
$I O D \equiv \frac{\sum_{z 1}^{Z} \sum_{i 1}^{N_{\infty \infty}(z)}\left[\left(T_{i n, o, z, i}-T_{\text {comf }, z, i}\right)^{+} \times t_{i, z}\right]}{\sum_{z}^{Z} 1_{i 1}^{N_{o o s}(z)} t_{i, z}}$
where $t$ is the time step (1h), $i$ is occupied hour counter $[-], z$ is building zone counter [ - ], $Z$ is total building zones [ - ].

The $A W D\left[{ }^{\circ} \mathrm{C}\right]$ metric is used to quantify the severity of outdoor thermal conditions by averaging the Cooling Degree hours (CDh) calculated for a base temperature ( $T_{b}$ ) of $18{ }^{\circ} \mathrm{C}$ [14] over the total number of building occupied hours,
$A W D \equiv \frac{\sum_{i 1}^{N}\left[\left(T_{\text {out }, 0, i}-T_{b}\right)^{+} \times t_{i}\right]}{\sum_{i 1}^{N} t_{i}}$
where $T_{\text {out }, \mathrm{c}, i}$ is the outdoor dry-bulb air temperature and $N$ is the total number of building occupied hours. Only the positive values of $\left(T_{\text {out }, a, i}-T_{b}\right)^{+}$are taken into account in the summation.

In this paper, the Climate Change Overheating Resistivity (CCORF) metric is introduced to couple the outdoor and indoor environments quantifying the climate change overheating resistivity of cooling strategies in buildings. The CCOR [ - ] shows the rate of change in the $I O D$ with an increasing $A W D$ due to the impact of climate change. It can be calculated using the linear regression methods assuming linearity between the $I O D$ and $A W D$,
$\frac{1}{C C O R}=\frac{\sum_{S c i}^{S c} M\left(I O D_{S c}-\overline{I O D}\right) \times\left(A W D_{S c}-\overline{A W D}\right)}{\sum_{S c}^{S c} M}\left(A W D_{S c}-\overline{A W D}\right)^{2}$,
where $S c$ is the weather scenario counter, $M$ is the total number of weather scenarios, and $\overline{I O D}$ and $\overline{A W D}$ are the average of total IODs and AWDs. $C C O R>1$ means that the building is able to suppress the increasing outdoor thermal stress due to climate change, and $C C O R<1$ means the building is unable to suppress increasing outdoor thermal stress due to climate change.

The framework is also open for the implementation of additional user-specific metrics such as Exceedance Hours (EH), Degree hours (Dh), Weighted PPD (PPDw) [47,51], Averaged PPD (AvgPPD) [52], Heat Exposure Index (HEI) [53], and other discomfort/overheating indicators.
2.1.4.2. Thermal comfort models. The evaluation of overheating risks in buildings requires the determination of thermal comfort criteria. Thermal comfort defined as "that condition of mind which expresses satisfaction with the thermal environment" [52] has two main approaches: PMV/PPD (static) and adaptive.

The PMV/PPD comfort model assumes the human body as a passive recipient of its immediate environment [54], thus defining static thermal criteria. It has been shown that the PMV/PPD comfort model works well in air-conditioned spaces [55-57]. The framework suggests the use of the Category-based PMV/PPD model of [36] for the air-conditioned zones (Table 2).

The adaptive comfort model, however, allows a chance for occupant adaptation (e.g. operable openings, activity and clothing adjustments) and provides variable thermal comfort limits based on outdoor running mean temperature $T_{m o}$ [36],
$T_{m o}=(1-\alpha) \cdot\left\{T_{e d-1}+\alpha T_{e d-2}+\alpha^{2} T_{e d-3+}\right\}$
where $\alpha$ is reference value between 0 and $1, T_{e d}$ is daily mean outdoor air temperature for $i-t h$ previous day $\left[{ }^{\circ} C\right]$. The adaptive comfort model presents a valuable alternative in an energy-constrained world and is recommended by most standards to non-air conditioned buildings [58, 59]. Therefore, the framework suggests the use of the Category-based adaptive comfort model of [36] for non-air conditioned zones (Table 3). In the adaptive comfort model, the occupants should have access to operable openings (e.g. windows, vents, and doors etc.) and

Table 2
PMV/PPD comfort model ranges by ISO 17772-1.

| Categories | PPD [\%] \& PMV [-] |
| :--- | :--- |
| I (high-quality environment) | $P P D \%<6,-0.2<P M V<+0.2$ |
| II (medium-quality environment) | $P P D \%<10,-0.5<P M V<+0.5$ |
| III (moderate-quality environment) | $P P D \%<15,-0.7<P M V<+0.7$ |
| IV (low-qual ity environment) | $P P D \%<25,-1.0<P M V<+1.0$ |

Table 3
Adaptive comfort model ranges by ISO 17772-1.

| Categories | Upper limit $\left[{ }^{\circ} \mathrm{C}\right]$ | Lower limit $\left[{ }^{\circ} \mathrm{C}\right]$ | $T_{\text {mo }}$ range <br> $\left[{ }^{\circ}\right]$ |
| :--- | :--- | :--- | :--- |
| I (high-qual ity | $0.33 T_{\text {moo }}+$ | $0.33 T_{\text {mo }}+$ | $10-30$ |
| $\quad$ environment) | $18.8+2$ | $18.8-3$ |  |
| II (medium-quality | $0.33 T_{\text {mo }}+$ | $0.33 T_{\text {moo }}+$ | $10-30$ |
| $\quad$ environment) | $18.8+3$ | $18.8-4$ |  |
| III (moderate-quality | $0.33 T_{\text {moo }}+$ | $0.33 T_{\text {moo }}+$ | $10-30$ |
| $\quad$ environment) | $18.8+4$ | $18.8-5$ |  |

mainly sedentary activities ( $\sim 1.2$ met). They should also be able to adjust their clothing.

Different categories reflect the expected indoor environmental quality [50]. Category I is recommended for the high level of expectancy that is expected by very sensitive and fragile occupants such as the elderly, very young, and sick. Category II corresponds to the normal level of expectation and should be used for new buildings and renovations. Category III is the acceptable and moderate level of expectation and may be used for existing buildings. Category IV (only for the PMV/PPD model) defines the out of the range values that can be accepted for a limited part of the year.

So far, there is no sufficient Internationally applicable comfort model for mixed/hybrid cooling operation mode [48]. For mixed/hybrid cooling mode zone, the framework suggests the selection of either PMV/PPD model (high levels of expectancy or vulnerability of occupants) or the adaptive comfort model (energy-conservative purposes). The comfort Category (I, II, III, and IV) should be selected depending on building typology, occupant expectation, and climate context.

### 2.2. Demonstration case

To test the framework, in this section a demonstration case is provied to compare the climate change overheating resistivity of two cooling strategies, 1) Variable Refrigerant Flow (VRF) unit coupled with Dedicated Outdoor Air Supply (DOAS) system, and 2) Variable Air Volume (VAV) system. Those strategies applied on a double-zone office building under the operation of two cooling technologies in six different locations/climates.

### 2.2.1. Simulation program

In this paper, the DesignBuilder software based on EnergyPlus v8.9 simulation engine is used to conduct the simulations. EnergyPlus is developed by the U.S. Department Of Energy (U.S. DOE) as one of twenty major building energy simulation programs to run the simulations [60]. EnergyPlus contains an integrated heat and mass balance module and a building system module. Zone heating and cooling loads are calculated based on heat balance method recommended by Ref. [61]. The calculated loads are then passed to building HVAC module to calculate heating and cooling system, plant, and electric system response [62]. The HVAC simulation results via EnergyPlus have shown a close agreement with well-known simulation tools such as TRNSYS, ESP-r, and DOE-2.1E [63,64]. The simulations' results are then post-processed using a MATLAB script to calculate the IOD, AWD, and CCOR.

### 2.2.2. Weather data

To demonstrate the first step of the framework, six cities are selected including New Delhi, Cairo, Buenos Aires, Brussels, Toronto, and Stockholm covering zones 1 to 6 in ASHRAE 169.1 climatic classification [31]. Heating and Cooling Degree Days (HDD $10^{\circ} \mathrm{C}$ and $\mathrm{CDD} 18^{\circ} \mathrm{C}$ ) averaged over 2016-2020 for the selected cities are summarized in Table 4.

Three weather scenarios are generated for each city. Scenario 01 is the TMY [65] weather data constructed based on the recorded data in

Table 4
Weather station location and climate characteristics of New Delhi, Cairo, Buenos Aires, Brussels, Toronto, and Stockholm (HDD $10^{\circ} \mathrm{C}$ and $\mathrm{CDD} 18^{\circ} \mathrm{C}$ averaged over 2016-2020).

| City | Country | Coordinates (weather station) | dimate zone | HDD $10{ }^{\circ} \mathrm{C}$ | CDD18 ${ }^{\circ} \mathrm{C}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| New Delhi | India | $\begin{aligned} & 28.6^{\circ} \mathrm{N}, 77.2^{\circ} \\ & \mathrm{E} \end{aligned}$ | 1B | 24 | 3130 |
| Cairo | Egypt | $\begin{aligned} & 30.1^{\circ} \mathrm{N}, 31.3^{\circ} \\ & \mathrm{E} \end{aligned}$ | 2B | 5 | 2327 |
| Buenos Aires | Argentina | $\begin{aligned} & 34.8^{\circ} \mathrm{S}, 58.5^{\circ} \\ & \mathrm{W} \end{aligned}$ | 3A | 75 | 1034 |
| Brussels | Belgium | $50.9^{\circ} \mathrm{N}, 4.5^{\circ} \mathrm{E}$ | 4A | 780 | 258 |
| Toronto | Canada | $\begin{aligned} & 43.7^{\circ} \mathrm{N}, 79.4^{\circ} \\ & \mathrm{W} \end{aligned}$ | 5A | 1630 | 494 |
| Stockholm | Sweden | $\begin{aligned} & 59.3^{\circ} \mathrm{N}, 18.1^{\circ} \\ & \mathrm{E} \end{aligned}$ | 6A | 1501 | 171 |

each weather station. It includes the solar radiation values for 1996-2015 and other parameters (i.e. air temperature, dew-point temperature, wind speed, wind direction, and precipitation properties) for 2000-2019. Scenario 02 and Scenario 03 are future weather projections based on RCP8.5 defined by IPCC Fifth Assessment Report (AR5) [66]. To generate the future weather data, a representative subset (10 out of 35) of CMIP5 models are used for averaging the weather parameters [67]. All weather files are derived from Meteonorm v8 which is a combination of climate database, spatial interpolation tool and a stochastic weather generator, with global radiation data obtained from the Global Energy Balance Archive (GEBA) [28,29].

### 2.2.3. Case study

The case study is assumed to be a double-zone office building formed by two adjacent identical zones (i.e., office room and administration room). Different comfort categories (i.e., comfort Category II and I) and operational conditions (i.e., occupancy density and heat loads by equipment) are considered for each zone. Each zone corresponds to the BESTEST 630 model [68]. It has east- and west- oriented windows ( 3 m $\times 2 \mathrm{~m}$ ) with permanent solar shading devices (overhang and sidefins). The total building area is $96 \mathrm{~m}^{2}$. The envelope characteristics are

Table 5
Building envelope characteristics for six cities (ASHRAE 90.1).

|  |  | Assembly maximum [ $\left.W / m^{2} \mathrm{~K}\right]$ | Insulation Min. R-val ue $\left[m^{2} K / W\right]$ |
| :---: | :---: | :---: | :---: |
| New Dedhi | Roof | U-0.048 | R-20 c.i.* |
|  | Walls | U-0.089 | R-13 |
|  | Floors | U-0.282 | - |
|  | Windows | U-0.45 | - |
| Cairo | Roof | U-0.039 | R-25 c.i. |
|  | Walls | U-0.089 | R-13 |
|  | Foors | U-0.033 | R-30 |
|  | Windows | U-0.36 | - |
| Buenos | Roof | U-0.039 | R-25 c.i. |
| Aires | Walls | U-0.089 | R-13 |
|  | Floors | U-0.033 | R-30 |
|  | Windows | U-0.32 | - |
| Brussels | Roof | U-0.029 | R-35 c.i. |
|  | Walls | U-0.058 | $\mathrm{R}-13.0+\mathrm{R}-7.5$ c.i. |
|  | Floors | U-0.030 | R-38.0 |
|  | Windows | U-0.32 | - |
| Toronto | Roof | U-0.029 | R-35 c.i. |
|  | Walls | U-0.046 | R-13.0 + R-12.5 c.i. |
|  | Floors | U-0.030 | R-38.0 |
|  | Windows | U-0.29 | - |
| Stockholm | Roof | U-0.029 | R-35 c.i. |
|  | Walls | U-0.046 | R-13.0 + R-12.5 c.i. |
|  | Floors | U-0.024 | $\mathrm{R}-38.0+\mathrm{R}-7.5 \mathrm{c} . \mathrm{i}$. |
|  | Windows | U-0.29 | - |

[^16]defined per city (climate zone) based on [33] and are summarized in Table 5. The case study is illustrated in Fig. 3.

The occupancy densities of 0.1 person $/ m^{2}$ and 0.025 person $/ m^{2}$ are set for the office room and the administration room. Heat gains by the lighting and appliances of $12 \mathrm{~W} / \mathrm{m}^{2}$ is considered for the office room. Heat gains by the lighting and appliances of $12 \mathrm{~W} / \mathrm{m}^{2}$ and $4 \mathrm{~W} / \mathrm{m}^{2}$ are assigned for the administration room. It is also assumed that the occupants have the generic winter 1 clo and summer 0.5 clo clothing, and metabolic rate of 1.2 met (sedentary activity). All the information regarding the lighting, equipment, and occupancy schedules can be found in Ref. [34].

### 2.2.4. Cooling strategies

2.2.4.1. $V R F+D O A S$ system. The first cooling strategy (C01) includes the Variable Refrigerant Flow (VRF) air-conditioning unit coupled with a Dedicated Outdoor Air Supply (DOAS). The VRF system uses an electric expansion valve and a variable-speed compressor to vary the refrigerant flow rate to each terminal unit to meet the zonal thermal loads. There are two types of VRF systems: Heat Pump (HP) and Heat Recovery (HR). In VRF-HP, all zones must be either in heating or cooling mode. In VRF-HR, the system is able to operate in the heating and cooling modes simultaneously. This paper applies VRF-HR system by default performance curves in the EnergyPlus such as the polynomial performance curve (VRFCoolCapFTBoundary) for the cooling capacity ratio boundary curve from the manufacturer's data [69]. The VRF-HR is implemented in v8.6. EnergyPlus and validated by Ref. [70]. The default input values are mostly used for the VRF-HR system as described in Table $6[62,70]$. However, some input values are modified in this study, including the increase of maximum outdoor air temperature in cooling only mode to $50^{\circ} \mathrm{C}$ to avoid the system disruption in the hot climates of New Delhi and Cairo. The Coefficient Of Performance (COP) values of 3.23 and 3.2 are set for cooling and heating, respectively, as minimum efficiency requirements [33,62]. The VRF-HR unit is operated by load priority master thermostat control type. It means that the total zone load is used to vary the zonal operating mode as being either heating or cooling. A Constant Air Volume (CAV) Air Handling Unit (AHU) is coupled to the VRF-HR system as DOAS to handle the latent loads and provide ventilation rates as per [36,71]. The input values for DOAS
system are also presented in Table 6.
2.2.4.2. VAV system. The second cooling strategy (C02) is Variable Air Volume (VAV) system that consists of an AHU and Air Distribution Units (ADUs). The supply air is heated or cooled with heating and cooling coils centrally in AHU and the thermal capacity is controlled by varying the supply air volume via the dampers installed in the zonal ADUs. At full cooling capacity, the damper is fully open and the fan operates at maximum speed to supply the maximum air flow rate. With decreasing the cooling demand, the damper closes until it reaches the zone minimum ventilation air requirements as per [36]. In this study, the default AHU is used for the VAV system which contains a variable speed fans. Such AHU supplies variable airflow at a constant temperature having additional precision in temperature control [72]. The VAV models in EnergyPlus have been validated by Ref. [73]. In this paper, the VAV system is modeled using mostly the default input values or the values derived from Refs. [62,74,75] as listed in Table 6.

For both C01 and C02, all thermal capacities and design flow rates are auto-sized to design days by EnergyPlus based on the reference cities' external design conditions and the building configuration. Assuming a non climate change-responsive design (scheme A), the cooling strategies are not re-sized for future climates. The C01 and C02 are schematically shown in Fig. 4. The two technologies are among widely available (TRL $\sim 9$ ) and applicable cooling technologies for the selected climate zones [4,62].

### 2.2.5. Zonal comfort criteria

Two air conditioned cooling strategies are selected for the case study. Therefore, the PMV/PPD comfort model is considered for both zones [36]. A Distinct comfort categories for the office room and the administration room are considered. The comfort Category II is set for the office room due to the normal level of expectation that should be used for the new buildings [76]. It corresponds to a fixed maximum indoor operative temperature limit of $26^{\circ} \mathrm{C}$. The minimum ventilation rate requirement for Category II is $1.4 \mathrm{l} / \mathrm{s} . \mathrm{m}^{2}$. Assuming a high level of expectation for the occupants in the administration room, the comfort Category I is selected for this zone. It comesponds to a fixed maximum indoor operative temperature limit of $25.5^{\circ} \mathrm{C}$. The minimum ventilation rate requirement for Category $I$ is $2 \mathrm{l} / \mathrm{s} . \mathrm{m}^{2}$. The cooling and heating


Fig. 3. The case study 3D view (left) and floor plan (right).

Table 6
The HVAC model inputs for C01 (VRF + DOAS) and C02 (VAV).

|  | $\mathrm{C} 01(\mathrm{VRF}+\mathrm{DOAS})$ | C02 (VAV) |
| :---: | :---: | :---: |
| Set-points temperatures (occupied hours) | $24.5^{\circ} \mathrm{C}$ for cooling $/ 22^{\circ} \mathrm{C}$ for heating | $24.5^{\circ} \mathrm{C}$ for cooling/ $22^{\circ} \mathrm{C}$ for heating |
| Set-back temperatures (unoccupied hours) | $26.6^{\circ} \mathrm{C}$ for cooling/ <br> $15.5^{\circ} \mathrm{C}$ for heating | $26.6^{\circ} \mathrm{C}$ for cooling/ $15.5^{\circ} \mathrm{C}$ for heating |
| Minimum fresh air | $1.4 \mathrm{l} / \mathrm{s} . \mathrm{m}^{2}$ (office room)/ <br> $2 \mathrm{I} / \mathrm{s} . \mathrm{m}^{2}$ (Administration) | $\begin{aligned} & 1.4 \mathrm{l} / \mathrm{s} \mathrm{~m}^{2} \text { (office room)/2 } \mathrm{l} / \\ & \mathrm{s.m} \mathrm{~m}^{2} \text { (Administration) } \end{aligned}$ |
| Fuel type | Electricity | Electricity (cooling)/Gas (heating) |
| Defrost strategy/ capacity | Resistive/Auto-sized | N/A |
| Condenser type | Air-cooled | Air-cool ed |
| Heating | VRF outdoor unit | Gas furnace inside the packaged air conditioning unit |
| Cooling | VRF outdoor unit | Air-cool ed chiller inside the packaged air conditioning unit |
| Total cooling capacity | Auto-sized to design days per city | Auto-sized to design days per city |
| Cooling COP | 3.23 | 3.39 |
| Total heating capacity | Auto-sized to design days per city | Auto-sized to design days per city |
| Heating COP | 3.20 | 0.8 (gas burner efficiency) |
| Minimum outdoor temperature in cooling mode | $-6^{\circ} \mathrm{C}$ | N/A |
| Maximum outdoor temperature in cooling mode | $50^{\circ} \mathrm{C}$ | N/A |
| Minimum outdoor temperature in heating mode | $-20^{\circ} \mathrm{C}$ | N/A |
| Maximum outdoor temperature in heating mode | $40^{\circ} \mathrm{C}$ | N/A |
| Indoor unit supply air flow rates | Auto-sized to design days per city | Auto-sized to design days per city |
| Indoor fan efficiency/ type/pressure rise | 0.7 /constant volume/ 100 pa | N/A |
| Indoor cooling coil | VRF DX cooling coil | N/A |
| Indoor heating coil | VRF DX heating coil | N/A |
| AHU type | CAV | VAV |
| AHU supply air flow rates | Auto-sized to design days per city | Auto-sized to design days per city |
| AHU fan efficiency/ type/pressure rise | 0.7 /constant volume/600 pa | 0.7 /variable volume/600 pa |
| Supply air set-point manager | Preheat coil: Always $5^{\circ} \mathrm{C}$ | Air Ioop cooling: Always $14^{\circ} \mathrm{C}$ |
| AHU cooling coil | N/A | Water cooling coil |
| AHU heating coil | El ectric heating coil | Water heating coil |

set-point temperatures of $24.5^{\circ} \mathrm{C}$ and $22^{\circ} \mathrm{C}$ are set, respectively [36].

## 3. Results

Following the instructions given by the framework (see Fig. 2), this section is allocated to show the results of totally 36 simulation cases which are the combination of two cooling strategies ( C 01 and C 02 ) and three weather scenarios (2010s, 2050s, and 2090s) in six locations (New Delhi, Cairo, Buenos Aires, Brussels, Toronto, and Stockholm). The simulations are run for annual period to cover the overheating incidents in winter and intermediate seasons as well. It should be mentioned that the heating system performance and cold discomfort is not in the scope of the current study.

### 3.1. Outdoor thermal conditions

The annual distribution of hourly outdoor air temperature for Scenario 01, Scenario 02, and Scenario 03 are illustrated in Fig. 5. The
minimum, maximum, and average outdoor air temperature, Direct Normal Irradiance (DNI), Diffuse Horizontal Irradiance (DHI), $H D D 10^{\circ} \mathrm{C}$, and $C D D 18^{\circ} \mathrm{C}$ over the annual period as well as $A W D$ are summarized in Table 7. The increase in average and maximum outdoor air temperature is about $2.97-5.97^{\circ} \mathrm{C}$ and $3.5-6.5^{\circ} \mathrm{C}$ for the six reference cities by 2090 s. In the cooling-dominated climates of New Delhi and Cairo, the AWD increases by $23 \%$ and $30 \%$ in the 2090s. It corresponds to CDD $18^{\circ} \mathrm{C}$ variation of $+42 \%$ and $+62 \%$, respectively, and $\mathrm{HDD} 10^{\circ} \mathrm{C}$ tends to be zero in the future (i.e., 2050s and 2090s). New Delhi has the highest average and maximum outdoor air temperature of $29.15^{\circ} \mathrm{C}$ and $49.9^{\circ} \mathrm{C}$, and has the highest AWD of $14.87^{\circ} \mathrm{C}$ in the 2090 s. In the heatingdominated climates of Toronto and Brussels, both are expected to shift to cooling-dominated zones by increasing $248 \%$ and $224 \%$ in CDD18 ${ }^{\circ} \mathrm{C}$ and a decrease of $59 \%$ and $56 \%$ in $\mathrm{HDD} 10^{\circ} \mathrm{C}$ by 2090 s, respectively. In Toronto, higher maximum outdoor air temperature of around $2-4.1^{\circ} \mathrm{C}$ and higher CDD $18^{\circ} \mathrm{C}$ of around 208-643 are resulted compared to Brussels. Therefore, Toronto shows higher AWD by $1.32^{\circ} \mathrm{C}$ in the 2010 s , $2.7^{\circ} \mathrm{C}$ in the 2050 s , and $3.89^{\circ} \mathrm{C}$ in the 2090 s than in Brussels. Toronto has the highest increase in average outdoor air temperature by $5.97^{\circ} \mathrm{C}$, maximum outdoor air temperature by $6.5^{\circ} \mathrm{C}$, and AWD by $4.06^{\circ} \mathrm{C}$ in the 2090s. In Stockholm, although the CDD $18^{\circ} \mathrm{C}$ increases by $313 \%$ in the 2090 s, it still remains as a heating-dominated city with $\mathrm{HDD} 10^{\circ} \mathrm{C}$ of 824 and $\mathrm{CDD} 18^{\circ} \mathrm{C}$ of 413 . Stockholm has the lowest average and maximum outdoor air temperature of $7.53^{\circ} \mathrm{C}$ and $30.20^{\circ} \mathrm{C}$ and therefore has the lowest AWD of $3.84^{\circ} \mathrm{C}$ in the 2010 s.

### 3.2. Indoor operative temperature and exceedance hours (EH)

Fig. 6 shows the distribution of annual indoor operative temperature and Exceedance Hours (EH) (additional indicators) over the cooling setpoint of $24.5^{\circ} \mathrm{C}$ in the office room and the administration room. The maximum indoor operative temperature fixed thresholds of $25.5^{\circ} \mathrm{C}$ of Category I (administration room) and $26^{\circ} \mathrm{C}$ of Category II (office room) are illustrated based on the static comfort model of ISO 17772-1. Table 8 summarizes the IOD, maximum indoor operative temperature, and $E H$ for each scenario in six cities under the operation of C01 and C 02.

In this study, the highest maximum indoor operative temperature of $34.98^{\circ} \mathrm{C}$ and the highest increase in maximum indoor operative temperature of $6.91^{\circ} \mathrm{C}$ are resulted for Toronto by 2090 s. The highest $E H$ of 625 and the highest increase in $E H$ of 576 are also calculated for Toronto during the same period. It is due to the fact that, first, even though Toronto is classified as cool-humid climate (5A), more extreme up to $40.60^{\circ} \mathrm{C}$ and frequent hot weather conditions are expected by 2090 s (similar to Buenos Aires) (see Table 7). Second, in line with the findings of [14,77], higher insulation levels in Toronto based on ASHRAE 90.1 requirements exacerbate the intensity and frequency of high indoor temperatures.

The ranges of the maximum indoor operative temperature difference between the office room and the administration room are $0.96-1.98^{\circ} \mathrm{C}$ for C 01 and $0.63-2.07^{\circ} \mathrm{C}$ for C 02 . The ranges of the difference between the $E H$ in the office room and the administration room are $16-143$ for C 01 and 19-131 for C 02 . The office room experiences higher maximum indoor operative temperatures and more overheating hours than the administration room. It is normal because of the higher internal gains by the office equipment and the higher number of occupants. However, the C01 shows more consistent zonal temperature control and therefore lower zonal temperature gradients [73]. The difference in the number of exceedance hours among the office room and administration room increases with global warming up to $346 \%$ (in Cairo). As a result, the office room is expected to have a relatively higher increase in the frequency of high indoor temperatures than the administration room due to climate change.

The C 01 shows a lower maximum indoor operative temperature by $0.5-2.74^{\circ} \mathrm{C}$ in the office room (except for New Delhi) and $0.5-2.67^{\circ} \mathrm{C}$ in the administration room than C 02 . It shows that the C 01 performs better


Fig. 4. Graphical representation of C01 (VRF with DOAS) (upper) and CO2 (VAV) (lower).
in dampening the maximum indoor operative temperatures. The C01 results in higher $E H$ between 1 and 56 (in office room) and 3-82 (in administration room) in relatively warmer climates of New Delhi, Cairo, and Buenos aires. However, the C02 shows lower EH between 2 and 57 (in office room) and 2-122 (in administration room) in Brussels, Toronto, and Stockholm. Both the above differences regarding the maximum indoor operative temperature and $E H$ between the C 01 and C 02 increase with global warming. Overall, C01 performs better in reducing the maximum indoor operative temperatures in all climates and $E H$ in Brussels, Toronto and Stockholm. At the same time, C02 has better performance in reducing the $E H$ in New Delhi, Cairo, and Buenos Aires.

### 3.3. Overheating risk and climate change overheating resistivity

This section presents the results of the Indoor Overheating Risk (IOD) and Climate Change Overheating Resistivity (CCOR) of the selected cooling strategies. The IOD represents the intensity and frequency of overheating in buildings considering zonal comfort criteria. The CCOR quantifies the increase in the $I O D$ conresponding to an increase in the AWD. Fig. 7 shows the linear regression models representing IOD as $A W D$. It shows a direct correlation between $\wp D$ and $A W D$; that is, when the $A W D$ increases, overheating risk increases as well. The climate
scenarios, namely 2010s, 2050s, and 2090s are represented by their $A W D$ in each city.

Fig. 7 shows that the overheating conditions are becoming more intense and frequent with the increase of AWD. Since the C01 and C02 are sized to design days based on the "Contermorary weather scenario $2010 s^{\prime \prime}$, very low $I O D$ values between 0.005 and 0.012 are calculated for this scenario.

In this study, the highest value of $I O D ~ 0.46^{\circ} \mathrm{C}$ is calculated for Toronto by 2090s associated with the maximum indoor operative temperature of $34.98^{\circ} \mathrm{C}$ and the $E H$ of 589 under the operation of C 02 . It means that the current building configuration (i.e., the envelope complying with ASHRAE 90.1 standard and C02 as the cooling strategy) in Toronto is expected to have the highest risk of overheating in the future. In all cases, with the continuation of global warming the difference of $I O D$ between C01 and C02 increases, especially in Brussels, Toronto, and Buenos Aires where higher differences up to 0.182 are observed. It shows that C 02 is more affected by climate change than C 01 .

The CCOR values vary between 9.24 and 37.46 depending on the city and cooling strategy. However, it is $>1$ for all cases. It shows that the cooling strategies (C01 and C02) selected and sized for the current weather conditions will be able to maintain an acceptable thermal environment and suppress global warming [14]. It is normal since the case study is equipped with active cooling systems, making it more


Fig. 5. Distribution of annual outdeor air temperature for Scenario ol (2010s), Scenario 02 (2050s), and Scenario 03 (2090s).
resistant to climate change impacts but with different levels of success. The case study with CO2 in Toronto has the lowest CCOR of 9.24 representing the case that affected most by climate change. On the other hand, the case study with C01 in Brussels has the highest CCOR of 37.46 and therefore is the most resistant case in this paper. In the analysis, the

C01 always has higher CCOR values than CO2, showing its superior resistance toward climate change. Especially in relatively cold climates of Brussels, Toronto, and Stockholm, the differences between the CCOR values among C01 and C02 are 19.16, 6.04, and 14.41, respectively. It was shown that most design variants such as internal heat gain, building

Table 7
Summary of average, minimum, and maximum outdoor air temperature, Direct Normal Irradiance (DNI), Diffuse Horizontal Irradiance (DHI), HDD $10^{\circ} \mathrm{C}$, $\mathrm{CDD} 18^{\circ} \mathrm{C}$, and AWD for three scenarios in all cities.

|  |  | Scenario 01 | Scenario 02 | Scenario 03 |
| :---: | :---: | :---: | :---: | :---: |
| New Delhi | $T_{\text {outave }}\left[{ }^{\circ} \mathrm{C}\right]$ | 25.11 | 26.65 | 29.15 |
|  | $T_{\text {out max }}\left[{ }^{\circ} \mathrm{C}\right]$ | 44.90 | 46.80 | 49.9 |
|  | $T_{\text {outmin }}\left[{ }^{\circ} \mathrm{C}\right]$ | 3.70 | 5.30 | 7.50 |
|  | DNI [ $\left.W / \mathrm{m}^{2}\right]$ | 166.93 | 147.47 | 142.28 |
|  | $\mathrm{DHI}\left[\mathrm{W} / \mathrm{m}^{2}\right]$ | 99.08 | 100.75 | 102.71 |
|  | $A W D\left[{ }^{\circ} \mathrm{C}\right]$ | 12.12 | 13.05 | 14.87 |
|  | HDD $10^{\circ} \mathrm{C}$ | 2.51 | 0 | 0 |
|  | CDD18 ${ }^{\circ} \mathrm{C}$ | 2911 | 3355 | 4149 |
| Cairo | Toutave $\left[{ }^{\circ} \mathrm{C}\right]$ | 22.80 | 24.63 | 26.99 |
|  | $T_{\text {out max }}\left[{ }^{\circ} \mathrm{C}\right]$ | 41.80 | 44 | 46.9 |
|  | $T_{\text {outmin }}\left[{ }^{\circ} \mathrm{C}\right]$ | 5.60 | 7.40 | 9.30 |
|  | DNI $\left[W / m^{2}\right]$ | 185.36 | 176.62 | 179.95 |
|  | $\mathrm{DHI}\left[\mathrm{W} / \mathrm{m}^{2}\right]$ | 94.24 | 96.88 | 95.69 |
|  | $A W D\left[{ }^{\circ} \mathrm{C}\right]$ | 9.39 | 10.59 | 12.16 |
|  | HDD $10^{\circ} \mathrm{C}$ | 1 | 0 | 0 |
|  | CDD18 ${ }^{\circ} \mathrm{C}$ | 2052 | 2581 | 3325 |
| Buenos Aires | $T_{\text {outave }}\left[{ }^{\circ} \mathrm{C}\right]$ | 17.11 | 18.33 | 20.08 |
|  | $T_{\text {out max }}\left({ }^{\circ} \mathrm{C}\right]$ | 37.50 | 39.10 | 41 |
|  | $T_{\text {outmin }}\left[{ }^{\circ} \mathrm{C}\right]$ | $-2.70$ | -1.70 | $-0.50$ |
|  | DNI [ $\left.W / \mathrm{m}^{2}\right]$ | 198.75 | 189.61 | 187.88 |
|  | $\mathrm{DHI}\left[\mathrm{W} / \mathrm{m}^{2}\right]$ | 77.53 | 80.43 | 82.12 |
|  | $A W D\left[{ }^{\circ} \mathrm{C}\right]$ | 6.49 | 7.40 | 8.42 |
|  | HDD $10^{\circ} \mathrm{C}$ | 135 | 109 | 55 |
|  | CDD18 ${ }^{\circ} \mathrm{C}$ | 777 | 1048 | 1446 |
| Brussels | Toutave $\left[{ }^{\circ} \mathrm{C}\right]$ | 10.93 | 12.58 | 14.70 |
|  | $T_{\text {out max }}\left({ }^{\circ} \mathrm{C}\right]$ | 32.10 | 33.90 | 36.50 |
|  | $T_{\text {outmin }}\left[{ }^{\circ} \mathrm{C}\right]$ | -7 | $-5.70$ | $-3.40$ |
|  | DNI [ $\left.W / \mathrm{m}^{2}\right]$ | 101.95 | 115.44 | 117.58 |
|  | $\mathrm{DHI}\left[\mathrm{W} / \mathrm{m}^{2}\right]$ | 65.94 | 65.03 | 66.47 |
|  | $A W D\left[{ }^{\circ} \mathrm{C}\right]$ | 3.64 | 4.59 | 5.13 |
|  | HDD $10^{\circ} \mathrm{C}$ | 804 | 572 | 325 |
|  | CDD18 ${ }^{\circ} \mathrm{C}$ | 134 | 264 | 467 |
| Toronto | $T_{\text {outave }}\left[{ }^{\circ} \mathrm{C}\right]$ | 8.99 | 11.40 | 14.96 |
|  | $T_{\text {out max }}\left[{ }^{\circ} \mathrm{C}\right]$ | 34.10 | 36.60 | 40.60 |
|  | $T_{\text {outmin }}\left[{ }^{\circ} \mathrm{C}\right]$ | -18.90 | -16.40 | -11.10 |
|  | DNI [ $\left.W / \mathrm{m}^{2}\right]$ | 138.58 | 143.01 | 141.83 |
|  | $\mathrm{DHI}\left[\mathrm{W} / \mathrm{m}^{2}\right]$ | 71.80 | 72.68 | 73.30 |
|  | $A W D\left[{ }^{\circ} \mathrm{C}\right]$ | 4.96 | 7.29 | 9.02 |
|  | HDD $10^{\circ} \mathrm{C}$ | 1794 | 1405 | 782 |
|  | CDD18 ${ }^{\circ} \mathrm{C}$ | 342 | 663 | 1110 |
| Stockholm | $T_{\text {outave }}\left[{ }^{\circ} \mathrm{C}\right]$ | 7.53 | 9.63 | 12.20 |
|  | $T_{\text {out max }}\left[{ }^{\circ} \mathrm{C}\right]$ | 30.20 | 32.10 | 34.60 |
|  | $T_{\text {outmin }}\left[{ }^{\circ} \mathrm{C}\right]$ | -15.70 | -13.30 | -10.60 |
|  | DNI [ $\left.W / \mathrm{m}^{2}\right]$ | 130.22 | 133.42 | 138.46 |
|  | $\mathrm{DHI}\left[\mathrm{W} / \mathrm{m}^{2}\right]$ | 53.30 | 54 | 52.31 |
|  | $A W D\left[{ }^{\circ} \mathrm{C}\right]$ | 3.84 | 4.53 | 5.96 |
|  | HDD $10^{\circ} \mathrm{C}$ | 1742 | 1280 | 824 |
|  | CDD18 ${ }^{\circ} \mathrm{C}$ | 100 | 189 | 413 |

archetype, construction period, orientation, solar shading option are not key aspects to describe the resistivity to climate change [14]. However, the study shows that the selection of the active cooling system has a sound effect in determining the comfort conditions in buildings in the future. The relative potential to adapt to climate change metric $P$ is quantified via the difference between the $I O D$ resulted by C01 and C02 in the 2090s ( $\left.\mathrm{IOD}_{\mathrm{C} 01,2090 \mathrm{~s}}-\mathrm{IOD}_{\mathrm{C} 02,2090 \mathrm{~s}}\right)^{+}$over the $\operatorname{Max}\left[\mathrm{IOD}_{\mathrm{C} 01,2090 \mathrm{~s}}\right.$, $\mathrm{IOD}_{\mathrm{C} 02,2090 \mathrm{~s}}$ ] [14]. By calculating the $P$, the C 02 shows to have $13 \%$, $29 \%, 8 \%, 51 \%, 39 \%$, and $49 \%$ more potential to adapt compared to C01
in New Delhi, Cairo, Buenos Aires, Brussels, Toronto, and Stockholm, respectively.

## 4. Discussion

### 4.1. Findings and recommendations

More intense and frequent overheating events are expected with the continuation of global warming. Comparative building performance simulations seek to evaluate different strategies or measures in buildings concerning climate change with identical boundary conditions. Therefore, a generic simulation-based framework is developed that allows performing a relative comparison of individual or multiple cooling technologies in the frame of the (IEA) EBC Annex 80 - "Resilient cooling of buildings" project. The framework considers all function types (i.e., residential and non-residential), comfort categories (i.e., I, II, III, and IV), and cooling strategies (i.e., conditioned air, non-conditioned air, and mixed/hybrid mode). And, the selection of weather data and comfort criteria are based on unique approaches for climate change overheating resistivity evaluations in buildings.

Through the efforts to assign the building models in the framework, it was found that while in the North America especially in the United States, the creation of benchmark building models has consistently evolved [78-80], it is a recently emerging concept in other regions [39, $40,43,81]$. For example, after introducing the Energy Performance of Building Directive (EPBD) in Europe in 2003 which was implemented after in 2008, the projects such as the TABULA and the EPISCOPE started to create a central and structured depository of building stocks. However, there is still a substantial knowledge gap in the reliable benchmark models for different building typologies, vintages, and functions. Therefore, the framework is open to the implementation of the shoe box models for basic early design decisions and reference models for more sophisticated analyses.

The framework uses $I O D, A W D$, and $C C O R$ as principal indicators to calculate the indoor overheating risk, the severity of the outdoor thermal environment, and climate change overheating resistivity of cooling strategies in buildings. The $I O D$ metric allows a multi-zonal approach representing the real situations in buildings including zones with variable thermal comfort models (i.e., PMV/PPD and adaptive models) and requirements (e.g., comfort categories) tracing the occupied hours in each zone of the building (Section 2.1.4.2). Therefore, the framework is flexible and allows for personalization to evaluate cooling strategies under real and artificial conditions at zone levels. The $A W D$ is a useful metric to quantify the severity of outdoor thermal conditions. However, it does not take into account the effect of solar radiation. As a result, it underestimates the severity of the outdoor thermal environment during the days with high solar radiation and low air temperatures.

The proposed methodology is tested by comparing C01 (VRF unit with DOAS) and C02 (VAV system) cooling strategies on a double-zone (i.e., office room and administration room) shoe box model in New Delhi, Cairo, Buenos Aires, Brussels, Toronto, and Stockholm (Section 2.2). Both systems are able to suppress the outdoor warming conditions by the end of this century. The C01 showed reduced maximum indoor operative temperature as well as EH compared to C02 leading to lower overheating risks (Table 8) and higher climate change overheating resistivity (Fig. 7). It shows that the C02 system is more prone to outdoor temperature increase and thus has less potential to overcome the climate change impacts. Although the VAV system cooling capacity can be increased by an increase in the amount of inlet air or by decreasing the inlet air temperature, it can lead to droughts and cold discomfort due to excessively high air velocities associated with low air temperatures [82]. The superior performance of C01 over C02 is more evident in Brussels, Toronto, and Stockholm. However, it should be mentioned that in this paper, a maximum temperature of $50^{\circ} \mathrm{C}$ is set as the temperature above the VRF system does not operate. Such assumption ensures the operation of the VRF system throughout the year in the selected reference cities


Fig. 6. Annual distribution of indoor operative temperature over cooling set-point of $24.5^{\circ} \mathrm{C}$ in office room and administration room for C 01 and C 02 during the occupied hours. The maximum indoor operative temperature threshold of $25.5^{\circ} \mathrm{C}$ is assigned for comfort Category I (administration room) and $26^{\circ} \mathrm{C}$ for Category II (office room). Exceedance Hours (EH) are shown for each zone per cooling strategy per scenario.
considering the weather data used in this study. Also, a previous study by Ref. [73] showed the energy-saving potential of the VRF system between 14 and $39 \%$ over the VAV system in all climatic zones across the U.S. Consequently, the VRF unit with DOAS seems to offer better
performance in comparison to the VAV system in both energy-saving and thermal comfort aspects.

To summarize the significant recommendations, the list below is provided:

Table 8
Summary of IOD, exceedance hours, and maximum indoor operative temperature during occupied hours in the office room and the administration room.

|  |  |  | C01 |  | C 02 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Office room (Z01) | Administration room (Z02) | Office room (Z01) | Administration room (Z02) |
| New Delhi | Scenario 01 | IOD $\left[{ }^{\circ} \mathrm{C}\right]$ | 0.0075 |  | 0.0058 |  |
|  |  | $E H[-]\left(T_{i, \max }\right)\left[{ }^{\circ} \mathrm{C}\right]$ | 47 (28.07) | 31 (26.97) | 53 (27.75) | 34 (27.02) |
|  | Scenario 02 | IOD $\left[{ }^{\circ} \mathrm{C}\right]$ | 0.0362 |  | 0.0361 |  |
|  |  | $E H[-]\left(T_{i, \max }\right)\left[{ }^{\circ} \mathrm{C}\right]$ | 115 (30.09) | 93 (29.07) | 148 (30.58) | 90 (29.91) |
|  | Scenario 03 | IOD [ ${ }^{\text {C }}$ ] $]$ | 0.1891 |  | 0.2162 |  |
|  |  | $E H[-]\left(T_{i, \text { max }}\right)\left[{ }^{\circ} \mathrm{C}\right]$ | 491 (30.54) | 426 (29.58) | 547 (31.27) | 416 (30.64) |
| Cairo | Scenario 01 | IOD $\left[{ }^{\circ} \mathrm{C}\right]$ | 0.0066 |  | 0.0075 |  |
|  |  | $E H[-]\left(T_{i, \max }\right)\left[{ }^{\circ} \mathrm{C}\right]$ | 50 (28.32) | 18 (27.24) | 47 (28.37) | 28 (27.65) |
|  | Scenario 02 | IOD [ ${ }^{\text {C }}$ ] | 0.0357 |  | 0.0447 |  |
|  |  | $E H[-]\left(T_{i, \max }\right)\left[{ }^{\circ} \mathrm{C}\right]$ | 189 (29.24) | 105 (27.96) | 190 (29.69) | 149 (28.81) |
|  | Scenario 03 | IOD $\left[{ }^{\circ} \mathrm{C}\right]$ | 0.2087 |  | 0.2946 |  |
|  |  | $E H[-]\left(T_{i, \max }\right)\left[{ }^{\circ} \mathrm{C}\right]$ | 560 (32.07) | 417 (30.93) | 549 (33.05) | 499 (32.37) |
| Buenos Aires | Scenario 01 | IOD $\left[{ }^{\circ} \mathrm{C}\right]$ | 0.0063 |  | 0.0050 |  |
|  |  | $E H[-]\left(T_{\text {i,max }}\right)\left[{ }^{\circ} \mathrm{C}\right]$ | 44 (28.92) | 11 (27.57) | 48 (28.99) | 14 (27.78) |
|  | Scenario 02 | IOD [ ${ }^{\text {C }}$ ] $]$ | 0.0235 |  | 0.0229 |  |
|  |  | $E H[-]\left(T_{i, \max }\right)\left[{ }^{\circ} \mathrm{C}\right]$ | 95 (28.97) | 51 (27.93) | 120 (29.13) | 67 (28.02) |
|  | Scenario 03 | $\operatorname{IOD}\left[{ }^{\circ} \mathrm{C}\right]$ | 0.0792 |  | 0.0862 |  |
|  |  | $E H[-]\left(T_{i, \max }\right)\left[{ }^{\circ} \mathrm{C}\right]$ | 207 (30.89) | 153 (29.37) | 244 (30.97) | 160 (29.78) |
| Brussels | Scenario 01 | IOD $\left[{ }^{\circ} \mathrm{C}\right]$ | 0.0055 |  | 0.0107 |  |
|  |  | $E H[-]\left(T_{i, \max }\right)\left[{ }^{\circ} \mathrm{C}\right]$ | 48 (28.22) | 15 (26.31) | 50 (30.18) | 13 (28.24) |
|  | Scenario 02 | IOD $\left[{ }^{\circ} \mathrm{C}\right]$ | 0.0261 |  | 0.0544 |  |
|  |  | $E H[-]\left(T_{i, \max }\right)\left[{ }^{\circ} \mathrm{C}\right]$ | 121 (30.87) | 72 (28.89) | 105 (33.61) | 46 (31.56) |
|  | Scenario 03 | IOD [ $\left.{ }^{\circ} \mathrm{C}\right]$ | 0.0461 |  | 0.0935 |  |
|  |  | $E H[-]\left(T_{\text {i,max }}\right)\left[{ }^{\circ} \mathrm{C}\right]$ | 265 (30.03) | 141 (28.37) | 210 (31.68) | 102 (29.61) |
| Toronto | Scenario 01 | $\operatorname{IOD}\left[{ }^{\circ} \mathrm{C}\right]$ | 0.0046 |  | 0.0081 |  |
|  |  | $E H[-]\left(T_{\text {i,max }}\right)\left[{ }^{\circ} \mathrm{C}\right]$ | 49 (27.62) | 32 (26.25) | 47 (28.30) | 16 (27.20) |
|  | Scenario 02 | IOD [ ${ }^{\text {C }}$ ] | 0.0558 |  | 0.1087 |  |
|  |  | $E H[-]\left(T_{i, \max }\right)\left[{ }^{\circ} \mathrm{C}\right]$ | 253 (31.42) | 205 (30.02) | 220 (33.08) | 127 (32.09) |
|  | Scenario 03 | IOD [ ${ }^{\text {C }}$ ] $]$ | 0.2810 |  | 0.4636 |  |
|  |  | $E H[-]\left(T_{i, \text { max }}\right)\left[{ }^{\circ} \mathrm{C}\right]$ | 625 (33.29) | 591 (32.09) | 589 (34.98) | 469 (34.11) |
| Stockholm | Scenario 01 | IOD [ ${ }^{\text {C }}$ ] $]$ | 0.0088 |  | 0.0122 |  |
|  |  | $E H[-]\left(T_{i, \max }\right)\left[{ }^{\circ} \mathrm{C}\right]$ | 55 (28.29) | 36 (26.82) | 64 (29.34) | 18 (28.19) |
|  | Scenario 02 | IOD [ ${ }^{\text {C }}$ ] | 0.0259 |  | 0.0461 |  |
|  |  | $E H[-]\left(T_{i, \max }\right)\left[{ }^{\circ} \mathrm{C}\right]$ | 116 (29.88) | 85 (28.11) | 107 (31.38) | 54 (30.21) |
|  | Scenario 03 | IOD $\left[{ }^{\circ} \mathrm{C}\right]$ | 0.0819 |  | 0.1602 |  |
|  |  | $E H[-]\left(T_{\text {, max }}\right)\left[{ }^{\circ} \mathrm{C}\right]$ | 273 (31.53) | 235 (29.93) | 226 (33.33) | 149 (32.12) |

- It is recommended to use the proposed framework to assess the indoor overheating risks in buildings and conduct comparative studies on the climate change overheating resistivity of different cooling strategies in buildings.
- It is also recommended to implement IOD, AWD, and CCOR as three principal indicators in climate change sensitive overheating evaluations. Designers and decision-makers can use these indicators for a multi-zonal comparison of building designs and their cooling strategies in the context of climate change.
- It is recommended to include additional weather files with intermediate periods (e.g., 2030s, 2040s, 2060s, etc.), which contributes to the CCOR's accuracy as the inverse slope of the linear regression line between the $I O D$ and the $A W D$.
- It is recommended to further explore the potential of the VRF unit coupled with the DOAS as a promising strategy in enhancing the resistivity of buildings against overheating impacts of climate change.


### 4.2. Strength and limitations

There is an ongoing concern regarding the overheating risks that will be encountered more in future climates. There is no common guidance
so far for evaluating the climate change overheating resistivity of cooling strategies to overcome the potential overheating issues in buildings. For this aim, the paper develops a comprehensive framework that can be followed step by step to compare the climate change overheating resistivity of a wide range of cooling strategies in buildings. The first strength of the study relies on the strong intellectual support via longlasting brainstorming sessions by the members of (IEA) EBC Annex 80 - "Resilient cooling of buildings" project. The study provides a wellestablished framework based on universally applicable standards and state-of-the-art methods. This paper also provides the basis to compare different cooling strategies worldwide. The study's strength also relates to the implementation of a multi-zonal and climate change sensitive approach in the quantification of overheating risk as well as quantification of climate change overheating resistivity of cooling strategies. The proposed framework is also tested by comparing the C01 (VRF with DOAS) and C02 (VAV) cooling strategies in six reference cities. Despite the numerous previous studies on both above systems [83-87], there is no comparative study on their impact on the climate change overheating resistivity with detailed information on the system design and sizing.

However, the study has some limitations. First, this paper considers a shoe box model as the case study due to the restrictions in obtaining region-specific reference models. Second, the focus was on the thermal


Fig. 7. IOD versus AWD. The slope of the regression line inverse shows the GCOR per city per cooling strategy.
comfort aspect, neglecting the energy performance of the selected cooling strategies. Third, spatial, cultural, and occupant behavioural differences are not considered in the selected cities to accurately define simulation parameters such as clothing factor, metabolic rate, control strategies, etc. Fourth, the weather data applied in the current study are generated using an autoregressive model very similar to the morphing technique [88]. It means that the same weather events are assumed to occur in the future in the same way as they do under the current climate, with the only difference being a linear shift in temperature throughout the year. Fourth, the effect of heat stress is not only dependent on air temperature or operative temperature. Considerations for relative humidity and other comfort parameters such as clothing factor, metabolic
rate, and air velocity are also important in determining thermal comfort. Those parameters are neglected within the evaluation framework of the current study. Therefore, more accurate studies are suggested to overcome the limitations of this paper.

### 4.3. Implication on practice and future research

One of the implications of the current work is to interpret and include the proposed framework and recommendations in future revisions of national, regional, or local building regulations. Most regulations, such as the EPBD in Europe, do not provide a straightforward method to assess the indoor overheating risk and have no considerations for
climate change. Consequently, the indoor overheating risks arising from global warming are undermined in building designs. Also, the study establishes the foundation for the experts of the field such as the members of (IEA) EBC Annex 80 - "Resilient cooling of buildings" project to compare the resilient cooling strategies in different climate zones worldwide. The results will be communicated publicly to disseminate knowledge and raise community awareness to adapt the buildings to worsening outdoor conditions.

As some areas of the framework yet remain undemonstrated, some potential research recommendations are provided. First, future research is recommended to incorporate other reference cities specified in the framework using more accurate and reliable weather files. Second, even though the use of multi-zonal shoe box models provides preliminary but valuable insights into the performance of cooling strategies in a simple and fast way, the future research is recommended to apply real residential and non-residential reference building models developed for local, provincial or national building stocks for more realistic evaluations. Third, through the demonstration case in this paper, only the performance of two active cooling systems are compared. Therefore, future research is recommended to use the framework for the evaluation of other active cooling strategies and passive cooling strategies (see Section 2.1.3) as well as their combinations. Forth, future studies are suggested to implement additional discomfort/overheating indices besides the primary ones (i.e., $I O D, A W D$, and $C C O R$ ) to complement the overheating assessments.

In addition to the research recommendations on undemonstrated parts of the framework, future research is recommended to improve the performance indices suggested by the framework (i.e., IOD and AWD). The new metric for the indoor environment and occupant comfort should include more comfort parameters such as relative humidity, metabolic rate, clothing factor, and air velocity to better reflect the occupant's thermal sensation. At the same time, the new metric for the outdoor environment should include more outdoor thermal parameters such as solar radiation, relative humidity, etc. Future research is also encouraged to define a well-defined post-processing procedure to establish sensitivity and optimization analysis. It further extends the functionality of the current framework to optimize the cooling strategies for the buildings in different typologies and climates.

## 5. Conclusion

In this paper, a generic simulation-based framework is developed to evaluate the climate change overheating resistivity of cooling strategies in varying climates. Following the framework yields consistent results contributing to comparative studies among cooling strategies. The framework requires four key decisions: 1) specify weather data characterization (Section 2.1.1), 2) identify building characterization (Section 2.1.2), 3) identify and design/size the cooling strategies to be compared (Section 2.1.3), and 4) specify performance indicators and comfort models (Section 2.1.4). 23 cities are suggested as reference cities worldwide based on the rate of growth and population covering zones 1 to 6 in ASHRAE 169.1 classification. The framework considers all function types (i.e., residential and non-residential), comfort categories (i.e., I, II, III, and IV), cooling strategies (i.e., conditioned air, nonconditioned air, and mixed/hybrid mode). Three metrics are implemented namely, Indoor Overheating Degree (IOD), Ambient Warmness Degree (AWD), and Climate Change Overheating Resistivity (CCOR) allowing for a multi-zonal approach in the quantification of intensity and frequency of overheating during the zonal occupied hours.

Subsequently, the framework is tested by comparing sufficientlysized VRF unit with DOAS and VAV cooling strategies in New Delhi, Cairo, Buenos Aires, Brussels, Toronto, and Stockholm. It was concluded that the VRF unit with DOAS results in reduced maximum indoor operative temperature and Exceedance Hours (EH) compared to VAV system. More importantly, the results showed that the building equipped with the former are more resistant to overheating impact of climate. It
should be mentioned that the demonstration case is aimed to show that the framework is working well in conducting a universal comparison among cooling strategies. The validation of the results achieved in this study is required by using the framework in real multi-zonal reference buildings by using more reliable and accurate future climate data.
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#### Abstract

Increasing temperatures due to global warming will influence building, heating, and cooling practices. Therefore, this data set aims to provide formatted and adapted meteorological data for specific users who work in building design, architecture, building energy management systems, modelling renewable energy conversion systems, or others interested in this kind of projected weather data. These meteorological data are produced from the regional climate model MAR (Modèle Atmosphérique Régional in French) simulations. This regional model, adapted and validated over Belgium, is forced firstly, by the ERA5 reanalysis, which represents the closest climate to reality and secondly, by three Earth system models (ESMs) from the Sixth Coupled Model Intercomparison Project database, namely, BCC-CSM2-MR, MPI-ESM.1.2, and MIROC6. The main advantage of using the MAR model is that the generated weather data have a high resolution (hourly data and 5 km ) and are spatially and temporally homogeneous. The generated weather data follow two protocols. On the one hand, the Typical Meteorological Year (TMY) and eXtreme Meteorological Year (XMY) files are generated largely inspired by the method proposed by the standard ISO15927-4, allowing the reconstruction of typical and extreme years, while keeping a plausible variability of the meteorological data. On the other hand, the heatwave event (HWE) meteorological data are generated according to a method used to detect the heatwave events and to classify them according to three criteria of the heatwave (the most intense, the longest duration, and the highest temperature). All generated weather data are freely available on the open online repository Zenodo (https://doi.org/10.5281/zenodo.5606983, Doutreloup and Fettweis, 2021) and these data are produced within the framework of the research project OCCuPANt (https://www.occupant.uliege.be/ (last access: 24 June 2022) - ULiège).


## 1 Introduction

On a global scale, the warmest (SSP5-8.5) scenario from the IPCC last assessment report (IPCC, 2021) suggests a temperature increase of $+5^{\circ} \mathrm{C}$ by 2100 . However, the regions of the world will not warm up at the same speed or intensity. Some regions, such as the poles, will warm faster and to higher levels than equatorial regions (Lee et al., 2021). Over the temperate regions, such as western Europe, the temperature is expected to increase between +1 and $+5^{\circ} \mathrm{C}$ in 2100 , depending on the climate models and greenhouse gas emission scenarios used (Termonia et al., 2018; RMI, 2020; IPCC, 2021).

Moreover, IPCC (2021) affirm that extreme events will become more probable and more intense. In particular, the maximum temperature is expected to increase faster (sometimes up to twice) than the mean temperature (Seneviratne et al., 2021). Over western-central Europe, maximum temperatures are projected to increase up to $+7^{\circ} \mathrm{C}$ for a global increase of $+5^{\circ} \mathrm{C}$ (Seneviratne et al., 2021).

More concretely, in the summer, hot extremes (including heatwaves) are already increasing and will continue to strengthen with global warming, both in intensity and frequency (Suarez-Gutierrez et al., 2020; Seneviratne et al., 2021; Dunn et al., 2020). The consequences of these heatwaves will affect human health (Fouillet et al., 2006), agriculture, the comfort and health of life inside buildings (Bruffaerts et al., 2018; Sherwood and Huber, 2010; Buysse et al., 2010), and the energy demand, especially for cooling systems (Larsen et al., 2020). This is what motivated some previous studies in Belgium to represent the energy needs for heating and cooling under average and extreme weather conditions (Ramon et al., 2019).

Energy efficiency and living comfort are precisely what motivates the ULiège OCCuPANt project (Impacts Of Climate Change on the indoor environmental and energy PerformAnce of buildiNgs in Belgium during summer, https: //www.occupant.uliege.be/, last access: 24 June 2022), in which climate data are involved. The OCCuPANt project aims to evaluate the energy performance and vulnerability of building inhabitants in the context of climate change. Acquiring reliable current and future climate data is vital in any study related to climate change and defines its quality (PérezAndreu and al., 2018).

The purpose of this data set is to propose meteorological data coming from a fine-resolution regional climate model over Belgium and neighbouring regions. These data will then be used to anticipate future climate changes, which will influence both the production of heating and cooling demands as well as the electrical grids on larger scales. These changes will require innovations in building design and systems, which will necessarily take time. Thus, the more they are anticipated, the better we will find solutions. The use of a regional model allows the building of spatially and temporally continuous and homogeneous past and future meteo-
rological data, according to different warming scenarios for some Belgian cities. This regional model is fed by the ERA5 reanalysis model (Hersbach et al., 2020) to simulate the past climate (1980-2020), and also by three different Earth system models (ESMs) from the Sixth Coupled Model Intercomparison Project (CMIP6) database (Wu et al., 2019; Tatebe et al., 2019; Gutjahr et al., 2019) to obtain different future projections and associated uncertainties for the same scenario SSP5-8.5.

The future climate data are very useful to predict the variations in heating and cooling demands in buildings. The characterisation of a minimum outdoor temperature under future scenarios is necessary to estimate the heating and cooling season needs. This can result in rethinking building designs and making them resilient against the impact of climate change. For instance, in the heating-dominated region of Belgium, the concept of building design focuses more on heat retention to decrease heating energy use during the winter. However, warming weather conditions in the last decades meant that this design concept caused significant overheating problems during the summer. Therefore, it is necessary to predict the future performance of buildings and adapt them to the variations in outdoor weather conditions. Designing cooling systems that can last for 100 years is challenging. However, it is possible to increase the preparedness of buildings for climate change through passive design strategies, the use of active heating/cooling systems, or both. Both active and passive solutions may need regular replacements over the building's lifespan.

For each city, considered period, model, and scenario, two synthetic files (in CSV format) are generated, largely inspired by the method in ISO-15927-4. These are a Typical Meteorological Year (TMY) file and an eXtreme Meteorological Year (XMY) file. In addition to these synthetic files, files focused on heatwaves are also generated, namely, a file for the most intense heatwave event, one for the warmest heatwave, one for the longest heatwave, and one containing all the heatwaves detected within a specific period. These files are described in detail in the Methodology section.

## 2 Methodology

### 2.1 MAR model and area of interest

The regional climate model used in this study is the Modèle Atmosphérique Régional model (hereafter MAR) in its version 3.11.4 (Kittel, 2021). The main role of MAR is to downscale a global model or reanalysis to get weather outputs at a finer spatial and temporal resolution (Fig. 1). As shown in Fig. 1, MAR is a 3-dimensional atmospheric model coupled to a 1-dimensional transfer scheme between the surface, vegetation, and atmosphere (Ridder and Gallée, 1998). The MAR model also includes an urban island module, which modifies the city grid points to simulate an urban heat island through a modification of the surface albedo (fixed to
0.1 ) and an absence of vegetation, which influence the thermal and humidity exchanges between soil and atmosphere. Initially, the MAR model was developed for both Greenland (Fettweis et al., 2013) and Antarctica ice sheets (Agosta et al., 2019; Kittel et al., 2021). However, it has recently been successfully adapted to temperate regions such as Belgium (Fettweis et al., 2017; Doutreloup et al., 2019; Wyard et al., 2021). In the framework of this study, MAR is initially forced every 6 h at its lateral boundaries (temperature, wind, and specific humidity) by the reanalysis ERA5 (hereafter called MAR-ERA5), which is available at a horizontal resolution of $\sim 31 \mathrm{~km}$ (Hersbach et al., 2020). Different kinds of observations (in situ weather observations, radar data, satellites, etc.) are 6-hourly assimilated into ERA5 to be closest to the observed climate. In this way, the simulations of MAR-ERA5 can be considered as the closest simulation to the current observed climate.

Then, the MAR model has been forced every 6 h by three ESMs from the CMIP6 database (Eyring et al., 2016). These ESMs do not contain any observational data and represent only an evolution of the average and interannual variability of the climatic parameters over long periods. These models contain two characteristic periods: one in the past from 1980 to 2014 (hereafter called the "historical" scenario) and another in the future from 2015 to 2100 according to different SSP scenarios (SSP5-8.5, SSP3-7.0, and SSP2-4.5). The selection and description of each of these ESMs and a comparison with MAR-ERA5 over the historical period are presented in the next section.
The atmospheric variables used to force MAR every 6 h at each vertical level are temperature, surface pressure, wind, specific humidity, and the sea surface temperature over the North Sea from both ERA5 reanalysis (from 1980 to 2020) and the three ESMs (from 1980 to 2100). The spatial resolution of MAR is 5 km over an integration domain ( $120 \times 90$ grid cells) centred over Belgium, as shown in Fig. 2, to build hourly outputs.

The choice of 12 cities is motivated, on the one hand, by the size of the cities which must be sufficient to show a temperature increase compared to the neighbouring countryside and, on the other hand, to best represent the climate spatial variability observed in Belgium. For example, the city of Oostende is strongly influenced by the thermal inertia of the sea, while the city of Arlon has a more continental climate.

### 2.2 Forcing models and MAR simulations

### 2.2.1 Choice of representative Earth system models

The Sixth Coupled Model Intercomparison Project (CMIP6; Eyring et al., 2016) database contains about 30 ESMs from many scientific institutes around the world. For practical reasons, we cannot regionalise all these ESMs. Thus, we had to select a few representative ESMs for our region of interest, western Europe.

Our choice was based on two criteria. The first criterion is that the ESM should represent (with the lowest possible bias) the main atmospheric circulation in the free atmosphere over western Europe by evaluating the geopotential height at 500 hPa and the temperature at 700 hPa during summer and winter, with respect to ERA5 over 1980-2014 based on the skill score method developed by Connolley and Bracegirdle (2007). After selecting the ESMs that meet this first criterion, the second criterion is to choose three ESMs representing the CMIP6 models spread in 2100 for the same scenario (SSP5-8.5 here). Namely, we keep only three ESMs (see Table A1): BCC-CSM2-MR (Wu et al., 2019), MPIESM.1.2 (Gutjahr et al., 2019), and MIROC6 (Tatebe et al., 2019). The ESM BCC-CSM2-MR simulates warming close to the ensemble mean of the 30 ESMs for the 2100 horizon using the SSP5-8.5 scenario, the ESM MIROC6 simulates larger warming than the ensemble mean, and the ESM MPIESM.1.2 simulates lower warming than the ensemble mean by 2100 . The use of these three models allows us to obtain a first approximation of the uncertainty from ESMs without having to downscale all 30 available models of CMIP6.

### 2.2.2 Future socio-economic scenarios

Shared Socio-economic Pathways (SSPs; Riahi et al., 2017) are scenarios of global socio-economic evolution projected to 2100. These SSPs are used to develop greenhouse gas (GHG) emission scenarios associated with different climate policies and are used to force each future ESM. There are three main scenarios, namely SSP2-4.5 (intermediate GHGs), SSP37.0 (high GHGs) and SSP5-8.5 (very high GHGs), causing global warming for 2100 to increase respectively. For more details about these scenarios, we refer to Riahi et al. (2017). Finally, it should be noted that the historical scenario mentioned in Sect. 2.1 is forced by the greenhouse gas concentrations observed over the period of 1980-2014.

For the same practical reasons that led us to choose only three ESMs out of the 30 available models, we cannot afford to calculate every SSP scenario of each ESM. However, as the ESMs cannot represent general circulation changes (Eyring et al., 2021), the use of one scenario or another will not cause more blocking anticyclones leading to more persistent heatwaves, for example. Thus, whichever scenario is used will only reflect temperature changes in relation to its GHG concentrations. Hence, only the SSP5-8.5 scenario has been calculated and the other scenarios (SSP3-7.0 and SSP24.5) are derived from the MAR simulations forced by the ESMs using the SSP5-8.5 scenario, since the warming rates from lower scenarios are included in the scenario SSP5-8.5, but for a different earlier time period. Thus, for each scenario (SSP3-7.0 and SSP2-4.5), the equivalent warming period in the SSP5-8.5 scenario has been found according to these three steps:


Figure 1. Workflow of the MAR model. The MAR model (black box) needs to be forced by a reanalysis model or global model (upper orange box) and by static data (lower orange box). The result of the MAR simulation gives meteorological variables in two or three dimensions (yellow box).


Figure 2. Model topography (colour background and dashed black line, both in metres above sea level), localisation of cities (black letters) used in this dataset for Belgium. and localisation of neighbouring countries (in red letters).

1. The raw 2 m annual mean temperature of each ESM and each scenario has been aggregated over Belgium to the horizon 2100 .
2. For each ESM, the equivalent 20-year period from the SSP5-8.5 scenario has been chosen as the period with the closest mean and the closest interamnual variability of the 2 m annual temperature, compared to the future

20-ycar period (i.c. 2021-2040. 2041-2060, ...) from the two other scenarios (SSP3-7.5 and SSP2-4.5).
3. Once the equivalent warming period has been identified, the data of this period are extracted out of the SSP5-8.5forced MAR simulations for both SSP3-7.5 and SSP24.5 scenarios.

For example, the data of MAR-MPI for SSP3-7.0 over 20812100 are the outputs of MAR-MPI using SSP5-8.5 over the period 2066-2085.

This method is open to discussion for several reasons. Firstly, the climate does not react in a linear way to an increase of GHG flowing through the different SSP scenarios. Moreover, with an equal warming rate, but different periods, the earth, atmosphere and ocean systems will not have the same (spatial and temporal) responses due to their inertia. Despite these precautions, this methodology allows us, on the one hand, to derive a quick estimation without additional computer time. On the other hand, it remains valid as a first approximation, especially since the most interesting weather variable in this study is temperature, which is, by construction, the least sensitive to these issues.

### 2.2.3 Evaluation of the MAR simulations

To verify that these ESM-forced MAR simulations can be used to anticipate future periods, it is necessary to evaluate them over the overlapping period between the ERA5 reanalyses and the historical scenario (namely, 1980-2014). The aim is to determine if they can represent the average and climate variability over the Belgian territory for this period as observed (i.e. ERA5 in our case). So, we compare the three MAR simulations forced by the three ESMs with the MAR simulation forced by the ERA5 reanalyses. As the most important variable for this database is the temperature at 2 m above ground level (a.g.l.) and an important secondary variable is the incoming solar radiation, the mean and standard deviation of these data over the period 1980-2014 and over the Belgian territory are compared in Table 1 and Fig. 3. These values are compared on an annual scale and on a summer scale since the OCCuPANt project focuses on heatwaves.
The results of this comparison presented in Table 1 indicate that the incoming solar radiations and temperature at 2 m a.g.l. values proposed by the three MAR simulations forced by the ESMs are mostly close to the average simulated by MAR-ERA5, with (not statistically significant) biases between MAR forced by the ESMs and MAR-ERA5 lower than the standard deviation (i.e. the interannual variability) of MAR-ERA5. We can also note that the interannual variability of the MAR simulations forced by the ESMs is close to the interannual variability of the MAR-ERA5 simulation. We can then conclude that the MAR simulations forced by the ESMs can represent the mean climate simulated by MARERA5 and its interannual variability with success, except MAR-MIR, which significantly overestimates temperature and solar radiation in summer. Knowing that MAR-MIR simulated the largest warming in 2100 , this simulation needs to be considered as the extreme climate we could have.

### 2.3 Generating the Typical Meteorological Year and eXtreme Meteorological Year files

The Typical Meteorological Year (TMY) and the eXtreme Meteorological Year (XMY) are data sets that are widely used by building designers and others to model renewable energy conversion systems (Wilcox and Marion, 2008). The TMYs are the synthetic years (on an hourly basis) constructed by representative typical months (Barnaby and Crawley, 2011), which are selected by comparing the distribution of each month within the long-term (minimum of 10 years) distribution of that month for the available observations or modelled data (using Finkelstein-Schafer statistics (Finkelstein and Schafer, 1971). The XMY is the extension of the TMY weather data and is formed by selecting the most deviating (i.e. extreme) months over a certain data set instead of typical months (Ferrari and Lee, 2008). There are many methods to reconstruct this kind of weather file (Ramon et al., 2019), but for this study, a protocol for the construction of these typical years has been developed based on the ISO15927-4 (European Standard, 2005) and is described briefly below.

The method consists of reconstituting each month of the typical (extreme) year with the most typical (extreme) month present in the considered period for a considered city. The comparison is essentially based on two variables, namely, temperature at $2 \mathrm{ma} . g . \mathrm{l}$. and incoming solar radiation. The choice of these two climatic parameters is related to the fact that they both influence the comfort inside the buildings. Therefore, we generate files with the typical year according to the temperature at 2 m a.g.l. and a typical year according to the incoming solar radiation.

Here are the steps to find the most typical (extreme) month for each climatic parameter:

1. Converting an hourly file into a daily file: from all the hourly data from all the same calendar months available within the selected period, the daily mean of the climatic parameter is computed.
2. Selecting the typical (extreme) month: for each calendar month, the percentile $50(95)$ of the climatic parameter is calculated over the studied period to find the month that is the closest to the 50 percentile (95) of this climatic parameter.
3. Extracting hourly data of this typical (extreme) month: finally, the hourly weather values of this typical (extreme) month are stored in the file of the typical (extreme) year.

The hourly weather variables available in the TMY and XMY files are described in Table 2.

Table 1. Comparison of MAR-ERA5 (i.e. MAR forced by the reanalysis ERA5) with MAR-BCC (i.e. MAR forced by BCC-CSM2-MR), MAR-MPI (i.e. MAR forced by MPI-ESM.I.2), and MAR-MIR (i.e. MAR forced by MIROC6) to mean temperature at 2 m above ground level and mean incoming solar radiation over Belgium's territory during 19802014 (mean value $\pm$ standard error).

| $1980-2014$ over Belgian territory | Timescale | MAR-FRA5 | MAR-BCC | MAR-MPI | MAR-MIR |
| :--- | :--- | ---: | ---: | ---: | ---: |
| Mean temperature at | annual | $10.1 \pm 6.2$ | $10.3 \pm 6.0$ | $10.1 \pm 6.4$ | $10.4+/-7.2$ |
| 2 ma.g.l. (in ${ }^{\circ} \mathrm{C}$ ) | summer | $17.7 \pm 1.3$ | $17.6 \pm 1.7$ | $18.6 \pm 1.2$ | $19.9 \pm 1.1$ |
| Mean incoming solar radiation | annual | $119 \pm 78$ | $122 \pm 79$ | $116 \pm 83$ | $134 \pm 85$ |
| (in $\mathrm{Wm}^{-2}$ ) | summer | $213 \pm 20$ | $221 \pm 20$ | $224 \pm 22$ | $239 \pm 25$ |



Figure 3. Annual mean temperature (in ${ }^{\circ} \mathrm{C}$, lower lines) and annual summer temperature (in ${ }^{\circ} \mathrm{C}$, upper lines) of MAR forced by ERA5 reanalysis (in black lines between 1980 and 2020), MAR-BCC (i.e. MAR forced by BCC-CSM2-MR in red lines), MAR-MPI (i.e. MAR forced by MPI-ESM.1.2 in blue lines), and MAR-MIR (i.e. MAR forced by MIROC6 in green lines) between 1980 and 2100 according to the scenario SSP5-8.5. The average is computed here over the whole integration domain, excluding the ocean.

### 2.4 Definition of a heatwave and generating heatwave event files

In Belgium, heatwaves are officially defined by two definitions: a retrospective one and a prospective one. The retrospective heatwave is defined as periods of at least five consecutive days with a maximum temperature higher than $25^{\circ} \mathrm{C}$, of which, at least 3 days within this period has a maximum temperature higher than $30^{\circ} \mathrm{C}$ (RMI, 2020). The prospective heatwave is a period with a predicted minimum temperature of $18.2^{\circ} \mathrm{C}$ or more and a maximum temperature of $29.6^{\circ} \mathrm{C}$ or higher, both for three consecutive days (Brits et al., 2009).

However, these definitions are static and do not consider the local climate of each region. For example, in the highlands (with altitudes above 300 m in Fig. 2) where it is on av-
erage colder, these heatwave criteria are not necessarily met, even though this region also experiences a heatwave. Moreover, when comparing the different ESMs, this fixed heatwave definition criterion could induce artefacts, since each ESM has its own variability and biases over the current climate. For these reasons, we have used the statistical definition of a heatwave from Ouzeau et al. (2016), computed for each MAR pixel regardless of its basic climate and each ESM independently of its own internal variability.

The calculation method, according to Oureauet al. (2016), is as follows and it is illustrated in Fig. 4:

- For the period 1980-2014 (which corresponds to the "historical" scenario in the ESMs), for each pixel and each MAR simulation, we calculate three thresholds de-

Table 2. Name, level, and units of all weather variables used in the produced weather files.

| Weather variable name | Level | Units |
| :--- | :--- | :--- |
| Dry bulb temperature | 2 ma.g.l. | ${ }^{\circ} \mathrm{C}$ |
| Relative humidity | 2 ma.g.l. | $\%$ |
| Global horizontal radiation | Ground (horizontal surface) | $\mathrm{W} \mathrm{m}^{-2}$ |
| Diffuse solar radiation | Ground (horizontal surface) | $\mathrm{W} \mathrm{m}^{-2}$ |
| Direct normal radiation | Ground (horizontal surface) | $\mathrm{W} \mathrm{m}^{-2}$ |
| Wind speed | 10 ma.g.l. | $\mathrm{ms}^{-1}$ |
| Wind direction | 10 ma.g.l. | north degrees |
| Dew point temperature | 2 ma.g.l. | ${ }^{\circ} \mathrm{C}$ |
| Atmospheric pressure | ground | Pa |
| Cloudiness | All troposphere | tenths |
| Sky temperature | All troposphere | $\mathrm{K}\left(\mathrm{according} \mathrm{to} \mathrm{Duffie} \mathrm{and} \mathrm{Beckman}, \mathrm{2013)}^{\text {Specific humidity }}\right.$ |
| Precipitation | 2ma.g.l. | $\mathrm{kg} \mathrm{kg}^{-1}$ |

fined by three percentiles of the daily mean temperature: Sint $=95$ th percentile, $S d e b=97.5$ th percentile, and $S$ pic $=99.5$ th percentile .

- A heatwave is detected when the daily mean temperature reaches Spic. The duration of this event is the number of days between the first day when the daily mean temperature is equal to or greater than Sdeb, and either when the daily mean temperature falls below Sint or when the daily mean temperature falls below Sdeb for at least three consecutive days.
- In this data set, we add a condition compared to Ouzeau et al. (2016), which is that the minimum duration of the heatwave must be at least five consecutive days, otherwise the heatwave event is not considered as such.

Once the heatwave events (called HWE hereafter) are detected, we can characterise them according to three criteria:

1. the duration, which is the number of consecutive days of the HWE;
2. the maximal daily mean temperature reached during the HWE;
3. the global intensity, which is calculated by the cumulative difference between the temperature and the Sdeb threshold during the HWE, divided by the difference between Spic and Sdeb.

The hourly data provided in each HWE file are the same as for the TMY and XMY files (see section above). For each period, each city, each scenario, and each forcing, four files are created:

- a file containing hourly weather data for the longest HWE;
- a file containing the hourly weather data of the HWE characterised by the highest daily average temperature;
- a file containing the hourly weather data of the HWE characterised by the highest intensity;
- a file that concatenates all the hourly weather data of all the HWEs present in a period, for each city, each scenario, and each MAR model.

Finally, the HWE files contain only the period corresponding to a heatwave event. However, depending on the purpose of the users, the effects of a heatwave can also be dependent on the period preceding and/or following it. Thus, a suggestion for users could be to combine HWE files with files of typical or extreme years in order to obtain simulations of a normal year with one or more heatwaves. We have not built these files so that users can decide whether to combine these files or not, and to prepare them according to their own constraints and interests.

## 3 The data set

### 3.1 Data availability

The data described in this article can be freely accessed on the Zenodo open-access repository: https://doi.org/10.5281/zenodo.5606983 (Doutreloup and Fettweis, 2021). As the files are numerous, each zipped folder contains all the data for each city concerned with this data set.

### 3.2 Structure of each file

All files are in a CSV format and are comma-separated. The file names are formatted in such a way that they contain all the information about the origin of the file. Each file name is composed as follows:

- for TMY or XMY:

CityName_Type_Period_Scenario_MARmodel _ClimaticParameter.csv;


Figure 4. Figure and legend from Ouzeau et al. (2016): characterisation of a heatwave from a daily mean temperature indicator over France (example of a time series from 30 June to 5 August 1983). Duration (start and end), maximal temperature, and global intensity (red area of the plot). Temperatures above (below) the climatological line (1981-2010 reference period) are represented by the pink (blue) area. (For an interpretation of the references to colour in this figure legend, the reader is referred to Ouzeau et al., 2016).

- for heatwaves: CityName_Type_Period_Scenario _MARmodel.csv;
with
- city name: the name of the city considered in this file;
- type: the nature of this file, namely, TMY (typical meteorological year), XMY (extreme meteorological year), HWE-HI (most intense heatwave event), HWEHT (warmest heatwave event), HWE-LD (longest heatwave event), and HWE-all (all heatwave events);
- period: the time period considered;
- scenario: the IPCC scenario of the ESM considered, namely, "hist", "SSP5-8.5", "SSP3-7.0", and "SSP2$4.5^{\prime \prime}$ (note that for MAR-ERA5, the name of the scenario is set by default to "hist" even if the ERA5 forcing does not contain any scenario);
- MAR model: the version of MAR used, namely, MARERA5, MAR-BCC, MAR-MPI or MAR-MIR.

For TMY and XMY files, the header is composed of the task number (which is a reference number for internal use in the OCCuPANt project), the name of the city, and the name of the different variables accompanied by their unit. For HWE files, the header is composed of the task number (same remark as above), the name of the city, the characterisation of the heatwave (longest, warmest, and most intense) accompanied by its period, and the name of the different variables accompanied by their unit. Then comes the weather data with the time variable in the first column. Weather data are in universal time and leap year mode for the MAR-ERA5 and in no-leap year mode for MAR-BCC, MAR-MPL and MARMIR.

A short example of how to select the desired data and files, as well as an example of how to use them, is provided in Appendix A for Liege-City.

## 4 Conclusion

The goal of this data set is to provide formatted and adapted meteorological data for specific users who work in building designing architecture, building energy management systems, modelling renewable energy conversion systems, or other people interested in this kind of data. These weather data are derived from the regional climate MAR model. This regional model, adapted and validated over Belgium, is forced by a reanalysis and three ESMs. On the one hand, MAR is forced by the ERA5 reanalysis to represent the closest climate to reality. On the other hand, MAR is forced by three ESMs from the CMIP6 database, namely, BCC-CSM2MR, MPI-ESM. 1.2, and MIROC6. The main advantage of using the MAR model is that the generated weather data at a high resolution are spatially and temporally homogeneous.

The generated weather data follow two protocols. Firstly, the TMY and XMY meteorological data are generated largely inspired by the method proposed by the standard ISO15927-4, allowing the reconstruction of typical and extreme years, while keeping the plausible variability of the meteorological data. Secondly, the meteorological data concerning heatwaves (HWE) are generated according to the method proposed by Ouzeau et al, (2016) to detect the heatwave events and classify them according to three criteria of the heatwave. The OCCuPANt project, in which this paper is included, aims to identify the highest temperature, the longest heatwave duration, and the most intense heatwave event. Finally, all generated weather data are open source and freely available on the open
repository Zenodo (https://doi.org/10.5281/zenodo.5606983, Doutreloup and Fettweis, 2021).

## Appendix A: Example for Liège city

The Liège folder contains 596 files. This is a huge amount of files, so to find your way around, we suggest the following method for TMY and XMY files:

1. choose a typical or extreme year, i.e. select XMY for an extreme year;
2. choose the parameter that determines the typical or extreme year (TT for temperature and SWD for incoming solar radiation), i.e. if you want a year with extreme incoming solar radiation (i.e. sunshine), you should select SWDbased;
3. choose the reference period, i.e. 2085-2100 for the end of the century;
4. choose the socio-economic scenario, i.e. "ssp585" for a world that continues to use fossil fuels according to the SSP5-8.5 scenario;
5. choose one of the 3 MAR models, i.e. MAR-BCC for the MAR model forced by BCC-CSM2-MR;
6. finally, the choice is made for the file:

Liège-City_XMY2085-2100_ssp585_MAR-
BCC_SWDbased.csv.
This file selection method is a proposal, but each user is free to develop their own method and, of course, the user can use several files to compare them. For example, if the user wants to compare typical and extreme temperatures for the end of the century and for the two selected parameters with MARBCC, the user gets Fig. A1. Figure A1 clearly shows that the extreme year temperature based on temperature is much higher than the typical year temperature. On the other hand, the extreme year temperature based on incoming solar radiation is much lower - especially in January - than the typical year temperature, because extreme radiation in winter usually means cold weather.

The method is almost identical for the heatwave files, except that there are no parameters to determine the typical and extreme years; instead, the user has to choose if they want to look at the longest, the most intense, the hottest, or all heatwaves present within the period. Therefore, if the user wants to compare the longest heatwave (HWE-LD) over the same period and for the same model and scenario as the example above, the user must choose the file: Liège-City_HWE-LD_2085-2100_ssp585_MAR-BCC.csv

Figure A2 compares the temperature evolution during the warmest heatwave, obtained from each of the MAR-BCC, MAR-MPI, and MAR-MIR simulations. The header of each file shows the warmest daily average temperature, namely, $37.2^{\circ} \mathrm{C}$ for MAR-BCC, $35.3^{\circ} \mathrm{C}$ for MAR-MPI, and $37.8^{\circ} \mathrm{C}$ for MAR-MIR. However, it can be seen in Fig. A2 that the hourly temperatures obviously rise much higher than these daily average values and, in this case, rise to $\sim 44^{\circ} \mathrm{C}$ for MAR-BCC and MAR-MIR, and $\sim 42^{\circ} \mathrm{C}$ for MAR-MPI.

Table A1. Full name, abbreviation name, lead institution, and references of the Earth system model (ESM) used in this study.

| Full name of the ESM | Abbreviation name of the ESM | Lead institution | References |
| :--- | :--- | :--- | :--- |
| BCC-CSM2-MR | BCC | Beijing Climate Centre | Wu et al. (2019) |
| MPI-ESM1-2-HR | MPI | Max Planck Institute | Gutjahr et al. (2019) |
| MIROC6 | MIR | Japanese modelling community | Tatebe et al. (2019) |



Figure A1. Typical (black) and extreme (red) temperature for Liège city, simulated by MAR forced by BCC-CSM2-MR, with the scenario SSP5-8.5 for the period 2085-2100. The typical/extreme months are based on temperature (left) and incoming solar radiation (right). These data are extracted from these files: Liège-City_TMY2085-2100_ssp585_MAR-BCC_TTbased.csv, Liège-Cily_XMY2085$2100 \_$ssp 585 _MAR-BCC_TTbased.csv, Liège-City_TMY2085-2100_ssp585_MAR-BCC_SWTbased.csv, and Iiège-City_XMY2085-2100_ssp585_MAR-BCC_SWDbased.csv.


Figure A2. Temperalure during warmest heatwave events for Liège city simulated by MAR-BCC (i.e. MAR forced by BCC-CSM2-MR), MAR-MPI (i.e. MAR forced by MPI-ESM.1.2), and MAR-MIR (i.e. MAR forced by MIROC6), with the scenario SSP5-8.5 for the period 2085-2100. These data are, respectively, extracted from these files: Liège-City_HWE-HT_2085-2100_ssp585_MAR-BCC.csv, Liège-City_IIWE-IIT_2085-2100_ssp585_MAR-MPI.csv, and Liège-Cily_IIWE-IIT_2085-2100_ssp585_MAR-MIR.csv.
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#### Abstract

Due to the current rate of global warming, overheating in buildings is expected to be more frequent and intense in future climates. High indoor temperature affects occupant productivity, comfort, and health. Thus, it is necessary to predict the thermal performance of buildings concerning climate change. This paper applies a climate change sensitive overheating assessment method to a lightweight timber house in Eupen, Belgium. Three metrics are used, namely Indoor Overheating Degree (IOD), Ambient Warmness Degree ( $A W D$ ), and Building Climate Vulnerability Factor ( $B C V F$ ). The overheating risk is assessed under four climate scenarios representing historical and future scenarios using dynamic simulation tool EnergyPlus v9.0. This method accounts for overheating severity and frequency, considering zonal occupancy profiles and thermal comfort models. The results indicate $B C V F<1$ for the Passive House case study showing its high potential in suppressing the outdoor thermal stress in the long-term. Finally, the increase in ventilation rate proves to be an adequate measure by decreasing the zonal peak temperatures up to $10^{\circ} \mathrm{C}$ and indoor overheating risk by $\sim 60 \%$.


## Key Innovations

- Warm discomfort during the heating period is contained within the overheating analysis
- Lower base temperature for calculation of $A W D$ is considered
- Climate change-sensitive overheating assessment is applied on ahigh-performance building in the Belgian context


## Practical Implications

This paper provides abasis for the field experts in climateresilient building design. It makes them aware of expected overheating risks in future climates and consider adaptation strategies in early-design stages.

## Introduction

Overheating in buildings during sweltering weather conditions has become one of the main concems in many countries (Eames, 2016; Laouadi et al., 2020). High indoor temperatures have significant impacts on occupant productivity, comfort, and health (Tanabe et al., 2013). During the extreme summer of 2003 , more than 35,000 people died in Europe due to excessive heat stress
(Brücker, 2005). This necessitates the definition of a reliable performance prediction methodology to indicate the vulnerability/resilience of buildings to high outdoor temperatures. Several studies assessed indoor overheating risk in residential buildings (Elsharkawy \& Zahiri, 2020; Gamero-Salinas et al., 2020; Tian et al., 2020; Zukowska et al., 2019). Carlucci and Pagliano (2012) presented an overview of long-term thermal discomfort evaluation methods and grouped them into homogenous families. However, the thermal performance and overheating risk of buildings in relation to climate change are not appropriately addressed. Rahif and Attia (2021) investigated the overheating assessment methodologies to distinguish between short- and long-term methods. They found out that the only study that provides a climate change sensitive approach is the study of (Hamdy et al., 2017). In our paper, we apply this method to a Passive House (Attia \& Gobin, 2020; Fani, 2020) in Belgium to predict its thermal performance in future climates.

## Methodology

This study is a part of an ongoing project investigating the influence of climate change on occupant thermal comfort and overheating risk in Belgian residential building stock. Accordingly, a Passive House case study is simulated with minimum and maximum ventilation rates under four climate scenarios using dynamic simulation tool EnergyPlus v9.0. The monthly energy consumption and hourly indoor air temperature is calibrated by recorded data in 2015-2018 using ASHRAE 140 (2017) iterative method (Attia \& Gobin, 2020). It is based on the calculation of Normalized Mean Bias Error (NMBE) and the Coefficient of Variation of Root Square Mean Error (CV(RSME)). Finally, the potential of ventilative cooling is calculated as a mitigation strategy. The results of the simulations are then post-processed and visualized using MATLAB.

## Case study description

The case study is located in Eupen ( $50^{\circ} 37^{\prime} 40^{\prime \prime} \mathrm{N}, 6^{\circ} 02^{\prime} 11^{\prime \prime}$ $\mathrm{E}, 298 \mathrm{~m}$ ) municipality with a temperate oceanic climate (Figure 1). The local climate can be characterized by 2678 HDD and 285 CDD for the period 1976-2004 (Ramon et al., 2019). The house is built in two levels (see Figure 2) and is a four-façade lightweight timber construction with a total area of $174 \mathrm{~m}^{2}$. The building complies with the Belgian Passive House requirements where the annual net energy for heating should fall below $150 \mathrm{MJ} / \mathrm{m}^{2}$.


Figure 1: South-view (upper) and north-view (lower) of case study, Eupen, Belgium (derived from:
http//energie.wallonie.be).


Figure 2: Case study plan: ground floor (upper), first floor (lower) (derived from: http//energie.wallonie.be)

The external wall conductivity is $0.132 \mathrm{~W} / \mathrm{m}^{2} \mathrm{~K}$ insulated by mineral wool ( 6 cm ) and cellulose ( 25 cm ). Therefore, the thermal bridge caused by the mainframe in wood is eliminated. The building is heated by a pellet stove located in the stairs zone on the ground floor, and a gas water boiler supplies domestic hot water. The blower door test indicates the infiltration rate of $0.5 \mathrm{vol} / \mathrm{h}$ for a pressure difference of 50 Pa between the indoor and outdoor environments. South- and west-oriented ground floor zones (dining room, living room, and kitchen) and southoriented bedrooms on the first floor are equipped with permanent solar shading devices.
The house is occupied by two adults and two children. Assumptions are made for the internal gains induced by equipment and the occupants considering weekdays and weekend occupancy scenarios.

## Overheating assessment method

The overheating assessment method is based on three metrics called Indoor Overheating Degree (IOD), Ambient Warmness Degree ( $A W D$ ) and Building Climate Vulnerability Factor ( $B C V F$ ) (Hamdy et al., 2017).
$I O D$ is a multi-zonal indicator that quantifies the indoor overheating risk taking into account severity and frequency of high indoor temperatures,

Where i is occupied hour counter, z is building zone counter, Z is number of total building zones, $\mathrm{N}_{o c c}$ is number of all occupied hours, $T_{\text {op, }, \mathrm{i} z}$ is indoor operative temperature of time step i and zone z , and $T_{\text {op, }, \mathrm{z}, \text { comfort }}$ is the static or adaptive thermal comfort limit of time step i and zone z . IOD enables the implementation of multiple thermal comfort models in different building zones. We assumed a fixed temperature limit of $26^{\circ} \mathrm{C}$ based on the static comfort model CIBSE Guide A for the bedrooms. This selection is made since adaptation actions performed by occupants are limited during the sleeping period. For all other living areas, category II of the adaptive thermal comfort model EN 15251 is considered as one of the most commonly used comfort standards worldwide (Attia et al., 2019).
$A W D$ indicates the severity and frequency of high outdoor temperatures according to a predefined base temperature,

$$
\begin{equation*}
A W D_{14^{\circ} \mathrm{C}}=\frac{\sum_{i=1}^{N}\left[\left(T_{\mathrm{a}}-T_{b}\right)^{+} \times t_{\mathrm{t}}\right]}{\sum_{i=1}^{N} \mathrm{H}_{\mathrm{i}}} \tag{2}
\end{equation*}
$$

Where N is total number of building occupied hours, $T_{\mathrm{a}, \mathrm{i}}$ is outdoor air temperature in time step i , and $T_{\mathrm{b}}$ is outdoor base temperature. $T_{\mathrm{b}}$ is determined based on building characteristics and is equal to an outdoor air temperature threshold, which above necessitates the operation of any means of passive or active cooling systems. Due to high insulation levels and overheating risk in Passive Houses, $T_{\mathrm{b}}$ of $14^{\circ} \mathrm{C}$ is considered.
By assuming a linear correlation between $I O D$ and $A W D$, $B C V F$ is the slope of regression line that predicts the vulnerability of the building to overheating risk in relation to climate change,

$$
\begin{equation*}
B C V F=\frac{I O D}{A W D_{18^{\circ} \mathrm{C}}} \tag{3}
\end{equation*}
$$

$B C V F<1$ shows that the building can suppress the outdoor thermal stress, and $B C V F>1$ means that the building becomes overheated by increasing outdoor air temperature. The three above metrics help to estimate the ability of a building to maintain an acceptable indoor thermal environment in a warming climate.

## Climate scenarios

The applied method requires two historical and two future weather datasets. For this aim, we used (i) average scenario representing historical climate using the weather data for the moderate year of 1965 , (ii) extreme scenario that is the extreme data recorded in 2003 , (iii) future normal scenario that is the normal climate projection of the year 1976 to 2100 with an increase of $2^{\circ} \mathrm{C}$ in average temperature due to global warming effect, (iv) future extreme scenario that is the extreme climate projection of the year 1976 to 2100 with an increase of $4^{\circ} \mathrm{C}$ in average temperature due to global warming effect and $1.4^{\circ} \mathrm{C}$ due to the urban heat island effect (Hamdy et al., 2017). The annual distribution of daily mean outdoor temperatures under four climate scenarios are shown in Figure 3.


Figure 3: Annual distribution of daily mean outdoor air temperature under four climate scenarios.

## Results

For each climate scenario, the case study with the minimum ( $0.9 \mathrm{l} / \mathrm{s} . \mathrm{m}^{2}$ ) and maximum ( 5 and $8 \mathrm{ac} / \mathrm{h}$ for bedrooms and living areas respectively) ventilation rates are simulated for annual periods (Hamdy et al., 2017). Therefore, the total number of simulations is 8 . Figure 4 shows the trend of $I O D$ in different climate scenarios represented by $A W D$. It is clear that the risk of indoor overheating increases as the average outdoor temperature increases. The slope of regression lines, 0.5269 for minimum ventilation rate, and 0.2443 for maximum ventilation rate, are the values of $B C V F$. It shows that the building with low ventilation rate has less potential to suppress the increased outdoor thermal stress in future
climates. Figure 5 shows the annual distribution of hourly indoor operative temperature in different building zones under the future extreme scenario. Due to relatively higher solar gains through large glazing areas and orientation, the dining room, living room, and kitchen reach higher temperatures than the other zones. Figure 5 indicates that the maximum ventilation rate significantly decreases the upper margins of indoor operative temperature (up to $\sim 10^{\circ} \mathrm{C}$ ); however, high-temperature abnormalities emerge.
The potential of ventilative cooling is calculated based on the percentage of reduction in $I O D$. For this aim, the contribution of ventilative cooling $C_{\text {ventilation }}$ is defined as,

$$
\begin{equation*}
C_{\text {ventilation }}=I O D_{\min \text { ventilation rate }}-I O D_{\max \text { ventilation rate }} \tag{4}
\end{equation*}
$$

The potential of ventilative cooling $P_{\text {ventilation }}$ is derived by normalizing the $C_{\text {ventilation }}$ over the $I O D_{\text {min ventilation rate }}$,

$$
\begin{equation*}
P_{\text {ventilation }}=\frac{C_{\text {veniliation }}}{1 O D_{\text {min ventilation rate }}} \tag{5}
\end{equation*}
$$

A new set of simulations are performed according to the minimum and maximum ventilation rates suggested by NBN D50-001 (1991) in Annex 4. All results regarding the potential of ventilative cooling (two sets of minimum and maximum ventilation rates) are depicted in Figure 6. The ventilative cooling potential decreases as global warming continues and it will be more challenging to mitigate the risk of overheating by only relying on ventilative cooling strategy.

## Discussion

## Findings and recommendations

More intense and frequent overheating events are expected as a result of climate change. This paper evaluates the thermal performance of a Passive House in a changing climate. Our study indicates that the buildings in compliance with the Passive House standard can suppress outdoor thermal stress. Figure 4 shows a substantial reduction in $I O D$ in all scenarios for maximum ventilation rate. Higher ventilation rate decreases the vulnerability of the building to climate change by $53 \%$. Figure 5 shows that in maximum ventilation rate, mean daily indoor operative temperature is reduced in the dining room, living room, and kitchen as high-risk zones by $7.5^{\circ} \mathrm{C}, 4^{\circ} \mathrm{C}$, and $6^{\circ} \mathrm{C}$, respectively. $5 \mathrm{ac} / \mathrm{h}$ for bedrooms and $8 \mathrm{ac} / \mathrm{h}$ for living areas has a significant potential of $-60 \%$ in overheating risk reduction (see Figure 6). However, Figure 6 shows that the effectiveness of ventilative cooling is predicted to be decreased by $3.74 \%$ in future extreme scenario compared to normal historical scenario. It means that although ventilative cooling is a resilient technology, its performance is expected to degrade with the continuation of global warming (Roetzel et al., 2010).
We recommend the Belgian government and experts in the field to take actions in defining accurate overheating calculation methods besides the requirements for active and passive mitigation strategies.


Figure 4. The Indoor Overheating Degree (IOD) presented by the Ambient Warmness Degree (AWD) under four climate scenarios for minimum ( $0.9 \mathrm{l} / \mathrm{s} . \mathrm{m}^{2}$ ) and maximum ( 5 and $8 \mathrm{ac} / \mathrm{h}$ for bedrooms and living areas) ventilation rates. The slope of the regression lines shows the Building Climate Vulnerability Factor (BCVF).


Figure 5. Annual distribution of hourly indoor operative temperature for minimum (top) and maximum (bottom) ventilation rates under future extreme scenarios for all living areas.


Figure 6. The potential of ventilative cooling to reduce the risk of overheating is expressed as a percentage of IOD for minimum and maximum ventilation rates.
We recommend exploring the potential of natural ventilation which is capable of $23-94 \%$ cooling demand reduction in future climates (Gilani \& O'Brien, 2020). Mechanical ventilation increases building resiliency to climate change (Burman \& Mumovic, 2018); however, it will increase energy consumption. Therefore, we recommend a full life-cycle assessment to balance energy efficiency and overheating resilience in the long-term. Also, we recommend the joint application of ventilative cooling with additional measures such as an increase in building thermal mass or solar shading devices.

## Strengths and limitations

The first strength of our study relies on the validity of our simulation model due to the abundance and availability of data on the case study. Besides, we have implemented a novel method regarding climate change sensitive overheating assessment with some modifications. We extended the duration of our evaluation to the annual period. This enables us to consider the overheating risk during the winter season as well. Also, we defined a lower outdoor base temperature in the calculation of $A W D$. This is because the high-performance buildings with increased insulation levels are more prone to the risk of overheating (Attia, 2018) and needed to be cooled in lower outdoor temperatures.
The main limitation of the current study methodology is the neglect of solar radiation in the calculation of $A W D$ which highly affects the results for $B C V F$. Besides, we only evaluate the potential of ventilative cooling. We hence do not account for the combined or individual effect of other measures such as an increase in thermal mass, glazing, solar shading devices, and building orientation. Also, we neglected the behavioral and spatial thermal adaptation in our assessments (Attia, 2020b).

## Implication on practice and future research

One implication of our research is to include and address our modified methodology in future revisions of the national interpretation of the Energy Performance of Building Directive (EPBD). There is a need for major
revisions in EPBD regulations to include and consider more precisely thermal comfort along with the energy calculation methods. The current rule for building stock in Belgium sets a static threshold of $23^{\circ} \mathrm{C}$ as comfort criterion and ignores the occupant adaptation opportunities. This approach overestimates the discomfort hours and increases energy consumption by forcing the installation and operation of active cooling systems. Thus, there is a need for further investigation in developing accurate and distinct thermal comfort models (static, adaptive, and hybrid) for naturally ventilated, mechanically cooled, and mixed-mode buildings. We strongly recommend a multi-zonal approach for overheating assessment, which allows the designer to set zone-based comfort models (e.g., static model for bedrooms) and identify the zones at higher risk of overheating (Attia, 2020a). For future research, there is a need for future weather files with more accurate sky conditions and solar radiation factor. We also recommend developing national and regional benchmark models to test the suggested overheating method in different climatic conditions and building stock (Attia et al., 2020).

## Conclusion

This paper applies a state-of-the-art overheating assessment methodology based on three metrics, namely Indoor overheating Degree (IOD), Ambient Warmness Degree ( $A W D$ ), and Building Climate Vulnerability Factor $(B C V F)$ on a case study in Eupen, Belgium. The lightweight timber construction Passive House shows its high potential to suppress annual overheating risk in future climates. However, provisions are required in the dining room, living room, and the kitchen as the most vulnerable zones due to the relatively high solar gains. The ventilation strategy proved to be an adequate measure in reducing the indoor overheating risk, but its potential will decrease with continuation of global warming.
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## Appendix F

Chapter 6: Impact of climate change on nearly zero-energy dwelling in temperate climate: thermal comfort, HVAC energy performance, and GHG emissions
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#### Abstract

Global warming is widely recognized to affect the built environment in several ways. This paper projects the current and future climate scenarios on a nearly zero-energy dwelling in Brussels. Initially, a time-integrated discomfort assessment is carried out for the base case without any active cooling system. It is found that overheating risk will increase up to $528 \%$, whereas the overcooling risk will decrease up to $32 \%$ by the end of the century. It is also resulted that the overheating risk will overlap the overcooling risk by 2090 s under high emission scenarios. Subsequently, two commonly applied HVAC strategies are considered, including a gas-fired boiler + an air conditioner (S01) and a reversible air-to-water heat pump (S02). In general, S02 shows $\sim 6-13 \%$ and $15-27 \%$ less HVAC primary energy use and GHG emissions compared to S01, respectively. By conducting the sensitivity analysis, it is found that the choice of the HVAC strategy, heating set-point, and cooling set-point are among the most influential parameters determining the HVAC primary energy use. Finally, some future recommendations are provided for practice and future research.


## 1. Introduction

Climate change arising from natural or anthropogenic sources causes long-term shifts in temperatures and weather patterns. According to Intergovernmental Panel on Climate Change (IPCC) Sixth Assessment Report (AR6), the average global surface temperature is expected to increase in the range of $1-5.7^{\circ} \mathrm{C}$ depending on the Shared Socioeconomic Pathway (SSP) scenario [1]. In addition, the Urban Heat Island (UHI) effect is recognized in more than 400 cities around the world [2, 3]. The UHI effect, defined as "relatively atmospheric warmth of urban areas compared to the surrounding countryside", is predicted to increase the ambient temperature in cities by $5-10^{\circ} \mathrm{C}[4,5]$. It is necessary to project such warming weather conditions on buildings to predict the changes in comfort conditions as well as Heating Ventilation, and Air Conditioning (HVAC) energy use and Green House Gas (GHG)
emissions.
The impact of climate change on thermal comfort in different locations will vary depending on the climate. In temperate climates, a major anticipated impact of climate change is the increase of overheating occurrence and associated health hazards for the occupants in buildings [6-10]. Overheating affects the occupants' comfort [11], productivity [12] and health, where in severe cases can lead to illness and death [13, 14]. In total, over 35,000 people died in Europe during the summer 2003 heatwave [15], in which 14,729 deaths are reported in France [16], 2139 in England and Wales [17], up to 2200 in the Netherlands [18], and 1175 in Belgium [19]. Therefore, there is a need to evaluate the future thermal performance of the buildings and equip them, if necessary, with sustainable and resilient cooling solutions to ensure the comfort and well-being of the occupants.

Several methods are introduced in the scientific literature to evaluate

[^17]thermal comfort, described as "the condition of mind that expresses satisfaction with the thermal enviromment and is assessed by subjective evaluation" [20]. Recently, a new group of methods have been proposed (which are the focus of the current study) to assess the thermal comfort over a span of time in buildings that are named as time-integrated, long-term, or chronic comfort evaluation methods [20-23]. In other words, they quantify the accumulation of discomfort stimuli over a specific period. Most of those methods are aimed at assessing the overheating discomfort (asymmetric), whereas some deal with both overheating and overcooling discomfort (symmetric), and only a few of them developed for overcooling discomfort [24,25]. Previous studies reviewed such methods highlighting their strengths and limitations [21,25-27].

According to European Commission (EC), the buildings in the EU account for $40 \%$ of energy consumption and $36 \%$ of Green House Gas (GHG) emissions [28]. Heating and cooling make for the majority of building energy use in Europe, accounting for $70 \%$ of total energy consumption in residential units [29]. This highlights the potential of buildings, in particular HVAC systems, in reducing energy consumption and GHG emissions [30]. Climate change influences the HVAC size and energy demand [31]. With the continuation of global warming, energy demand for heating and cooling is predicted to decrease and increase, respectively [32]. However, the rate of change in different locations will vary depending on the climate [33]. Consequently, the future climatic forecasts must be included in the building energy simulations to better understand the trend of energy consumption and GHG emissions for the HVAC components as the major energy consumers in the buildings.

Table 1 lists some studies that discussed the impact of climate change on time-integrated discomfort, heating demand, cooling demand, and GHG emissions in residential buildings in Europe. Sajjadian et al. [34] evaluated a four-story flat in compliance with the Passive House standard in London. By applying future weather data obtained from morphing the UK Climate Impact Program (UKCIP) monthly climate data using CCWorldWeatherGen tool, a significant shift towards less overcooling was resulted from 2011 to 2080. It was also found that the overall energy consumption decreases because of considerably higher
reduction in the heating demand compared to the increase in the cooling demand. Attia S. and Gobin C [35]. evaluated a nearly Zero-Energy Building (nZEB) located in Eupen municipality in Belgium using the future weather data downscaled by the regional climate model (MAR) "Modèle Atmosphérique Régional". The outcomes of the study showed that the passive design strategies could not prevent overheating in naturally ventilated and highly insulated case study. Considering EN15251 adaptive comfort model, the overheating hours rises 700 h , 845 h , and 1441 h by 2100 for the RCP4.5, RCP6, and RCP8 scenarios, respectively. They also suggested that the active cooling strategies may become the most practical option if the overheating hazards are not addressed during the building design. Ciancio V. et al. [36] studied the impact of climate change on energy demands in 19 European cities covering the main Köppen-Geiger climate classes (B - arid; C temperate; D - continental; E - polar). A representative case study consisting of three floors and three apartments was considered for all cities. The weather data are obtained from real observations (current: 2020) and CCWorldWeatherGen tool (future: 2050 and 2080). It was found that in cities such as Copenhagen, Gothenburg and Paris the $\mathrm{CO}_{2}$ emissions tend to decrease, whereas in some other cities such as Milan, Porto, and Berlin, the $\mathrm{CO}_{2}$ emissions tend to increase. Taken together all the examined cities, they found that the increase in cooling demands will offset the decrease in heating demands; therefore, the energy consumption and $\mathrm{CO}_{2}$ emissions will rise globally. It was also found that in cities such as Copenhagen, Gothenburg, London, and Prague, it will become necessary to install active cooling systems (if not present) to ensure comfort conditions in the future. In addition to the abovementioned studies, other similar studies can be found at building scale [36-48] and building stock scale [49-51] in the scientific literature (see Table 1).

Despite the numerous studies on climate change impact assessment in buildings, there is relatively less comprehensive research including all aspects of time-integrated discomfort, HVAC primary energy use, and GHG emissions. They mostly lack a multizonal and asymmetric assessment of time-integrated discomfort [21] with high-resolution climate

Table 1
Summary of the recent studies on the impact of climate change on Time-integrated Discomfort (TiD), Heating Demand (HD), Cooling Demand (CD), and GHG Emissions (GE) in residential buildings in Europe.

| Author(s) | Ref. | Year | Buil ding type (study scale) | Location | Focus |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Frank Th. | [41] | 2005 | Multistory residential unit (buil ding scale) | Zurich-Kl oten, Switzerland | HD, CD |
| Olonscheck M. et al. | [51] | 2011 | Residential buildings (building stock scale) | Germany | $\mathrm{HD}, \mathrm{CD},$ <br> GE |
| Nik V. and Kal agasidis AS. | [50] | 2013 | Residential buildings (building stock scale) | Stockholm, Sweden | HD, CD |
| Jyhhä K. et al. | [52] | 2015 | Detached residential house (buil ding scale) | Southern Finl and | HD, CD |
| Van Hooff T. et at. | [45] | 2016 | Terraced dwelling (building scale) | De Bilt, Netherd ands | HD, CD |
| Sabunas A. and Kanapickas A. | [38] | 2017 | Four-story residential unit (building scale) | Kaunas, Lithuania | HD, CD |
| Sajjadian SM. | [34] | 2017 | Four-story residential unit (building scale) | London, UK | $\begin{aligned} & \text { TiD, HD, } \\ & \text { CD } \end{aligned}$ |
| Tettey U. et al. | [39] | 2017 | Multi-story residential unit (building scale) | Växjö, Sweden | HD, CD |
| Andrić I. et al. | [43] | 2017 | Six-story detached residential unit (building scale) | 6 cities incl uding Madrid, Spain \& Milan, Italy, \& Hamburg, Germany | HD |
| Pérez-Andreu V. et al. | [47] | 2018 | Single-family detached house (building scale) | Valencia, Spain | $\begin{aligned} & \text { TiD, HD, } \\ & \text { CD } \end{aligned}$ |
| Ciancio V. et al. | [44] | 2019 | Three-story residential unit (building scal e) | Aberdeen, Scotland \& Prague, Czech \& Palermo, Italy | HD, CD |
| Moazami A. et al. | [46] | 2019 | 16 building types including high- and mid-rise residential units (building scal e) | Geneva, Switzerland | HD, CD |
| Attia S. and Gobin C. | [35] | 2020 | Three-story single-family detached house (building scale) | Eupen, Belgium | TiD |
| Ciancio V. et al. | [36] | 2020 | Three-story representative apartment (building scale) | 19 European cities | $\mathrm{HD}, \mathrm{CD},$ <br> GE |
| Machard A. et al. | [37] | 2020 | Single-story residential unit (building scale) | Paris, France | HD, CD |
| Shen J. et al. | [40] | 2020 | A flat in multi-family apartment (building scale) | Rome, Ital y \& Stockholm, Sweden | TiD |
| De Masi R. F. et al. | [48] | 2021 | Single-family representative house (building scale) | Benevento, Italy | HD, CD |
| Yang Y. et al. | [49] | 2021 | Residential buildings (building stock scale) | 38 European cities | $\begin{aligned} & \text { TiD, HD, } \\ & \text { CD } \end{aligned}$ |
| Pajek L et al. | [42] | 2022 | Single-family detached unit (building scal e) | Moscow, Russia \& Ljubljana, Slovenia \& Milan, Italy \& Athens, Greece \& Porto, Portugal | HD, CD |

data [53]. In addition, most studies are carried out by a unique assumption on the type of the HVAC system without detailed information on their modelling procedure. The above is more evident in the studies performed in temperate climates in Europe. Therefore, as members of the International Energy Agency (IEA) EBC Annex 80 "Resilient cooling of buildings" project, we developed this paper to address the abovementioned knowledge gap inspired by the framework developed within the project [8]. The aim of this research is to extend the knowledge on thermal comfort and energy performance of residential buildings in the context of climate change and broaden the comparative analysis among HVAC strategies to come up with the most sustainable solutions. The research questions are:

- Q1: What will be the changes in outdoor weather conditions assuming different emission scenarios for Brussels?
- Q2: To what extent climate change will affect time-integrated discomfort in a naturally ventilated nearly zero-energy dwelling?
- Q3: What will be the changes in HVAC primary energy use and GHG emissions under the operation of commonly applied HVAC systems?
- Q4: What are the influential parameters (i.e., weather data, the choice of the HVAC system, the HVAC performance characteristic, and set-point temperatures) in determining the HVAC primary energy use?

This paper provides a valuable contribution to the new body of knowledge from an international perspective by providing a clear picture of climate change impact assessment in temperate oceanic climates (Cfb) according to Köppen-Geiger-Peel climate classification [54]. Such climate is particularly dominant in Western Europe in cities like Amsterdam, Brussels, Copenhagen, London, and Paris. As can be seen in Fig. 1, in addition to European cities, some major cities such as Auckland, Bogotá, Canberra, Nairobi, Vancouver, and Santa Fe have a similar climate in other regions around the world. This paper also applies a multizonal method in quantification of time-integrated discomfort in buildings. More importantly, a new fit-to-purpose metric called "Indoor overcooling Degree (IOcD)" is proposed to provide a full asymmetric assessment together with a previously developed metric called "Indoor Overheating Degree (IOhD) ${ }^{n}$ [10]. This paper also compares two HVAC strategies, including a gas fired boiler for heating + Air Conditioner (AC) for cooling and a reversible air-to-water heat pump for both heating and cooling. Both strategies include mechanical ventilation with a heat recovery system. The detailed information on their sizing is provided while incorporating the uncertainties in the input parameters (uncertainty analysis). Last but not least, this paper includes sensitivity analysis (SA) to identify the most influential factors affecting the HVAC
primary energy use.
For policymakers, this paper sheds light on the importance of climate change-sensitive comfort evaluations and criteria to be embedded in the building codes. This can result in comfort benefits and helps the construction sector towards climate change proof residential buildings. This paper also informs the building professionals about the future of HVAC related energy use and GHG emissions and how their choice of the HVAC system can affect them. The current paper is organized as follows. In Section 2, the methodology is provided, including the boundary conditions (Section 2.1), climate data (Section 2.2), building model (Section 2.3), time-integrated discomfort evaluation (Section 2.4), and HVAC strategies (Section 2.5). Section 3 presents the results. Section 4 discusses the key findings, recommendations, strengths, limitations, and implications on the practice of the study and suggests potential future research. And, Section 5 concludes the paper.

## 2. Methodology

Fig. 2 shows an overview of the current paper's methodology. In the first stage, the base case building model is created and simulated to analyze the indoor thermal conditions in different weather scenarios. In the second stage, two different designs for the HVAC system (i.e., S01 and S 02 ) are considered. DesignBuilder v7.0.0 software is used to create the building and HVAC models, which is a comprehensive and intuitive Graphical User Interface (GUI) for the EnergyPlus simulation engine. In the second stage, the exported Input Data File (.idf) from DesignBuilder is fed into JEPlus and JEPlus + EA open-source software to perform the uncertainty and sensitivity analysis, respectively. JEPlus is a tool to manage complex parametric analysis based on the EnergyPlus simulation engine, while JEPlus + EA is an extension for JEPlus to conduct fullfactorial, Monte Carlo, global sensitivity, and constrained multiobjective optimization [55]. In total, over 16000 simulations are run in 72 h using a workstation with CPU: AMD 3990X $-64 \times 2.9 \mathrm{GHz}$, Cache: 256 MB, RAM: 64 GB , and Graphics card: $24 \mathrm{~GB}(2 \times 32 \mathrm{~GB})$. The post-processing and visualizations are done using a homemade MATLAB script.

### 2.1. Boundary conditions

In this section, the boundary conditions assumed for the current study are presented. First, the study is performed on a representative case in Belgium characterized by temperate climate. In such heatingdominated regions, the focus of building design is mainly on heat preservation during the winter season. This is achieved via highly insulated and airtight design concepts hindering heat dissipation during


Fig. 1. Cities with temperate oceanic climate (Cfb) worldwide [54].


Fig. 2. Study conceptual framework (SCF),
the summer season. Therefore, by only relying on passive measures, it may become difficult in the future to prevent overheating issues. It should be mentioned that the provisions are required (e.g., reference building model, climate data, GHG emissions intensity, etc.) to the generalizability of the results to other temperate regions.

Second, the study's focus is restricted to the comparison of two commonly applied HVAC strategies. As the first HVAC strategy, an air conditioner is added to provide cooling along with the existing gas-fired boiler for heating. It is a cost-effective measure because there is no need for ductwork, and it requires minor changes to the building for fitting the components. As the second HVAC strategy, a reversible air-to-water heat pump is implemented that provides heating, cooling, and consistent Domestic Hot Water (DHW). Unlike air-to-air heat pumps, air-to-water heat pumps do not require additional systems to provide DHW. The air-to-water heat pumps are suitable for households for replacing the traditional boilers with a more environmentally friendly option with a relatively high installation cost. Other boundary conditions of the current study are that a) there is no consideration regarding degradation of building envelope and the HVAC components and b) there is no consideration regarding the evolution of GHG emissions factor based on the energy mix of the electricity production.

### 2.2. Climate data

Acquiring reliable current and future climate data is vital in any study related to climate change and defines its quality [47]. In this paper, the climate data are based on the General Circulation Model (GCM) outputs. The GCMs are used to estimate the climate projections, whereas they are not directly applicable to building simulations due to high spatial and temporal resolutions. It is necessary to transform them into compatible climate data using downscaling techniques (statistical or dynamical methods). For this aim, the regional climate model (MAR) "Modète Atmosphérique Régional" was used in its version 3.11.14 [56],
which is a dynamical method resulting in physically consistent climate parameters and extreme weather events. MAR is adapted and widely validated for Belgium region [57-59].

MAR is derived by coupling a three-dimensional atmospheric model to a one-dimensional transfer scheme between the atmosphere, vegetation, and surface [60]. To calculate the climate data used in this paper, two different methods were implemented. First, MAR was forced every 6 h in its lateral boundaries by reanalysis ERA5 [61] assimilated by different sources of observations (e.g., in-situ weather station, radar data, satellites, etc.) between 1980 and 2014. This can be considered as the reconstruction of observed climate data. Second, MAR was forced every 6 h by Earth System Model (ESM) BCC-CSM2-MR (which approximately follow the mean temperature of all ESMs over Belgium up to 2100) from the Sixth Coupled Model Intercomparison Project (CMIP6) that represents the mean evolution of climate parameters between 1980 and 2014 with the historical scenario and 2015-2100 with the SSPs [62]. ESM forced MAR was then validated by comparing to MAR ERA5 simulations to verify whether it can be used to generate future climate data [56].

ESMs for future periods are based on Shared Socioeconomic Pathways (SSPs). SSPs are projected scenarios of global socioeconomic evolution by 2100 . SSPs are used to quantify Green House Gas (GHG) emissions associated with different climate policies. The future climate data in this paper consists of three SSPs, 1) SSP2 - medium challenges to mitigation and adaptation ( $1.8^{\circ} \mathrm{C}$ estimated global warming by 2100 ), 2) SSP3 - high challenges to mitigation and adaptation $\left(3.6^{\circ} \mathrm{C}\right.$ estimated global warming by 2100 ), and 3) SSP5 - high challenges to mitigation and low challenges to adaptation $\left(4.4^{\circ} \mathrm{C}\right.$ estimated gobal warming by 2100) [63,64].

After obtaining the results of MAR forced by BCC-CSM2-MR, the Typical Meteorological Years (TMYs) are constructed over 20 years for three different periods 2001-2020 (hereafter 2010s), 2041-2060 (hereafter 2050s), and 2081-2100 (hereafter 2090s). TMYs are
synthetic years (on an hourly basis) formed by typical representative months selected from the target period (e.g., 2001-2020) (i.e., January from 2001, February from 2012, etc.). The typical months are chosen by comparing the distribution of each month in the long-term distribution of that month for the available modelled or observed data (minimum 10 years) using Finkelstein-Shafer statistics. The protocol by ISO 15927-4 [23] was used to create the TMYs. The weather data in this paper are derived for Brussels (Köppen-Geiger climate zone: Cfb, Marine west coast and warm summer) from Ref. [56]. The selection of the periods and emission scenarios ( SSPs ) for the weather files in this paper are inspired by the recommendations of the dynamic simulation guideline developed within International Energy Agency (IEA) EBC Annex 80 "Resilient cooling of buildings" project [65] as well as a previous study in the literature [8].

### 2.3. Building model

A reference building model representing a typical terraced dwelling in Belgium is adopted for this study based on the work of [66]. The building is located in Brussels ( $50^{\circ} 83^{\prime} 79^{\prime \prime}, 4^{\circ} 44^{\prime} 10^{\prime \prime}, 13 \mathrm{~m}$ ) and was renovated after 2010 to comply with the nearly Zero-Energy Building (nZEB) requirements. The envelope is externally insulated, and photovoltaic panels are mounted on the roof. The building was constructed in three floors and has north- and south-facing glazing areas. The reference building is presented in Fig, 3.

The datasets regarding the building model in.dsb (DesignBuilder model data) and.idf (EnergyPlus input data file) formats are extracted from Ref. [67]. The multizonal building model includes the conditioned zones categorized as, 1) living areas (living room and open kitchen as one zone), 2) office room, 3) three bedrooms, and 4) five short-presence areas (two corridors, two bathrooms, one WC).

The building is occupied by a family of two parents (above 45 years old) and two children (seven and ten years old). The occupancy schedules are specified based on ISO 18253-2 [68] with a density of 43 $\mathrm{m}^{2}$ /person. ISO 18253-2 provides occupancy schedules for a four-member family with 46 years old householders. According to Ref. [66], the same occupancy schedules are defined for weekdays and weekends. Based on the data collected in the surveys, the lighting power intensity of $10 \mathrm{~W} / \mathrm{m}^{2}$ is assigned for the living areas, while the lighting power intensity of $8 \mathrm{~W} / \mathrm{m}^{2}$ is assigned for the bedrooms. The lighting schedules are tuned for the winter season and validated by using the outcomes of national energy reports provided by the Flemish Energy Agency (FEA) and IP Belgium. Table A1 in Annex A summarizes the characteristics of the calibrated building model.

In the base case building model, the heating is provided by a gasfired boiler with a hydronic loop coupled to the radiators and there is no active cooling. The temperature set-points for heating are set to $21^{\circ} \mathrm{C}$ in living areas, $18^{\circ} \mathrm{C}$ in bedrooms, and $18^{\circ} \mathrm{C}$ in short-presence areas. The
building is naturally ventilated during the occupied hours in the summer with control on minimum indoor air temperature of $24^{\circ} \mathrm{C}$. Mechanical ventilation with a heat recovery system is also operating to provide minimum fresh air of $25 \mathrm{~m}^{3} / \mathrm{h}$ according to NBN D50-001. In addition, the Photovoltaic (PV) panels are attached to the roof adjacent to the northern edge. The PV panels have Crystalline Silicon cell type ( 36 cells in series) with an active area of $0.34 \mathrm{~m}^{2}$ and rated electric power output of 61 Watt. The PV panels are connected to a DC to AC converter with an efficiency of 0.95 . According to Ref. [66], the on-site electricity generation of PV panels is $3000 \mathrm{kWh} /$ year.

### 2.4. Time-integrated discomfort evaluation

The time-integrated discomfort evaluation in buildings requires the determination of indicators and underlying thermal comfort models (if required). The time-integrated discomfort indicators can be symmetric (overheating- and overcooling-specific) or asymmetric (overheatingspecific or overcooling-specific) [21]. Following the recommendations of the guidelines developed in International Energy Agency (IEA) EBC Annex 80 - "Resilient cooling of buildings" project $[65,69$ ] and the scientific literature [8,21], an asymmetric index called Indoor Overheating Degree (IOhD) [10] is selected to estimate the overheating discomfort. Afterwards, a new asymmetric index is proposed in this study named as Indoor Overcooling Degree (IOcD) to quantify the overcooling discomfort separately. The $I O h D$ and $I O c D$ indices accumulate heating and cooling degree hours over the total number of zonal occupied hours, respectively. The formulas to calculate the $I O h D$ and $I O C D$ are,



Where $Z[-]$ is the number of total building conditioned zones, $N_{o c c}(z)$ [-] is the total number of occupied hours in zone $z, T_{\dot{\text { un }}, 0, z}$ is the indoor operative temperature in zone $z$ at hour $i, T_{\text {comf }, \text { upper }, z, i}$ is maximum comfort threshold in zone $z$ at hour $i, T_{\text {comf, lower, }, i, i}$ is minimum comfort threshold in zone $z$ at hour $i$. The $T_{\text {comf,lower, }, i, i}$ and $T_{\text {comf,upper, }, i, i}$ can be derived from the static or adaptive comfort models in the standards such as ISO 17772, EN 16798, ASHRAE 55, CIBSE Guide A, etc.

The $I O h D$ and $I O c D$ are multizonal indices that quantify, with a single


Fig. 3. The representative nearly zero-energy terraced dwelling in Belgium.
value, the intensity and frequency of discomfort in a building. Such a multizonal approach allows depicting real-world circumstances in buildings, encompassing zones with variable thermal comfort models (i. e., static and adaptive) and requirements (e.g., comfort categories), as well as tracking the occupied hours in each zone. This makes it easier to reflect the zone-based occupant behavior and adaptation opportunities. Therefore, the time-integrated discomfort assessment via those metrics is adaptable and allows for personalization at the zone level under real and artificial conditions.

In this paper, the comfort models are obtained from ISO 17772-1 standard. ISO 17772-1 provides category-based static (Cat. I, Cat. II, Cat. II and Cat. IV) and adaptive (Cat. I, Cat. II, and Cat. III) comfort models. Category II is selected in this study that is recommended for new buildings and renovations [21,25]. For the bedrooms, the static comfort model is chosen due to the limited occupant adaptation actions during the sleeping period [70]. The static comfort model in ISO 17772-1 is provided in PMV/PPD ranges that can be translated into the operative temperature ranges by setting assumptions on relative humidity ( $=40 \%$ for the heating season and $=60 \%$ for the cooling season), air velocity ( $<0.1 \mathrm{~m} / \mathrm{s}$ ), metabolic rate ( $\sim 1.2$ met), and clothing factor ( $\sim 0.5$ clo for summer and $\sim 1$ clo for winter). Consequently, $20^{\circ} \mathrm{C}$ and $26^{\circ} \mathrm{C}$ are assigned for the bedrooms as the lower limit and upper limit of comfort, respectively. For other zones, the adaptive comfort model is selected that is recommended for naturally ventilated buildings. The adaptive comfort model in ISO 17772-1 is provided via the formulas for the upper and lower limit of comfort based on the weighted running mean outdoor air temperature $T_{r m o}$ [71]. The formulas to calculate the upper and lower limits in Category II are,
$\mathrm{T}_{\text {comffupper }, \mathrm{z}, \mathrm{i}}=0.33 \mathrm{~T}_{\mathrm{mo}}+18.8+3$
$\mathrm{T}_{\text {comf }, \text { lower }, \mathrm{z}, \mathrm{i}}=0.33 \mathrm{~T}_{\mathrm{ma}}+18.8-4$

### 2.5. HVAC strategies

### 2.5.1. Gas-fired boiler (heating) + air conditioner (cooling)

As the first HVAC strategy (S01), a split Air Conditioner (AC) is added to the base case to provide cooling without changing the existing gas-fired boiler system (see Section 2.3). A gas-fired boiler connects to flow splitters and mixers together with a circulating pump to provide hot water for heating and domestic use. A conventional split AC, as implied by its name, consists of an indoor and an outdoor unit. The outdoor unit includes an air-cooled condenser, a condenser fan, and a compressor, while the indoor unit includes an evaporator, an expansion valve, and a distribution fan. The AC circulates the indoor air and cools it before the supply node by passing it over the evaporator coil. The AC cooling capacity is controlled by varying the indoor unit fan speed or $\mathrm{AC} / \mathrm{DC}$ compressor inverter. The AC deals with both sensible and latent heat loads.

The gas-fired boiler is modelled in DesignBuilder using Hot Water Plant Loop module. It requires the boiler definition in terms of fuel type, rated heating capacity, rated thermal efficiency, and design flow rates. The amount of fuel used in the boiler is calculated by the combination of rated thermal efficiency and normalized efficiency performance curve. The performance curve is set to the default curve as CondensingBoilerEff and shows the fraction of nominal thermal efficiency of the boiler based on the hot water temperature leaving the boiler.

The AC in DesignBuilder can be implemented by using a unitary single zone module. The unitary single zone module allows modelling a constant volume direct-expansion cooling via the DX cooling coil. The DX cooling coil uses the combination of the rated Sensible Heat Ratio (SHR), rated total cooling capacity, rated air volume flow rate, and rated $E E R$. It also requires the definition of availability schedules which is considered identical to the occupancy schedules in this study. In this paper, to define the DX coil performance under a range of conditions, the default performance curves are selected from the EnergyPlus database.

For instance, DXClgCoilTotalClgCap/EnergyInputRatioFuncTemperature are selected that are bi-quadratic curves representing the total cooling capacity/Energy Input Ratio (EIR) as a function of temperature curves. In other words, they show the variations in total cooling capacity/ER as a function of the wet-bulb temperature of the inlet air passing over the cooling coil and the dry-bulb temperature of the air entering the condenser coil. The output of this curve is then multiplied by the rated cooling capacity/EIR to show the total cooling capacity/EIR at a specific temperature operating condition.

### 2.5.2. Reversible air-to-water heat pump (heating \& cooling)

As the second HVAC strategy (S02), a reversible air-to-water heat pump is implemented to provide both heating and cooling. Similar to the AC system, the reversible air-to-water heat pump has an indoor and an outdoor unit. In the heating mode, the outdoor unit coil operates as an evaporator by extracting the heat from the outdoor air by forcing the refrigerant to transform from the liquid phase to the gas phase. The gas is then compressed in the compressor to increase its temperature. The indoor unit coil acts as a condenser and transfers the heat from the gas into the hydronic loop. The heated water is stored in a tank with a supplemental electric heater. The stored hot water can serve the DHW or can be circulated in radiators, fan coils, or radiant surfaces. This process can be easily reversed to provide the chilled water during the cooling season using a 4-way valve (the evaporator becomes condenser, and the condenser becomes evaporator).

To model a reversible heat pump in DesignBuilder, different hot- and chilled-water loops should be defined. For hot water loop, an air-towater heat pump module is implemented that consists of an air-towater DX compression coil as a primary source connected to a water tank with a supplemental heater as a secondary/additional source for heating. The DX coil object calculates the air-side heating capacity in parallel to the water-side temperature gradient at a given condenser flow rate. To define the performance of the DX coil in different operating conditions in terms of the COP and total heating capacity, ASHPLowTCAPFT (heating capacity function of evaporator wet-bulb temperature) and ASHPLowTCOPFT (heating COP function of evaporator wet-bulb temperature) bi-quadratic curves are selected from the EnergyPlus database. For the chilled water loop, a high-temperature chilled water loop is defined consisting of an air-cooled condenser, an evaporator, and a compressor to supply chilled water at $\sim 18^{\circ} \mathrm{C}$. The performance curves and the characteristics of the components for the chilled water loop are derived from the manufacturer's data.

For both S01 and S02, all thermal capacities and design flow rates are auto-sized by EnergyPlus based on the external design conditions and the building configuration. For this aim, the summer and winter design data should be specified that are simplified weather data based on the most extreme days. The auto-sizing feature uses design day weather data to specify outside conditions when auto-sizing the HVAC components based on ASHRAE sizing method [72]. The design data for cooling consists of maximum dry-bulb temperature, coincident wet-bulb temperature, and minimum dry-bulb temperature. The design data for heating consists of minimum dry-bulb temperature, wind speed, and wind direction. For each period, the degree of confidence of the design data should be selected. In other words, the probability that the design data will occur in reality should be defined. This can be done based on the dry- or wet-bulb temperatures with $99.6 \%, 99 \%$, and $98 \%$ confidence (i.e., $0.4 \%, 1 \%$, and $2 \%$ chance of more extreme weather occurrence). $99.6 \%$ confidence is assumed in this paper. The auto-sizing feature sizes the HVAC components in a way to fit the loads and maintain comfort for all periods except for more extreme conditions than the design data. In this paper, the design data are derived from the current weather data (i.e., 2010s) and kept the same considering a non-climate change responsive design (i.e., the HVAC components are not re-sized based on the future summer and winter design data) [8]. In both strategies, the existing mechanical ventilation with a heat recovery system is kept providing minimum fresh air of $25 \mathrm{~m}^{3} / \mathrm{h}$ according to NBN

D50-001. Both strategies are among widely available (TRL~9) and applicable HVAC systems in temperate climates [73]. All the input values to model S01 and S02 are listed in Table 2.

### 2.6. Uncertainty and sensitivity analysis method

This section provides an overview of the Uncertainty Analysis (UA) and the Sensitivity Analysis (SA) and their application in this study.

The UA is the practice of quantifying the variability of the output parameters due to the variability of the input parameters in an input/ output dataset. It results in the estimation of statistical factors such as mean, median, and population quantiles of the output parameters. A sampling-based uncertainty analysis called Latin Hypercube Sampling (LHS) [74] is used in this study where a set of probability distribution of the input parameters are sampled to be propagated within the simulation model to obtain the distribution of the selected output parameters. The LHS method is extensively used due to relatively its small sample size (low computational cost) and efficient stratification properties [75]. Details for the LHS can be found in Refs. [76,77].

The SA studies to what extent the variations in the input parameters qualitatively or quantitatively vary the output parameters [78]. The SA can be divided into local SA and global SA. The latter is used in this study that characterizes the effect of the input parameters over the entire input space and helps discard the parameters with negligible effect in order to reduce the computational burden [79]. For this aim, the Morris method is used [80]. The Morris method uses a set of randomized One variable at a Time (OAT) design experiments [79] that vary only one parameter keeping the other parameters constant in each rum. The main advantage of the Morris method is the low computational cost; however, it is not able to distinguish non-linear interactions between the input and output parameters [81].

Since this paper deals with modelling the HVAC systems in the future, it is necessary to account for the evolution of some key parameters characterizing their performance. Accordingly, some of those parameters are selected as input parameters for UA/SA, including the COP of the air-to-water heat pump (in heating mode) "PO", gas-fired boiler efficiency "P1", EER of the air-to-water heat pump (in cooling mode) and the $A C$ " $P 2 \& P 3$ ", and mechanical ventilation fan efficiency " $P 4$ ". Due to foreseen advancements in the HVAC industry in the future, the input parameters are defined as improving ranges (i.e., the cument values from the manufacturer's data are considered as the minimum value). In addition, in line with the work of [31], the set point temperatures for heating "P5 \& P6" and cooling "P7" are added as the input parameters for the UA/SA. All the input parameter ranges regarding the HVAC systems are listed in Table 2. The output parameters are defined to fit the scope of the cument paper including the heating primary energy use $\left[\mathrm{kWh} / \mathrm{m}^{2}\right]$ " $t 0$ ", cooling primary energy use $\left[\mathrm{kWh} / \mathrm{m}^{2}\right]$ " $t 1$ ", HVAC primary energy use $\left[\mathrm{kWh} / \mathrm{m}^{2}\right]$ " 2 ", and HVAC GHG emissions [ton] " $t 3$ ".

The SA is performed for S 01 and S 02 individually and combined (i.e., considering the building model as a discrete input parameter " $M$ "). This allows exploring the most influential parameters affecting the HVAC primary energy use for each of the HVAC systems individually as well as to rank the effect of decision making regarding the type of the HVAC system on its primary energy use.

In this paper, JEPlus parametric tool is used to perform UA based on the LHS method and JEPlus + EA is used to perform SA based on the Morris method with a sample size of 600 , max generations 300 , and first population size of 50 .

## 3. Results

### 3.1. Evolution of outdoor weather conditions

Fig. 4 shows the monthly outdoor air temperature for current and future TMYs for Brussels resulted from MAR forced by BCC-CSM2-MR

Table 2
The HVAC model inputs for S 01 and S02.

|  | Gas-fired boiler + air conditioner (S01) | Reversible air-to-water heat Pump (S02) |
| :---: | :---: | :---: |
| Target zones (heating) | Living \& kitchen, office, bedroom 01, bedroom 02 , bedroom 03 , corridors, WC, bathroom 01 , and bathroom 02 | Living \& kitchen, office, bedroom 01, bedroom 02 , bedroom 03 , corridors, WC, bathroom 01 , and bathroom 02 |
| Target zones (cooling) | Living \& kitchen, office, bedroom 01, bedroom 02 , and bedroom 03 | Living \& kitchen, office, bedroom 01, bedroom 02 , and bedroom 03 |
| Target zones (ventil ation) | Living \& kitchen, office, bedroom 01, bedroom 02 , bedroom 03 , WC, bathroom 01, and bathroom 02 | Living \& kitchen, office, bedroom 01, bedroom 02 , bedroom 03, WC, bathroom 01, and bathroom 02 |
| Set-point temperatures $\left[{ }^{\circ} C\right]$ | [Min: $20^{\circ} \mathrm{C}$, Int: $0.5^{\circ} \mathrm{C}$, Max: 22] for heating (living \& kitchen and office) - [Min: $17^{\circ} \mathrm{C}$, Int: $0.5^{\circ} \mathrm{C}$, Max: $19^{\circ} \mathrm{C}$ ] for heating (bedrooms and short-presence areas e.g., corridors, bathrooms, and WC) -[Min: $23^{\circ} \mathrm{C}$, Int: $0.5^{\circ} \mathrm{C}$, Max: $25^{\circ} \mathrm{C}$ ] for cooling | [Min: $20^{\circ} \mathrm{C}$, Int: $0.5^{\circ} \mathrm{C}$, Max: 22] for heating (living \& kitchen and office) - $\left[\mathrm{Min}: 17^{\circ} \mathrm{C}\right.$, Int: $0.5^{\circ} \mathrm{C}$, Max: $19^{\circ} \mathrm{C}$ ] for heating (bedrooms and short-presence areas e.g., corridors, bathrooms, and WC) -[Min: $23^{\circ} \mathrm{C}$, Int: $0.5^{\circ} \mathrm{C}$, Max: $25^{\circ} \mathrm{C}$ ] for cooling |
| Ventilation rates [ $\mathrm{m}^{3} / \mathrm{h}$ ] | $25 \mathrm{~m}^{3} / \mathrm{h}$ | $25 \mathrm{~m}^{3} / \mathrm{h}$ |
| Fuel type | Natural gas (heating)/ <br> electricity (cooling) | Electricity |
| Heating | Gas-fired condensing boiler | Air-to-water DX compression |
| Cooling | Air-to-air DX expansion | Air-to-water DX expansion |
| Condenser type (cooling) | Air-cooled | Air-cooled |
| Total cooling capacity [W] | Auto-sized to design days | Auto-sized to design days |
| Rated EER [-] | [Min: 5.8, Int: 0.5, Max: 8.8] | [Min: 5.4, Int: 0.5, Max: 8.4] |
| Total heating capacity [W] | Auto-sized to design days | Auto-sized to design days |
| Rated thermal efficiency/ $\operatorname{COP}[-]$ | [Min: 0.88, Int: 0.02, Max: 0.98] | [Min: 4.6, Int: 0.5, Max: 7.6] |
| Rated Sensible Heat Ratio (SHR) | Auto-sized | - |
| Coil performance curve type | Bi-Quadratic | Bi-Quadratic |
| Indoor unit | VAV ADU (cooling)/ water radiator (heating) | Radiant surface heating and cooling (underfloor pipes) |
| Radiant surface hydronic tubing inside diameter [m]/length [m]/ number of circuits | N/A | 0.013 m /auto-sized/one per surface |
| Rated supply air flow rates (cooling) [m3/s] | Auto-sized | N/A |
| Design supply air temperature (cooling) [ $\left.{ }^{\circ} \mathrm{C}\right]$ | $14^{\circ} \mathrm{C}$ | N/A |
| Radiator/radiant surface design capacity [W] | Auto-sized (heating) | Auto-sized (heating and cooling) |
| Radiator/radiant surface maximum water flow rate $\left[\mathrm{m}^{3} / \mathrm{s}\right.$ ] | Auto-sized (heating) | Auto-sized (heating and cooling) |
| Radiant surface heating/ cooling control throttling range $\left[{ }^{\circ} \mathrm{C}\right]$ | N/A | $0.5^{\circ} \mathrm{C}$ |
| Min/max/design plant loop hot water flow rate $\left[\mathrm{m}^{3} / \mathrm{s}\right]$ | Auto-sized (variable flow) | Auto-sized (variable flow) |
| Reference entering hot water temperature $\left[{ }^{\circ} \mathrm{C}\right]$ | $80^{\circ} \mathrm{C}$ | $35^{\circ} \mathrm{C}$ |
| Min/max/design plant loop chilled water flow rate $\left[\mathrm{m}^{3} / \mathrm{s}\right]$ | N/A | Auto-sized (variable flow) |
|  | N/A | $\begin{aligned} & 18^{\circ} \mathrm{C} \\ & \text { (contiuued on next page) } \end{aligned}$ |

Table 2 (continued)

|  | Gas-fired boiler + air conditioner ( S 01 ) | Reversible air-to-water heat Pump (S02) |
| :---: | :---: | :---: |
| Design entering chilled water temperature $\left[{ }^{\circ} \mathrm{C}\right]$ |  |  |
| Tank volume [ $\mathrm{m}^{3}$ ] | N/A | Auto sized |
| Water tank internal heating el ement maximum capacity [W]/control type/fuel type/thermal efficiency [-] | N/A | Auto-sized/cycle/ electricity/0.9 |
| Radiant surface condensation control type | N/A | Simple off |
| AHU type | Variable volume | Constant volume |
| AHU Fan | Efficiency [Min: 0.70 , Int: 0.04, Max: 0.90 ]/ pressure rise: $600 \mathrm{pa} /$ motor efficiency: 0.90 | Efficiency [Min: 0.70 , Int: 0.04, Max: 0.90]/ pressure rise: $600 \mathrm{pa} /$ motor efficiency: 0.90 |
| AHU design supply flow rate | Auto-sized | Auto-sized |
| AHU Heat recovery efficiency [-]/heat exchanger type/Frost control type | 92\%/plate/none | 92\%/plate/none |

Earth System Model (ESM). In addition, Table 3 provides weather summaries per scenario in terms of Heating Degree Days (HDD $10^{\circ} \mathrm{C}$ ), Cooling Degree Days (CDD $18^{\circ} \mathrm{C}$ ), average, hottest, and coldest yearly air temperature, and annual cumulative horizontal solar radiation.

According to the weather files used in this paper, the monthly out-
door air temperature is expected to increase between $1.11^{\circ} \mathrm{C}$ to $4.11^{\circ} \mathrm{C}$ in 2090s_SSP5 compared to 2010s. The maximum and minimum changes occur in July and April, respectively. In general, the increases are larger in the summer (July to August) than in the spring (April to June). On an annual basis, there is an increase in air temperature $1.1^{\circ} \mathrm{C}$ by 2050 s and $1.6^{\circ} \mathrm{C}$ by 2090 s considering the SSP 2 scenario, $1.3^{\circ} \mathrm{C}$ by 2050 s and $2.6^{\circ} \mathrm{C}$ by 2090 s considering the SSP3 scenario, and $1.6^{\circ} \mathrm{C}$ by 2050 s and $3.2^{\circ} \mathrm{C}$ by 2090 s considering the SSP5 scenario. The $H D D 10^{\circ} \mathrm{C}$ decreases $24 \%$ by 2050 s and $42 \%$ by 2090 s, whereas the $C D D 18^{\circ} \mathrm{C}$ increases $21 \%$ by 2050 s and $60 \%$ by 2090 s averaged over SSPs. The highest hottest temperature $34.7^{\circ} \mathrm{C}$ is resulted for 2090s_SSP3 and the lowest coldest temperature $-7.1^{\circ} \mathrm{C}$ is resulted for 2010 s . In general, the coldest air temperature during the year increases $3.63^{\circ} \mathrm{C}$ by 2050 s and $4.2^{\circ} \mathrm{C}$ by 2090 , while the hottest air temperature increases $1.4^{\circ} \mathrm{C}$ by 2050 s and $3.7^{\circ} \mathrm{C}$ by 2090 s averaged over SSPs. With the increase of $H D D 10^{\circ} \mathrm{C}$ and the coldest air temperature during the year, it is expected that the average and peak heating loads will decrease in buildings. On the other hand, with the increase of $C D D 18^{\circ} \mathrm{C}$ and the hottest air temperature during the year, it is expected that the average and peak cooling loads will increase [82-84]. Based on the climate data in this paper, the annual cumulative horizontal solar radiation inconsistently varies between $1024 \mathrm{kWh} / \mathrm{m}^{2}$ and $1132 \mathrm{kWh} / \mathrm{m}^{2}$ among different scenarios.

### 3.2. Time-integrated discomfort

In this section, the result of time-integrated discomfort assessment for the base case building model is described by analyzing the Indoor Overheating Degree (IOhD) and the Indoor Overcooling Degree (IOcD) indices. The $I O h D$ and $I O c D$ represent the intensity and frequency of


Fig. 4. Monthly outdoor air temperature for current and future TMYs for Brussels resulted from MAR forced by BCC-CSM2-MR Earth System Model (ESM).

Table 3
Summary of weather scenarios in terms of $\operatorname{HDD} 10^{\circ} \mathrm{C}, \mathrm{HDD} 18^{\circ} \mathrm{C}$, average yearly temperature, hottest temperature ( $99 \%$ ), coldest temperature ( $1 \%$ ), and annual cumulative horizontal solar radiation.

|  | $\mathrm{HDD1} 0^{\circ} \mathrm{C}$ <br> $[\mathrm{Kh}]$ | $\mathrm{CDD18}{ }^{\circ} \mathrm{C}$ <br> $[\mathrm{Kh}]$ | Average yearly <br> temperature $\left[{ }^{\circ} \mathrm{C}\right]$ | Hottest temperature <br> $(99 \%)\left[{ }^{\circ} \mathrm{C}\right]$ | Coldest temperature <br> $(\mathbf{1 \%})\left[{ }^{\circ} \mathrm{C}\right]$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathbf{2 0 1 0 s}$ | 929 | 294 | 10.8 | 29.8 | -7.1 |
| 2050s_SSP2 | 738 | 342 | 11.9 | 29.6 | -2.3 |
| 2050s_SSP3 | 698 | 343 | 12.1 | 31.7 | -3.7 |
| 2050s_SSP5 | 665 | 390 | 12.4 | 31.9 | -4.4 |
| 2090s_SSP2 | 672 | 364 | 12.4 | 31.4 | -6.9 |
| 2090s_SSP3 | 510 | 488 | 13.4 | 34.7 | -1.8 |
| 2090s_SSP5 | 455 | 569 | 14 | 34.5 | 0.2 |

overheating and overcooling discomfort considering zonal comfort criteria, respectively. Fig. 5 shows the $I O h D$ and $I O c D$ for different climate scenarios assuming the static comfort model for the bedrooms and the adaptive comfort model for other zones based on ISO 17772-1 (see Section 2.4).

The IOhD increases between 109 and $200 \%$ by 2050s and between 154 and $528 \%$ by 2090 s. On the other hand, the IOCD decreases between 11 and $23 \%$ by 2050 s and between 21 and $32 \%$ by 2090 s. The overheating discomfort has relatively more variations compared to the overcooling discomfort. It means that the heating system performance (i.e., gas-fired boiler coupled to water radiators) will be less affected by climate change than the cooling system performance (i.e., natural ventilation). It is normal since the effectiveness of natural ventilation is highly dependent on outdoor thermal conditions [85]. Therefore, with the increase in outdoor air temperatures, the cooling effect of natural ventilation will decrease leading to an escalation in the overheating discomfort.

In addition, the results show that the $I O h D$ in the current weather scenario (i.e., 2010s) is $85 \%$ lower than the IOcD. With the continuation of global warming, however, the situation will be reversed. The IOhD will become $3.8 \%$ and $21 \%$ more compared to IOCD considering 2090s_SSP3 and 2090s_SSP5, respectively. Therefore, it is predicted in this paper that the overheating discomfort will overlap the overcooling discomfort and will become the major cause of discomfort if the building lacks a proper active cooling system. This is in line with the findings of [12,35,86-88] that the use of active cooling systems along with the passive ones will become inexorable to cope with the overheating impact of climate change in buildings.

The result for the overcooling assessment shows that even though the building is equipped with a heating system, the high values between $0.76^{\circ} \mathrm{C}$ to $0.51^{\circ} \mathrm{C}$ are resulted for $I O C D$. It is since the lower limit of comfort for the static comfort model is $20^{\circ} \mathrm{C}$, whereas the radiators are left half-open by the occupants to meet a set-point temperature of $18^{\circ} \mathrm{C}$ in the bedrooms and short-presence areas [66]. It makes these zones to be accounted as discomfortable during the heating season according to the thermal comfort model. Overall, a low heating set-point temperature can decrease the final heating energy use but forfeits thermal comfort [31].

### 3.3. Primary energy use and GHG emissions

This section presents the results of the simulations regarding the ranges of heating primary energy use, cooling primary energy use, HVAC primary energy use, and HVAC GHG emissions for $S 01$ and S02. All HVAC components are considered while calculating the HVAC primary energy use and GHG emissions including the heating system, cooling system, and mechanical ventilation. Fig. 6 shows the distribution of the heating primary energy use and the cooling primary energy use for different variations of the input parameters. The point clouds for S01 and S02 are distinguished and colored by the weather scenarios. Moving from the current to future weather scenarios, the points tend towards lower heating primary energy use and higher cooling primary energy use in both S01 and S02.

Fig. 7 depicts the minimum, maximum, median, mean, $25 \%$ quartile, $75 \%$ quartile, and standard deviation for heating, cooling, and HVAC primary energy use for S01 and S02 under different weather scenarios. To derive the primary energy use, the final energy use is converted using the Primary Energy Factor (PEF) 2.5 for electricity from the grid and 1 for natural gas [89]. The final heating energy use for $S 01$ includes the natural gas consumption of the boiler and electricity consumption of the pump and for $S 02$ includes the electricity consumption of the compressor, the condenser pump, the evaporator fan, and the tank supplementary internal heating coil. The final cooling energy use for S01 includes the electricity consumption of the compressor, the condenser fan, and the evaporator fan and for S02 includes the electricity consumption of the compressor, the evaporator pump, and the condenser fan.

For heating, S 01 has $\sim 60 \%$ more mean heating primary energy use compared to SO 2 averaged over all climate scenarios. The mean heating primary energy use for 501 decreases between 19 and $37 \%$ from 2010s to 2050 s and between 34 and $64 \%$ from 2010s to 2090s. While for S02, it decreases between 24 and $38 \%$ from 2010s to 2050s and between 32 and $74 \%$ from 2010s to 2090s. For cooling, S01 has between $37 \%$ and $56 \%$ less mean primary energy use than S02. The lowest value is calculated for 2090s_SSP5 and the highest value is calculated for 2010s. It shows that $S 01$ has superior cooling energy performance than $S 02$ in the current climate scenario; however, this superiority will diminish with the increase in outdoor temperatures. The mean cooling primary energy use


Fig. 5. IOhD and IOcD presented by weather scenario.


Fig. 6. Scatter plot based on heating and cooling primary energy use colour categorized by weather scenarios for all simulation cases. The point clouds for the case with S01 and S02 are distinguished. (For interpretation of the references to colonr in this figure legend, the reader is referred to the Wel, version of this article.)


Fig. 7. Bar plots and box plots showing the heating, cooling, and HVAC primary energy use under different weather scenarios.
for $S 01$ increases between 39 and $50 \%$ from 2010s to 2050 s and between 43 and 65\% from 2010s to 2090s. While for S02, it increases between 21 and $33 \%$ from 2010 s to 2050 s and between 28 and $50 \%$ from 2010 s to 2090s.

The difference between the mean heating and cooling primary energy use for S 02 is between 0.73 and $14.06 \mathrm{kWh} / \mathrm{m}^{2}$. The cooling primary energy use overlaps the heating primary energy use by 2.76 kWh / $\mathrm{m}^{2}$ in 2090s_SSP5 for S02. It is due to the fact that, a) there is a marginal difference between the COP of heating and EER of cooling for the reversible air-to-water heat pump, and b) the $C D D 18^{\circ} \mathrm{C}$ is 114 Kh more than $H D D 10^{\circ} \mathrm{C}$ in 2090 s_SSP5. For S01, the difference between the mean heating and cooling primary energy use is between 11.07 and 30.66 $\mathrm{kWh} / \mathrm{m}^{2}$ where always the heating primary energy use is more than the cooling primary energy use. Even though the climate-related parameters (i.e., $C D D$ and $H D D$ ) show more need for cooling than heating in 2090s_SSP5, due to the relatively low efficiency of the gas-fired boiler in S01, it remains the major energy consumer in the HVAC system.

Overall, because of lower final heating energy use in S 02 , the final HVAC energy use is $\sim 29.04 \mathrm{kWh} / \mathrm{m}^{2}$ less in S02 compared to S01. The difference becomes smaller in terms of the primary energy use due to higher PEF of the electricity than natural gas. 002 has $\sim 4.84 \mathrm{kWh} / \mathrm{m}^{2}$ less HVAC primary energy use compared to S01. The HVAC primary energy use decreases $\sim 7 \%$ for S01 and $\sim 4 \%$ for S02 by 2090s compared to 2010 s .

The HVAC GHG emissions are calculated using the electricity and natural gas emission intensity derived from the European Environment Agency (EEA) and the report by Joint Research Center (JRC) of the European Commission (EC) [90]. Electricity's GHG intensity is assumed to be $0.161 \mathrm{tCO}_{2} \mathrm{e} / \mathrm{MWh}$ and the natural gas's emission intensity is assumed to be $0.240 \mathrm{tCO}_{2} \mathrm{e} / \mathrm{MWh}$. Fig. 8 shows the GHG emissions related to heating, cooling, and ventilation for S 01 and S02. It shows a decrease in future GHG emissions that is closely in relation to the warming weather conditions and the decrease in building heating primary energy use. Overall, the HVAC GHG emissions for S 02 is lower between 15 and $27 \%$ than S01 thanks to lower HVAC primary energy use and lower emission intensity for electricity than natural gas. For S01, the mean HVAC GHG emissions decreases $14 \%$, while for S02, a decrease of $3 \%$ is resulted by 2090s. Table B1 in Annex B summarizes the minimum, maximum, median, mean, $25 \%$ quartile, $75 \%$ quartile, and standards deviation for heating, cooling, and HVAC primary energy use as well as GHG emissions.

### 3.4. Sensitivity analysis

In this section, the results of Sensitivity Analysis (SA) are presented. Fig. 9 depicts the parallel coordinates showing the interactions between the input and output parameters during the SA process. Fig. 10 plots the Morris SA outcomes considering the HVAC primary energy use as the output parameter. In Fig. 10, the standard deviation of elementary effect (sigma) is an expression of the interaction effect of each input parameter (e.g., $W, T, P 0, P 1, \ldots$ ) (i.e., high-order or curvature effects) on the output parameter (i.e., HVAC primary energy use). And, the absolute mean of elementary effect $\left(\mathrm{Mu}^{*}\right)$ is a measurement of the overall effect of each input parameter (e.g., W, T, PO, P1, ...) on the output parameter (i.e., HVAC primary energy use) avoiding the cancellation effect [91, 92]. The SA is performed for both S01 and S02 individually and combined (i.e., considering the building model as a discrete input parameter " $M$ ").

The findings of this study show that the most influential parameters considering, a) only S01 are cooling set-point "P7", weather scenario " $W^{\prime \prime}$, and heating set-point for living \& kitchen and office "P5", b) only S02 are fan efficiency "P4", heating COP "PO", and cooling set-point "P7", and c) both S01 and S02 are building model (HVAC strategy) "T", heating set-point for living \& kitchen and office "P5", and cooling set-point "P7".

Fig. 10 shows that the standard deviation is always strictly positive, therefore none of the influential parameters has a perfectly linear effect on the outcomes. For only S01 case, the largest values of standard deviation (sigma) tend to be associated with the most influential parameters ("P7" and " $W$ "). Therefore, " $P 7$ " and " $W$ " are influential and nonlinear/interacting parameters for only S01 case. It means that there is a link between those parameters' amount of influence and their involvement in the curvature effects (i.e., interaction effects). On the other hand, the most influential parameters, "P4", "PO", and "P7" for only S02 case and "T", "P5", and "P7" for both S01 and S02 case, are not associated with the highest values of sigma. Therefore, those parameters are influential and non-interacting, meaning that while the magnitude of their effect is consistently high for the perturbations in the parameter space, the variation of their elementary effect is quite minor.

The average impact of " $W$ " for the combined case (S01 \& S02) is low, but the standard deviation is high. This suggests that in particular circumstances (associated with the implementation of S01 system), the weather scenario can have a significant impact on the HVAC primary


Fig. 8. Bar plots (means) and box plots of GHG emissions by HVAG systems for different weather scenarios.


Fig. 9. Parallel coordinates to show the interactions between the input and output parameters in multi-dimensional space of Morris SA (combined case). The lines are colored by HVAC primary energy use.


Fig. 10. The Morris sensitivity analysis results, sigma presented by Mu*. The analyses are run for $S 01$ and $S 02$, individually and combined. The output parameter is HVAC primary energy use.
energy use. Table 4 summarizes the input parameters for SA and Morris stats for all cases.

## 4. Discussion

### 4.1. Findings and recommendations

According to the Intergovernmental Panel on Climate Change (IPCC), the average global air temperature increased during the past 100 years and will continue to increase due to the release of GHG into the atmosphere. In this paper, the future weather data (MAR BCC-CSM2-MR based on SSP2, SSP3, and SSP5 scenarios) for Brussels city show an increase in the mean annual air temperature $\sim 1.33^{\circ} \mathrm{C}$ by 2050 s and $\sim 2.46^{\circ} \mathrm{C}$ by 2090 s. As shown in Fig. 4 , with the continuation of global
warming, the cooling seasons will be further extended to the shoulder seasons. The winter seasons will become warmer, and the outdoor air temperatures in the range of $\sim 15^{\circ} \mathrm{C}$ to $\sim 18^{\circ} \mathrm{C}$ will be experienced more, Also, the heatwave events can take place more frequently during the cooling season (i.e., in close occasions) which can make the recovery stage [93] for buildings troublesome. Overall, the future trends of outdoor air temperature show that the cooling energy demand in buildings will increase, in addition to the peak cooling loads, whereas the heating energy demand and peak heating loads will decrease.

The results in Fig. 5 show an increase up to $\sim 324 \%$ in overheating discomfort and a decrease up to $\sim 28 \%$ in overcooling discomfort by 2090 s. It means that climate change is negatively correlated with the comfort of hot summer days and positively correlated with the comfort of cold winter days. In addition, the rise of internal gains due to growing

Table 4
Sensitivity analysis input parameters and Morris stats.

|  | Parameter | Type | [Discrete val ues]/[Min., Int., Max.] | Num. of values | Mu |  |  | $\mathrm{Mu}^{*}$ |  |  | Sigma |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | S1 | S2 | $\begin{aligned} & \text { S1 \& } \\ & \text { S2 } \end{aligned}$ | S1 | S2 | $\begin{aligned} & \text { S1 \& } \\ & \text { S2 } \end{aligned}$ | S1 | S2 | $\begin{aligned} & \text { S1 \& } \\ & \text { S2 } \end{aligned}$ |
| W | Weather data | Disc. | $\begin{aligned} & \text { [2010s, 2050s_SSP2, 2050s_SSP3, } \\ & \text { 2050s_SSP5, 2090s_SSP2, 2090s_SSP3, } \\ & \text { 2090s__SSP5] } \end{aligned}$ | 7 | $-6.13$ | $-2.30$ | -3.72 | 6.21 | 2.65 | 4.12 | 5.23 | 3.42 | 4.28 |
| T | Building model (HVAC strategy) | Disc. | [Reversible heat pump, gas-fired boil er $+\mathrm{AC}]$ | 2 | - | - | $-5.26$ | - | - | 5.55 | - | - | 3.60 |
| P0 | HP heating COP | Disc. | [4.6,0.5,7.6] | 7 | - | -7.01 | -3.85 | - | 7.01 | 3.85 | - | 2.05 | 3.97 |
| P1 | Gas-fired boiler eff. | Disc. | [0.88,0.02,0.98] | 6 | $-2.83$ | - | -1.41 | 2.83 | - | 1.41 | 0.50 | - | 1.46 |
| P2 | HP cooling EER | Disc. | [5.4,0.5,8.4] | 7 | - | $-3.53$ | -1.67 | - | 3.53 | 1.67 | - | 1.11 | 1.92 |
| P3 | AC cooling EER | Disc. | [5.8,0.5,8.8] | 7 | -2.67 | - | -1.30 | 2.67 | - | 1.30 | 1.22 | - | 1.55 |
| P4 | Fan eff. | Disc. | [0.7,0.04,0.9] | 6 | -4.90 | -7.12 | -1.45 | 4.90 | 7.12 | 2.20 | 0.98 | 0.85 | 0.56 |
| P5 | Heating Set point (Living \& Kitchen and office) | Disc. | [20,0.5,22] | 5 | 5.72 | 4.93 | 5.09 | 5.72 | 4.93 | 5.09 | 0.52 | 1.15 | 1.11 |
| P6 | Heating set point (Beds. and short- presence areas) | Disc. | [17,0.5,19] | 5 | 3.92 | 1.64 | 2.75 | 3.92 | 1.64 | 2.75 | 0.69 | 0.65 | 1.40 |
| P7 | Cooling set point | Disc. | [23,0.5,25] | 5 | $-9.63$ | $-6.07$ | -4.31 | 9.63 | 6.07 | 4.31 | 1.50 | 1.13 | 2.08 |

occupancy densities, lifting up comfort expectations, and ageing population growth are reported in previous studies [94-96]. The above will increase the use of active cooling technologies to guarantee favourable and safe indoor thermal environments in the future.

As mentioned earlier, buildings in EU have a major share in energy consumption and GHG emissions. Enhancing building energy efficiency thus plays a critical part in reaching the European Green Deal's ambitious objective of carbon neutrality by 2050. Improvements in building design and systems (e.g., high insulation, efficient electricity-based HVAC systems, etc.) may reduce the direct GHG emissions from the buildings, but it shifts the emissions to the electricity or heating production sector. As shown in Section 3.3, the replacement of a gas-fired boiler $+A C$ with a more efficient reversible heat pump can decrease the final energy use of the building. Whereas, by converting the final energy use to the primary energy use, the difference in the primary energy use between both systems becomes very small (due to the high Primary Energy Factor "PEF" for electricity). Therefore, to benefit more from the electrification in buildings in reducing the GHG emissions, it is necessary for the electricity sector to, 1) reduce the losses during the conversion and transformation process (e.g., transmission losses, distribution losses, fuel processing, etc.), and 2) move more towards decarbonized or renewable energy.

According to the results, S02 shows 15-27\% lower GHG emissions than S01, considering the current electricity supply conditions (i.e., PEF and energy mix) in Belgium. It shows that the transition from fossil fuelbased (e.g., S01) to more efficient and electricity-based (e.g., S02) HVAC systems can assist a country like Belgium in achieving carbon neutrality and helps in the fight against climate change. It is since, in Belgium, the electricity is generated mostly from renewable energy sources such as wind, solar, and hydro as well as nuclear power [97], implying that future increases in electricity use for heating and cooling will have minimal effects on GHG emissions.

To summarize the significant recommendations, the list below is provided:

- To compensate for the rise of cooling demand in buildings because of climate change, it is recommended to consider highly efficient active cooling systems in combination with passive cooling techniques during the construction of new buildings and the renovation of existing ones.
- In the Belgian context, it is recommended to support electricitybased HVAC systems to enhance the carbon neutrality of buildings. This is valid due to the current energy mix for electricity production
in Belgium [97]. The generalizability of the idea to other regions needs further provisions.
- It is recommended to further explore the potential of the reversible air-to-water heat pump coupled with a proper ventilation system as promising heating and cooling strategy in buildings.
- It is also recommended to implement $I O h D$ and $I O c D$ as principal indicators in time-integrated discomfort evaluations. Designers and decision-makers can use these indicators for a multizonal evaluation of time-integrated discomfort under the operation of different HVAC systems.


### 4.2. Strengths and limitations

The first strength of the study relies on the validity of the weather data used for the simulations. The weather data in this study are based on the MAR model that has a high spatial resolution ( $\sim 5 \mathrm{~km}$ ), detailed parameterization (takes into account the mesoscale phenomena), and is tuned for the studied region (i.e., Belgium). The study's strength also relates to the selection of a reference building model that represents nearly zero-energy terraced dwellings in Belgium. The simulation model was developed and calibrated in a previous study by some authors of the current paper [66]. This study also compares two commonly applied HVAC strategies in Belgium (gas-fired boiler +AC and reversible air-to-water heat pump) providing detailed information on the system design and sizing. Another strength of the study relates to the application of Uncertainty Analysis (UA) and Sensitivity Analysis (SA). This allows not only to take into account the uncertainties in the HVAC input parameters but also to find the most influential factors affecting the HVAC primary energy use.

However, the study has some limitations. First, in determining timeintegrated discomfort, it is also vital to consider relative humidity and other comfort factors such as clothing insulation, metabolic rate, and air velocity. Within the current study's evaluation paradigm, those criteria are ignored. Second, subjective ranges of uncertainty are defined due to the scarcity of data on future predictions of the parameters characterizing the performance of the selected HVAC systems. Third, the degradation of the HVAC systems over time and their replacement with new technologies are neglected. Fourth, the study assesses only three periods (e.g., 2010s, 2050s, and 2090s) based on three SSPs (SSP2, SSP3, and SSP5), disregarding the intermediate periods (e.g., 2030s, 2040s, 2060s, etc.) or other SSP scenarios (e.g., SSP1-1.9 "very low GHG emissions" and SSP1-2.6 "Iow GHG emissions"). Therefore, more accurate studies are suggested to overcome the limitations of this paper.

### 4.3. Implication on practice and future research

Interpreting the outcomes of the current study implies that future revisions of the building codes and regulations must provide provisions regarding the use of active cooling systems. They must include overheating criteria beyond there is a need for the installation of active cooling systems. The overheating compliance must be achieved not only considering the current climate conditions but also for the standardized future climate predictions. The provisions must also incorporate the maximum allowable limits for cooling energy use in addition to the limits for heating energy use. The study enlightens the building designers and professionals regarding the design for climate change. In heating-dominated regions such as Brussels, the focus is mainly to preserve the heat during the winter season to reduce heating energy use, whereas this study shows that overheating and cooling energy use will become dominant in the future. Therefore, together with the comfort and efficiency standards, prudent building design is a key measure to avoid inefficient and uncomfortable units in the coming decades.

This study reveals some future research ideas. First, future research is recommended to perform the same study and compare the results by implementing the weather data obtained from other sources such as CORDEX, Meteonorm, WeatherShift, and CCWorldWeatherGen. Second, it is recommended for future research to analyze the reference buildings representing other building typologies (detached single-family houses, apartment blocks, etc.). Third, future research is encouraged to evaluate other HVAC technologies with more accurate prospective value ranges characterizing their performance. Fourth, future study is needed to enhance the suggested time-integrated discomfort indices (i.e., $I O c D$ and $I O h D)$. To better reflect the occupant's thermal experience, the new metrics should incorporate more comfort parameters such as relative humidity, metabolic rate, clothing factor, and air velocity.

## 5. Conclusion

This paper provides a climate change impact assessment for a nearly Zero-Energy dwelling in terms of time-integrated discomfort, HVAC energy performance, and HVAC GHG emissions. In total, seven weather scenarios are used based on regional climate model (MAR) "Modèle Atmosphérique Régional" including, the TMYs for 2001-2020 (2010s), 2041-2060 (2050s: SSP2, SSP3, and SSP5), and 2081-2100 (2090s: SSP2, SSP3, and SSP5). In the first stage, a time-integrated discomfort assessment is carried out on the naturally ventilated base case. In the second stage, two commonly applied HVAC strategies including a gasfired boiler + an air conditioner (AC) (S01) and a reversible air-towater heat pump (S02) are compared. It is concluded that.

- based on the climate data resulted from MAR forced by BCC-CSM2MR Earth System Model (ESM), climate change will decrease $H D D 10^{\circ} \mathrm{C}$ by $42 \%$ and increase $C D D 18^{\circ} \mathrm{C}$ by $60 \%$ averaged over three emission scenarios (i.e., SSP2, SSP3, and SSP5) in Brussels by 2090s. Such variations are expected to shift this region from a heatingdominated to a cooling-dominated one.
- with the continuation of global warming, the overheating risk quantified by Indoor Overheating Degree (IOhD) metric will increase between 154 and $528 \%$, whereas the overcooling risk quantified by Indoor Overcooling Degree (IOcD) metric will decrease between 21 and $32 \%$ by the end of this century. It is estimated that the overheating risk may overlap the overcooling risk by 2090s under the high emission scenario (i.e., SSP5).
- by 2090s, the HVAC primary energy use decreases $\sim 7 \%$ for S01 and $\sim 4 \%$ for S02. For S01, the HVAC GHG emissions decrease $14 \%$, while for S 02 , a decrease of $3 \%$ is predicted by 2090 s. Overall, the HVAC GHG emissions for S 02 is lower between 15 and $27 \%$ than S 01 thanks
to lower heating primary energy use and carbon emission intensity for electricity than natural gas.
- the most influential parameters on the HVAC primary energy use are, a) heating set-point, cooling set-point, and weather scenario for $S 01$, and b) fan efficiency, heating COP, and cooling set-point for $S 02$. The choice of the HVAC system is the most influential parameter while considering it as an input parameter for the sensitivity analysis. Therefore, the selection of the HVAC system during the early-design stages plays a crucial role in determining the energy efficiency in buildings.

Overall, to reach the EU objective of $55 \%$ reduction in emissions by 2030 (Fit for 55), it is necessary to advance in four aspects of, a) embracing the end-user electrification in the residential sector, b) improving the efficiency of the building systems, c) reducing the losses during the conversion and transformation process for electricity production, and d) decarbonization of the electricity sector. For this to happen, the current energy renovation rates [98] and replacement of traditional building systems should be accelerated in parallel to increasing the efficiency and share of renewable energy sources in the electricity sector.
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## Appendix A

Table A. 1 summarizes the envelope and operational characteristics of the reference building used for the current study. The building was constructed in the 1930s and renovated after 2010. It was shifted from D to A grade after the renovation according to the Energy Performance Certificate (EPC) rating scheme.

Table A. 1
General description of the case study [66].

| Description | Value |
| :---: | :---: |
| Number of floors | 3 |
| Total area [ $\mathrm{m}^{2}$ ] | 259 |
| Conditioned area [ $\mathrm{m}^{2}$ ] | 173 |
| Unconditioned area [ $\mathrm{m}^{2}$ ] | 86 |
| Number of occupants | 4 |
| Total volume [ $\mathrm{m}^{3}$ ] | 873 |
| Window-wall ratio [\%] | 19 |
| Window U-value [W/ $\left.\mathrm{m}^{2} \mathrm{~K}\right]$ | 1.2 |
| Window G-val ue [-] | 0.6 |
| Sol ar Heat Gain Coefficient (SHGC) [-] | 0.6 |
| Wall surface absorptance [-] | 0.9 |
| External wall U-value [ $\mathrm{W} / \mathrm{m}^{2} \mathrm{~K}$ ] | 0.4 |
| Roof U -value [W/mik] | 0.3 |
| Ground U-val ue [ $\mathrm{W} / \mathrm{m}^{2} \mathrm{~K}$ ] | 0.3 |
| Attic floor U -value [ $\mathrm{W} / \mathrm{m}^{2} \mathrm{~K}$ ] | 0.8 |
| Airtightness ( $50 \mathrm{~Pa} \mathrm{~m}{ }^{3} / \mathrm{h} . \mathrm{m}^{2}$ ) [ACH] | 1.58 |
| Occupancy density [ $\mathrm{m}^{2} /$ person] | 43 |
| Lighting power density [ $\mathrm{W} / \mathrm{m}^{2}$ ] | 8-10 |
| Occupancy, lighting, and equipment schedules | Ref. [66] |
| Holidays | (Easter) start: 30/03 end: 05/04, total: 7 days (Summer) start: 01/08 end: 155/08, total: 15 days (All saint's day) start: 28/10 end: 05/11, total: 7 days (Christmas) start: 24/12 end: 01/01, total: 7 days |

## Appendix B

Table B. 1 summarizes the minimum, maximum, median, mean, $25 \%$ quartile, $75 \%$ quartile, and standard deviation for heating, cooling, and HVAC primary energy use as well as HVAC GHG emissions.

Table B. 1
Minimum, maximum, median, mean, Q1 (25\%), Q3 (75\%), and standard deviation of heating, cooling, and HVAC primary energy use, and HVAC GHG emissions for the simulation cases.

|  | No. cases | Min. heating/ cooling/HVAC/ GHG emiss. | Max. heating/ cooling/HVAC/ GHG emiss. | Med. Heating/ cooling/HVAC/ GHG emiss. | Mean heating/ cooling/HVAC/ GHG emiss. | Q1 (25\%) heating/ coding/HVAC/ GHG emiss. | Q3 (75\%) heating/ cooling/HVAC/ GHG emiss. | StdDev. heating/ cooling/HVAC/ GHG emiss. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{array}{r} 2010 \mathrm{~s} \\ \mathrm{~S} 01 \end{array}$ | 485 | $\begin{aligned} & 26.61 / 1.49 / \\ & 56.43 / 2.32 \end{aligned}$ | $\begin{aligned} & 41.97 / 7.01 / \\ & 72.04 / 3.03 \end{aligned}$ | $\begin{aligned} & 33.94 / 3.05 / \\ & 64.09 / 2.66 \end{aligned}$ | $\begin{aligned} & 33.97 / 3.31 / \\ & 64.22 / 2.67 \end{aligned}$ | $\begin{aligned} & 31.49 / 2.28 / 62.19 / \\ & 2.57 \end{aligned}$ | $\begin{aligned} & 36.37 / 4.23 / 66.46 / \\ & 2.76 \end{aligned}$ | $\begin{aligned} & 3.25 / 1.20 / 2.90 / \\ & 0.13 \end{aligned}$ |
| $\begin{array}{r} 2010 s \\ \mathrm{~S} 02 \end{array}$ | 493 | $\begin{aligned} & 14.34 / 4.47 / \\ & 47.61 / 1.74 \end{aligned}$ | $\begin{aligned} & 32.66 / 12.52 / \\ & 68.93 / 2.53 \end{aligned}$ | $\begin{aligned} & 21.46 / 7.48 / \\ & 56.16 / 2.06 \end{aligned}$ | $\begin{aligned} & 21.63 / 7.56 / \\ & 56.88 / 2.08 \end{aligned}$ | $\begin{aligned} & 18.26 / 6.12 / 53.49 / \\ & 1.96 \end{aligned}$ | $\begin{aligned} & 24.37 / 8.84 / 60.49 / \\ & 2.22 \end{aligned}$ | $\begin{aligned} & 3.96 / 1.68 / 4.50 / \\ & 0.16 \end{aligned}$ |
| $\begin{gathered} 2050 s \\ \text { SSP2 } \\ \text { S01 } \end{gathered}$ | 410 | $\begin{aligned} & 20.27 / 2.53 / \\ & 52.69 / 2.14 \end{aligned}$ | $\begin{aligned} & 37.05 / 9.73 / \\ & 70.81 / 2.92 \end{aligned}$ | $\begin{aligned} & 28.72 / 5.28 / \\ & 60.89 / 2.51 \end{aligned}$ | $\begin{aligned} & 28.49 / 5.51 / \\ & 61.07 / 2.51 \end{aligned}$ | $\begin{aligned} & 26.56 / 3.93 / 58.92 / \\ & 2.41 \end{aligned}$ | $\begin{aligned} & 30.18 / 6.80 / 63.37 / \\ & 2.61 \end{aligned}$ | $\begin{aligned} & 2.72 / 1.77 / 3.17 / \\ & 0.13 \end{aligned}$ |
| $\begin{gathered} 2050 s \\ \text { SSP2 } \\ \text { S02 } \end{gathered}$ | 503 | $\begin{aligned} & 11.69 / 5.98 / \\ & 46.41 / 1.70 \end{aligned}$ | $\begin{aligned} & 27.60 / 15.35 / \\ & 66.69 / 2.44 \end{aligned}$ | $\begin{aligned} & 16.86 / 9.25 / \\ & 53.93 / 1.97 \end{aligned}$ | $\begin{aligned} & 17.38 / 9.57 / \\ & 54.49 / 2.00 \end{aligned}$ | $\begin{aligned} & 15.05 / 7.90 / 51.40 / \\ & 1.88 \end{aligned}$ | $\begin{aligned} & 19.31 / 10.84 / \\ & 57.42 / 2.10 \end{aligned}$ | $\begin{aligned} & 3.17 / 2.11 / 3.93 / \\ & 0.14 \end{aligned}$ |
| $\begin{gathered} 2050 s \\ \text { SSP3 } \\ \text { S01 } \end{gathered}$ | 411 | $\begin{aligned} & 19.95 / 2.63 / \\ & 52.11 / 2.10 \end{aligned}$ | $\begin{aligned} & 35.69 / 10.32 / \\ & 68.43 / 2.81 \end{aligned}$ | $\begin{aligned} & 26.35 / 5.31 / \\ & 59.18 / 2.42 \end{aligned}$ | $\begin{aligned} & 26.71 / 5.50 / \\ & 59.41 / 2.43 \end{aligned}$ | $\begin{aligned} & 24.64 / 4.21 / 57.28 / \\ & 2.33 \end{aligned}$ | $\begin{aligned} & 28.75 / 6.51 / 61.67 / \\ & 2.53 \end{aligned}$ | $\begin{aligned} & 2.92 / 1.68 / 3.15 / \\ & 0.13 \end{aligned}$ |
| $\begin{gathered} 2050 \mathrm{~s} \\ \text { SSP3 } \\ \text { S02 } \end{gathered}$ | 479 | $\begin{aligned} & 11.41 / 6.52 / \\ & 45.88 / 1.68 \end{aligned}$ | $\begin{aligned} & 26.65 / 16.35 / \\ & 66.30 / 2.43 \end{aligned}$ | $\begin{aligned} & 15.68 / 10.48 / \\ & 54.16 / 1.98 \end{aligned}$ | $\begin{aligned} & 16.35 / 10.59 / \\ & 54.65 / 2.00 \end{aligned}$ | $\begin{aligned} & 13.99 / 8.83 / 51.91 / \\ & 1.90 \end{aligned}$ | $\begin{aligned} & 18.48 / 11.93 / \\ & 56.98 / 2.09 \end{aligned}$ | $\begin{aligned} & 2.99 / 2.21 / 3.96 / \\ & 0.14 \end{aligned}$ |
| $\begin{gathered} 2050 s \\ \text { SSP5 } \\ \text { S01 } \end{gathered}$ | 465 | $\begin{aligned} & 18.26 / 3.37 / \\ & 51.43 / 2.07 \end{aligned}$ | $\begin{aligned} & 32.05 / 11.68 / \\ & 67.45 / 2.75 \end{aligned}$ | $\begin{aligned} & 24.56 / 6.48 / \\ & 58.79 / 2.40 \end{aligned}$ | $\begin{aligned} & 24.71 / 6.66 / \\ & 58.87 / 2.39 \end{aligned}$ | $\begin{aligned} & 22.36 / 5.31 / 56.74 / \\ & 2.30 \end{aligned}$ | $\begin{aligned} & 26.81 / 7.81 / 60.97 / \\ & 2.49 \end{aligned}$ | $\begin{aligned} & 2.99 / 1.81 / 3.11 / \\ & 0.13 \end{aligned}$ |
| $\begin{aligned} & 2050 s \\ & \text { SSP5 } \end{aligned}$ | 482 | $\begin{aligned} & 10.56 / 7.31 / \\ & 46.81 / 1.71 \end{aligned}$ | $\begin{aligned} & 24.08 / 17.17 / \\ & 68.77 / 2.52 \end{aligned}$ | $\begin{aligned} & 15.17 / 11.24 / \\ & 54.24 / 1.99 \end{aligned}$ | $\begin{aligned} & 15.63 / 11.35 / \\ & 54.29 / 1.99 \end{aligned}$ | $\begin{aligned} & 13.31 / 9.43 / 51.49 / \\ & 1.89 \end{aligned}$ | $\begin{aligned} & 17.31 / 12.81 / \\ & 56.84 / 2.08 \end{aligned}$ | $\begin{aligned} & 2.96 / 2.30 / 3.74 / \\ & 0.13 \end{aligned}$ |

Table B. 1 (contimued)

|  | No. cases | Min. heating/ cooling/HVAC/ GHG emiss. | Max. heating/ cooling/HVAC/ GHG emiss. | Med. Heating/ cooling/HVAC/ GHG emiss. | Mean heating/ cooling/HVAC/ GHG emiss. | Q1 (25\%) heating/ coding/HVAC/ GHG emiss. | Q3 (75\%) heating/ coding/HVAC/ GHG emiss. | StdDev. heating/ cooling/HVAC/ GHG emiss. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{gathered} 2090 s \\ \text { SSP2 } \\ \text { S01 } \end{gathered}$ | 515 | $\begin{aligned} & 19.55 / 2.89 / \\ & 50.63 / 2.04 \end{aligned}$ | $\begin{aligned} & 34.02 / 10.62 / \\ & 66.79 / 2.73 \end{aligned}$ | $\begin{aligned} & 25.00 / 5.60 / \\ & 58.43 / 2.39 \end{aligned}$ | $\begin{aligned} & 25.24 / 5.82 / \\ & 58.49 / 2.38 \end{aligned}$ | $\begin{aligned} & 23.32 / 4.43 / 56.52 / \\ & 2.30 \end{aligned}$ | $\begin{aligned} & 26.90 / 6.93 / 60.66 / \\ & 2.48 \end{aligned}$ | $\begin{aligned} & 2.61 / 1.72 / 2.98 / \\ & 0.13 \end{aligned}$ |
| $\begin{gathered} 2090 s \\ \text { SSP2 } \\ \text { S02 } \end{gathered}$ | 481 | $\begin{aligned} & 11.24 / 6.49 / \\ & 45.47 / 1.66 \end{aligned}$ | $\begin{aligned} & 25.37 / 16.27 / \\ & 66.02 / 2.42 \end{aligned}$ | $\begin{aligned} & 15.90 / 10.46 / \\ & 54.81 / 2.01 \end{aligned}$ | $\begin{aligned} & 16.29 / 10.61 / \\ & 55.21 / 2.02 \end{aligned}$ | $\begin{aligned} & 13.93 / 8.93 / 51.88 / \\ & 1.90 \end{aligned}$ | $\begin{aligned} & 18.37 / 12.22 / \\ & 58.43 / 2.14 \end{aligned}$ | $\begin{aligned} & 2.88 / 2.14 / 4.14 / \\ & 0.15 \end{aligned}$ |
| $\begin{gathered} 2090 s \\ \text { SSP3 } \\ \text { S01 } \end{gathered}$ | 509 | $\begin{aligned} & 15.56 / 4.54 / \\ & 50.51 / 2.01 \end{aligned}$ | $\begin{aligned} & 29.00 / 14.36 / \\ & 64.98 / 2.62 \end{aligned}$ | $\begin{aligned} & 21.94 / 7.76 / \\ & 57.13 / 2.29 \end{aligned}$ | $\begin{aligned} & 22.16 / 8.04 / \\ & 57.28 / 2.31 \end{aligned}$ | $\begin{aligned} & 20.49 / 6.41 / 54.96 / \\ & 2.21 \end{aligned}$ | $\begin{aligned} & 23.96 / 9.52 / 59.43 / \\ & 2.40 \end{aligned}$ | $\begin{aligned} & 2.51 / 2.14 / 3.19 / \\ & 0.13 \end{aligned}$ |
| $\begin{gathered} 2090 \mathrm{~s} \\ \text { SSP3 } \\ \text { S02 } \end{gathered}$ | 463 | $\begin{aligned} & 9.19 / 8.86 / 45.83 / \\ & 1.68 \end{aligned}$ | $\begin{aligned} & \text { 20.94/18.03/ } \\ & 64.19 / 2.35 \end{aligned}$ | $\begin{aligned} & 13.28 / 12.90 / \\ & 52.47 / 1.92 \end{aligned}$ | $\begin{aligned} & 13.78 / 13.04 / \\ & 53.30 / 1.95 \end{aligned}$ | $\begin{aligned} & 11.64 / 11.32 / \\ & 50.79 / 1.86 \end{aligned}$ | $\begin{aligned} & 15.83 / 14.63 / \\ & 55.90 / 2.05 \end{aligned}$ | $\begin{aligned} & 2.67 / 2.24 / 3.60 / \\ & 0.13 \end{aligned}$ |
| $\begin{gathered} 2090 s \\ \text { SSP5 } \\ \text { S01 } \end{gathered}$ | 433 | $\begin{aligned} & 14.93 / 5.69 / \\ & 50.12 / 1.99 \end{aligned}$ | $\begin{aligned} & 26.79 / 16.68 / \\ & 68.41 / 2.74 \end{aligned}$ | $\begin{aligned} & 20.43 / 9.25 / \\ & 58.01 / 2.33 \end{aligned}$ | $\begin{aligned} & 20.62 / 9.54 / \\ & 57.92 / 2.32 \end{aligned}$ | $\begin{aligned} & 18.98 / 7.95 / 55.45 / \\ & 2.21 \end{aligned}$ | $\begin{aligned} & 22.42 / 10.89 / \\ & 50.11 / 2.41 \end{aligned}$ | $\begin{aligned} & 2.47 / 2.21 / 3.35 / \\ & 0.14 \end{aligned}$ |
| $\begin{gathered} 2090 s \\ \text { SSP5 } \\ \text { S02 } \end{gathered}$ | 470 | $\begin{aligned} & 7.84 / 9.90 / 45.96 / \\ & 1.68 \end{aligned}$ | $\begin{aligned} & 19.99 / 21.16 / \\ & 65.47 / 2.40 \end{aligned}$ | $\begin{aligned} & 12.20 / 15.16 / \\ & 54.15 / 1.98 \end{aligned}$ | $\begin{aligned} & 12.41 / 15.17 / \\ & 54.53 / 2.00 \end{aligned}$ | $\begin{aligned} & 10.73 / 13.02 / \\ & 51.97 / 1.90 \end{aligned}$ | $\begin{aligned} & 13.86 / 17.29 / \\ & 57.01 / 2.09 \end{aligned}$ | $\begin{aligned} & 2.25 / 2.71 / 3.64 / \\ & 0.13 \end{aligned}$ |

■ Heating, cooling, and HVAC primary energy use: [kWh/m²], HVAG GHG emissions: [ton].
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#### Abstract

It is expected that heatwaves will strike more frequently and with higher temperatures with the continuation of global warming. More extreme heatwaves concurrent with disruptions in the cooling system can lead to significant overheating problems in buildings affecting occupants' health, productivity, and comforl. This paper projects current and future heatwaves on an optimized nearly Zero-Energy terraced dwelling in Brussels, assuming the outage of the cooling system. Initially, a multi-objective optimization is performed considering 13 passive design strategies using the Genetic Algorithm (GA) based on the Non-dominated Sorting Genetic Algorithm 2 (NSGA-II) method. It is found that high ventilation rate, low infiltration rate, high insulation, high thermal mass, integration of green roof, and application of operable roller blinds are beneficial in reducing the final HVAC energy use up to $32 \%$ and enhancing thermal comfort up to $46 \%$. Subsequently, three optimal solutions are selected and analyzed under the highest maximal temperature heatwaves detected during the 2001-2020, 2041-2060, and 2081-2100 periods, It is found that non of the optimal solutions are able to fully suppress overheating during heatwaves and the cooling system outage. The indoor operative temperatures reach more than $29^{\circ} \mathrm{C}$, which can cause serious health issues for the occupants. The situation will be exacerbated in the future since an increase in maximum Heat Index $\langle\mathrm{HI})$ between $0.28^{\circ} \mathrm{C}$ and $0.49^{\circ} \mathrm{C}$, an increase in the maximum operative temperature between $1.34^{\circ} \mathrm{C}$ and $2.33^{\circ} \mathrm{C}$, and a decrease in Thermal Autonomy (TA) between $17 \%$ and $28 \%$ are estimated. Finally, some recommendations are provided for practice and future research.
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## 1. Introduction

### 1.1. Background

Climate change is the long-term shift in weather patterns due to natural causes (c.g., variations in solar cycles) or human activities (mainly due to the use of fossil fuels). The Intergovernmental Panel on Climate Change (IPCC) Sixth Assessment Report (AR6) [1] predicted that the average global surface temperature will increase between 1 and $5.7^{\circ} \mathrm{C}$ by the end of the century. Similarly, the European Environment Agency (EEA) foresees an increase in average air temperature between $2.5^{\circ} \mathrm{C}$ and $4^{\circ} \mathrm{C}$ by 2071-2100 over Europe. The situation will be worse in cities due to the Urban Heat Island (UHI) effect. According to $[2,3]$, the ambient temperature in cities is $5^{\circ} \mathrm{C}-10^{\circ} \mathrm{C}$ higher compared to the surrounding areas. This undesirable warming can exacerbate existing problems in large cities, such as water scarcity, air pollution, and heatwaves.

[^18]Although there is no commonly accepted definition of heatwaves, they are understood to be a period of sweltering weather that can or cannot be accompanied by high humidity levels, usually with an obvious effect on humans or natural systems [4]. Heatwaves usually happen due to the trapped air in a specific region that can last for two or more days during the hot season. As climate change continues to raise global temperatures, the heatwaves start earlier in some places around the world [5]. It is also found that with the continuation of global warming, future heatwaves will tend to be longer and more severe [6]. In late June and July 2019, most European countries experienced consecutive days above 30 ${ }^{\circ} \mathrm{C}$, and some countries, such as Belgium, France, Germany, the Netherlands, and the UK, set a new all-time high [7]. Such extreme heatwave events can lead to water shortages, blackouts, and overheating problems in buildings [8].

Overheating or accumulation of heat in buildings forfeits occupants' productivity, comfort, and health, which in severe cases can lead to heat exhaustion, dehydration, and heat stroke $[9,10]$. According to the UK Housing Health and Safety Rating System (HHSRS), indoor temperatures above $25^{\circ} \mathrm{C}$ can increase mortality
rates [11]. Over 2500 excess deaths were reported across Europe during the summer 2019 heatwaves [12], of which 716 died in Belgium [13], 1435 in France [14], 400 in the Netherlands [15], 900 in the UK [16], and 500 in Germany [17]. It is urged to optimize and enhance the thermal performance of buildings so that they act as a shelter and keep the occupants safe during hot weather conditions.

Optimization is the procedure of making a design or a system perform as perfectly or most effectively as possible [18]. In other words, it is the process of identifying designs that minimize or maximize a specific goal. Simulation-based optimization is undoubtedly a great approach to reach many design targets, opening a new era for building designers and modellers. Several simulation programs have been introduced in recent decades to perform building optimization, such as DesignBuilder, BuildSimHub, jEPlus + EA, Autodesk Insight, etc. It should be noted that the aim of optimization in Building Performance Simulation (BPS) is not necessarily to find globally optimal solutions to a problem due to the limitations of the simulation program itself [19] or the nature of the problem [20]. The optimization methods and their applications are extensively reviewed in some previous studies [18,20-23].

### 1.2. Literature review

Several studies have been conducted to optimize the energy efficiency and thermal comfort of buildings in different regions by considering various input factors and employing metaheuristic algorithms. These studies have demonstrated promising results in terms of reducing energy consumption and improving thermal comfort. Chegari et al. [24] optimized a two-floor residential unit in Morocco by considering thermo-physical parameters of the building envelope as the input factor. They aimed at minimizing the computation time via the integration of Artificial Neural Networks (ANN) coupled with multiple metaheuristic algorithms such as Multi-Objective Particle Swarm Optimization (MOPSO), MultiObjective Genetic Algorithm (MOGA), and Non-dominated Sorting Genetic Algorithm 2 (NSGA-II). They found that the coupling between ANN and MOPSO has the greatest desired performance among others by reducing the total heating and cooling thermal needs by $74.52 \%$ while enhancing the indoor thermal comfort (quantified by degree-hours " Dh ") by $4.32 \%$. Vukadinović et al. [25] discussed a performed optimization for a detached passive house building in Serbia based on the NSGA-II method. The optimization variables include the parameters of the passive solar
design, such as glazing type, window shading, wall construction, and the window-to-wall ratio of each façade individually. Prior to optimization, a sensitivity analysis is conducted using the Latin hypercube Sampling (LHS) method to identify the most influential variables affecting the optimization objectives: heating energy use, cooling energy use, and thermal comfort (quantified by discomfort hours " $D H^{\prime}$ "). They found that low-emissivity glazing, high thermal capacity and insulation levels for the opaque elements, and no/ smallest shading for south facing façade are beneficial in achieving optimal thermal comfort and heating energy performance. Bre et al. [26] carried out a multi-objective optimization to improve energy efficiency and thermal comfort in a single-family house in Argentina. They used a novel metamodel-based approach by dynamic coupling between NSGA-II and ANN metamodels, which were trained previously by the results of building performance simulations. In total, 12 discrete and categorial design variables, such as shading dimension, solar absorptance, window type, roof type, and external/internal wall type, are considered input factors. It was claimed that the presented method is able to reduce the number of simulations by up to $75 \%$ without affecting the accuracy of the results. In addition to the abovementioned studies, some other similar studies exist [27-33] that are analyzed in Table 1 based on four criteria (i.e., multi-objective, multizonal modeling, reference case study, and comprehensive or specific input factors). It is clear that, except [26] conducted for a case study in a hot and humid climate, other reviewed studies either do not have a comprehensive approach to selecting the input factors for the optimization (i.e., they focus on specific elements such as HVAC control parameters, solar design parameters, etc.) or fail to fulfill at least one of the specified criteria.

Numerous studies have examined the risk of overheating and indoor thermal comfort in different types of buildings during heatwaves, with some focusing on specific regions and employing different analysis methods. Ozarisoy [34] studied thermal comfort conditions in a prototype terraced building located in Watford, UK, from May to September 2018. It was found that indoor operative temperatures remain relatively high during the heatwaves, ranging from $26.5^{\circ} \mathrm{C}$ to $32.5^{\circ} \mathrm{C}$. The situation is worse in the bedrooms on the first floor, where indoor operative temperatures exceed EN 15251 Category II upper limit for $15 \%$ of the hours. Laouadi et el. [35] assessed overheating risk in a typical detached house (assuming old and current construction practice) located in Ontario, Canada, during the extreme heatwave from 5th to 11th July 2010. They applied the CIBSE TM52 [36], Passive House

Table 1
Summary of some studies that optimized thermal comfort in residential buildings.

| Author(s) | Country | Case study | Optimization method | Features |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Multiobjective | Multizonal modeling | Reference case study | Comprehensive (C) or Specific (S) input factors |
| $\begin{aligned} & \text { Chegari et al. (2021) } \\ & {[24]} \end{aligned}$ | Morocco | Two-floor residential unit | ANN coupled to MOPSO, MOGA, and NSGA-II | $\nu$ | $\nu$ | $\nu$ | S (envelope thermo-physical parameters) |
| Vukadinović et al. (2021) [25] | Serbia | Detached passive house | NSGA-II | $\nu$ | $\nu$ | $\times$ | S (Passive solar design factors) |
| Ebrahimi-Moghadam et al. (2020) [45] | Iran | Residential tower | $\mathrm{GA}^{(1)}$ | $\nu$ | $\nu$ | $\times$ | S (light shelves) |
| Bre et al. (2020) [26] | Argentina | Single-family house | ANN coupled to NSGA-II | $\nu$ | $\nu$ | $\nu$ | C |
| Gou et al. (2018) [27] | China | Apartment building | ANN coupled to NSGA-II | $\nu$ | $\nu$ | $\times$ | C |
| Li et al. (2017) [28] | China | Simple model \& typical residential unit | Proposed method, GenOpt ${ }^{\oplus}$, and ANN | $\nu$ | $\nu$ | $\times$ | C |
| Ascione et al. (2015) [29] | Turkey \& Italy | Six-story residential building | MPC ${ }^{(2)}$ | $v$ | $\nu$ | $\nu$ | S (HVAC system control parameters) |
| Yu et al. (2015) [31] | China | Three-story typical residential building | ANN coupled to NSGA-II | $\nu$ | $\times$ | $\nu$ | C |

[^19]Institute (PHI) [37], and heat stress (using transient Standard Effective Temperature "t-SET" index) methods to analyze overheating considering four different passive measures (combination of interior and exterior solar shadings with window opening). The results showed that naturally ventilated buildings cannot fully satisfy the overheating criteria during the heatwaves according to the abovementioned methods. It was also found that older and leakier houses are less prone to overheating than highly-insulated and airtight buildings. Zhou et al. [38] analyzed overheating risk in a room (dimensions: $5 \mathrm{~m} \times 3 \mathrm{~m} \times 2.5 \mathrm{~m}$ ) of a residential unit located in Zurich, Switzerland, during the heatwave from 24th July to 9th August 2018. Four different orientations (north, south, east, and west) are assumed for the test room, and $26.5^{\circ} \mathrm{C}$ is set as the overheating threshold. The results showed $51.3 \%, 44.3 \%, 51.3 \%$, and $35.7 \%$ hours of exceedance during the heatwave for east, south, west, and north-facing orientations, respectively, where indoor operative temperature and relative humidity reach up to $27.8^{\circ} \mathrm{C}$ and $60.9 \%$, respectively. In addition to the abovementioned studies, some other similar studies exist [39-44] that are analyzed in Table 2. Among the reviewed studies, only [41] incorporates future heatwaves in the analysis; however, only comfort indices are used for overheating evaluations. Other studies neglect climate change scenarios and fail to picture future overheating incidents under more severe heatwaves.

### 1.3. Knowledge gap, aim, and research questions

Despite several studies on building optimization and thermal comfort analysis during heatwave events, there is relatively less research that couples both. Most studies perform optimization to find the best combinations of passive design strategies but do not proceed with the evaluation of optimal solutions under extreme events. In addition, most studies dealing with overheating risk during heatwave events are performed for passive houses or
assume that the cooling system is running without any disruption in air-conditioned ones. The latter is not the case in reality due to probable failure in the cooling system. In addition, very limited studies incorporate climate change scenarios to forecast the impact of aggravating heatwaves on overheating risks in buildings. Therefore, as members of the International Energy Agency (IEA) EBC Annex 80 - "Resilient cooling of buildings" project, we carried out this research to address the abovementioned knowledge gap inspired by the frameworks and guidelines developed within the project [46-48]. This research aims to broaden the knowledge on overheating risk evaluations in high-performance residential buildings during critical conditions in the context of climate change. The research questions are:

- Q1: What will be the changes in outdoor weather conditions assuming a plausible scenario for climate change in Brussels?
- Q2: How to optimize the building for final HVAC energy use and thermal comfort using passive design strategies?
- Q3: How will optimal solutions perform in current and future heatwave scenarios coinciding with the outage of the cooling system?


### 1.4. Paper contribution

This study contributes to the new body of knowledge from an international perspective by performing multi-objective optimization and overheating analysis for a case study in a temperate oceanic climate ( Cfb ) according to the Köppen-Geiger-Peel climate classification. Such a climate is particularly dominant in Western Europe, in addition to some other major cities around the world, such as Vancouver, Auckland, Canberra, Nairobi, etc. The results and findings can be generalized to those cities with some provisions. It should be mentioned that the applicability range of the results and findings of the current study is limited to the temperate

Table 2
Summary of some studies that analyzed overheating in residential buildings during heatwaves using multiple indices.

| Author(s) | Country | Case study | Indices | Features |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Climate change | Short-term (S) or Long-term (L) heatwaves | Static (S) or Adaptive (A) comfort model | Heat stress (H) or Comfort (C) indices |
| Ozarisoy (2022) [34] | UK | Three-story terraced building | Indoor Operative Temperature (IOpT), Relative Humidity (RH), \& Percentage of Exceedance Hours (\% EH) | $\times$ | L | S \& A | C |
| Laouadi et al. (2020) [35] | Canada | Typical detached home | Percentage of Exceedance Hours (\% EH), Degree Hours (DH), Daily Weighted Exceedance (DWE), \& transient Standard Effective Temperature ( t -SET) | $\times$ | S | S \& A | H \& C |
| Zhou et al. $\begin{aligned} & (2020) \\ & {[38]} \end{aligned}$ | Switzerland | A room in a residential building | Indoor Operative Temperature (IOpT), Relative Humidity (RH), Heat Index (HI) \& Percentage of Exceedance Hours (\%EH) | $\times$ | L | S | H \& C |
| Kwok et al. (2017) <br> [39] | Hong Kong | Four types of public rental housing | Air Temperature (AT), Standard Predicted Mean Vote (SPMV), Adjusted Predicted Mean Vote (APMV), \& Percentage of Exceedance Hours (\%EH) | $\times$ | L | S \& A | C |
| $\begin{aligned} & \text { Porritt et al. } \\ & \begin{array}{c} (2012) \\ {[40]} \end{array} \end{aligned}$ | UK | A row of three terraced house | Indoor Operative Temperature (IOpT) <br> \& Degree Hours (DH) | $x$ | L | S | C |
| Sakka et al. $\begin{aligned} & (2012) \\ & {[42]} \end{aligned}$ | Greece | Apartments \& detached houses | Air Temperature (AT) \& Percentage of Exceedance Hours (\%EH) | $\times$ | S \& L | S | C |
| $\begin{aligned} & \text { Porritt et al. } \\ & \quad(2011) \\ & {[41]} \end{aligned}$ | UK | A row of three terraced house | Air Temperature (AT), Degree Hours (DH), \& peak occupied operative temperature reduction | $\nu$ | S | S | C |

oceanic climate; therefore, similar studies must be conducted to achieve valid and reliable results concerning other climates. In addition, this paper considers a wide range of passive design strategies as input factors for the optimization of a benchmark nearly Zero-Energy terraced building in Belgium. The findings are representative and can be extended to other buildings in the same typology to enhance energy efficiency and thermal comfort. Furthermore, this paper performs overheating analysis under current and future heatwaves and provides a clear picture of climate change impact assessment in buildings that are being built according to the current legislation in Belgium. Last but not least, this paper analyzes overheating during heatwaves coinciding with the cooling system outage shedding light on the importance of building thermal analysis under abnormal conditions.

## 2. Methodology

Fig. 1 shows the Study Conceptual Framework (SCF) adopted for the current study. The methodology consists of two main stages. In the first stage, a multi-objective optimization is performed to minimize the final HVAC energy use and thermal comfort, considering 13 passive design strategies. Three optimal solutions are then selected on the resulting Pareto front to proceed with the second stage. In the second stage, the simulations are performed for the selected optimal solutions during the short-term heatwave events assuming the outage of the cooling system.

DesignBuilder v7.0.0 software is used in both stages, which is a Graphical User Interface (GUI) for the EnergyPlus simulation engine. EnergyPlus, developed by the U.S. Department of Energy


Fig. 1. Study Conceptual Framework (SCF).
(U.S. DOE), is accounted as one of the twenty major energy simulation programs [49], in which the simulation results are in close agreement with other well-known tools such as ESP-r, TRNSYS, DOE-2.1E, and IDA-ICE. DesignBuilder is validated based on a procedure specified by ANSI/ASHRAE 140, "Method of Test for Evaluating Building Performance Simulation Software" [50]. DesignBuilder uses Genetic Algorithm (GA) for optimization based on the Nondominated Sorting Genetic Algorithm 2 (NSGA-II) method. NSGAII method provides a feasible trade-off between a well-converged and well-distributed set of solutions and is highly effective in classifying the competing objectives. In this study, a combination of Energy Management System (EMS) and Python codes is also used to implement all the desired input variables for optimization. In total, over 4100 simulations are run in 48 h using a workstation with CPU: AMD $3990 \mathrm{X}-64 \times 2.9 \mathrm{GHz}$, Cache: 256 MB , RAM: 64 GB , and Graphics card: $24 \mathrm{~GB}(2 \times 32 \mathrm{~GB})$. The postprocessing and visualizations are done using the CBE Clima tool [51] and a homemade MATLAB script [52].

### 2.1. Boundary conditions

This section is allocated to explain the boundary conditions of the current study. First, the focus is restricted to a case study located in a temperate oceanic climate ( Cfb ). Such a climate generally has cool summers and mild winters, with a relatively lowtemperature gradient between different seasons. In Cfb climate regions, the Heating Degree Days (HDD) overlap the Cooling Degree Days (CDD); therefore, they are recognized as heatingdominated regions. In such regions, the building design concept is more on heat preservation during the cold seasons to reduce heating energy consumption. This results in highly insulated and airtight buildings that are more prone to overheating during the summer [ 53,54$]$.

The second boundary condition assumed for this paper relies on the selection of single building typology representing the nearly Zero-Energy terraced dwellings in Belgium. This is because (i) newly built/renovated Passive house complying buildings are at a higher risk of overheating compared to less insulated old buildings [55-57], (ii) people spend most of their time at home [58], especially after the COVID pandemic and the rising tendency toward remote working [59], and (iii) overheating during the sleeping per-
iod at homes is identified as a critical risk for the occupants' health [60,61].

### 2.2. Building model

This paper selects a benchmark terraced dwelling in Belgium as the case study based on the work of [62]. The building is located in Woluwe-Saint-Lambert municipality in Brussels. As shown in Fig. 2, it was constructed in three floors and renovated in 2010 to comply with the nearly Zero-Energy Building (nZEB) requirements. The envelope was externally insulated during the renovation, and photovoltaic panels were added to the roof for on-site electricity generation of $3000 \mathrm{kWh} /$ year. The multizonal building model includes the conditioned zones categorized as (i) living areas (living room and open kitchen as one zone), (ii) office room, (iii) bedrooms, and (iv) short-presence areas (two corridors, two bathrooms, one WC) [63].

Table 3 provides an overview of the general building's characteristics. The building has a total area of $259 \mathrm{~m}^{2}$ and is occupied by a four-member family (two adults and two children). The occupancy schedules are derived differently for weekdays and weekends from ISO 18253-2 [33]. The lighting power density of $8 \mathrm{~W} /$ $\mathrm{m}^{2}$ for the bedrooms and $10 \mathrm{~W} / \mathrm{m}^{2}$ for other zones are set based on the data collected from the surveys. The lighting densities are adjusted for the winter season and validated using the reports published by IP Belgium and the Flemish Energy Agency (FEA). The building model in this paper is obtained from [63], which has been checked against the public statistics and verified through model calibration and utility bill comparison between 2015 and 2019.

In its original mode, the building is naturally ventilated and heated by a gas-fired boiler coupled with water radiators. In addition, a mechanical ventilation system with heat recovery operates to provide a minimum fresh air of $25 \mathrm{~m} 3 / \mathrm{h}$ during the occupied hours according to the Belgian norm NBN D50-001. Based on the findings of [64,65], this paper replaces the gas-fired boiler with a reversible air-to-water heat pump to provide heating and cooling along with natural ventilation (mixed-mode). The set-point temperatures for heating and cooling modes and the minimum and maximum indoor temperatures for natural ventilation are listed in Table 3. The HVAC components' design flow rates and thermal capacities are auto-sized by EnergyPlus based on the building configuration and external weather conditions using the ASHRAE siz-


Fig. 2. The benchmark nearly Zero-Energy terraced dwelling in Belgium: (left) south-facing façade and (right) DesignBuilder simulation model.

Table 3
General description of the case study's construction, operational, and HVAC characteristics derived from [62,64].

| Description | Value |
| :---: | :---: |
| Number of floors | 3 |
| Total area $\left[\mathrm{m}^{2}\right]$ | 259 |
| Conditioned area [ $\mathrm{m}^{2}$ ] | 173 |
| Unconditioned area [ $\mathrm{m}^{2}$ ] | 86 |
| Number of occupants | 4 |
| Total volume [ $\mathrm{m}^{3}$ ] | 873 |
| Window-wall ratio [\%] | 19 |
| Occupancy density [ $\mathrm{m}^{2}$ /person] | 43 |
| Occupancy, lighting, and equipment schedules | Ref. [62] |
| Lighting power density $\left[\mathrm{W} / \mathrm{m}^{2}\right]$ | 8 (bedrooms) \& 10 (other zones) |
| Holidays | (Easter) start: 30/03 end: 05/04, total: 7 days |
|  | (Summer) start: 01/08 end: 155/08, total: 15 days |
|  | (All saint's day) start: $28 / 10$ end: 05/11, total: 7 days |
|  | (Christmas) start: 24/12 end: 01/01, total: 7 days |
| HVAC System type | Reversible air-to-water heat pump + mechanical ventilation |
| Heated and cooled zones | Heated: Living \& kitchen, office, bedroom 01, bedroom 02, bedroom 03, corridors, WC, bathroom 01, and bathroom 02; Cooled: Living \& kitchen, office, bedroom 01, bedroom 02, and bedroom 03 |
| HVAC schedule | - occupancy schedules in Ref. [62] |
| Heating and cooling capacities [W] | Auto-sized to design days |
| Heating and cooling schedules [h] | Occupied hours |
| Set-point temperatures $\left[{ }^{\circ} \mathrm{C}\right]$ | $21{ }^{\circ} \mathrm{C}$ for heating (living \& kitchen, and office); $18{ }^{\circ} \mathrm{C}$ for heating (bedrooms and short-presence areas, e.g., corridors, bathrooms, and WC); $24^{\circ} \mathrm{C}$ for cooling (all areas) |
| Maximum indoor temperature for natural ventilation $\left[{ }^{\circ} \mathrm{C}\right]$ | $23.5{ }^{\circ} \mathrm{C}$ for all areas |
| Minimum indoor temperature for natural ventilation $\left[{ }^{\circ} \mathrm{C}\right]$ | $21.5^{\circ} \mathrm{C}$ for living \& kitchen and office; $19{ }^{\circ} \mathrm{C}$ for bedrooms and short-presence areas, e.g., corridors, bathrooms, and WC |
| Minimum ventilation rate $\left[\mathrm{m}^{3} / \mathrm{h}\right]$ | 25 |

ing method [66]. The auto-sizing feature sizes the HVAC components in a way to fulfil the heating/cooling loads for all periods except for more extreme conditions than the design days (i.e., there is still a chance of overcooling/overheating in the building). In line with the authors' previous works [47,64], the availability schedule of the HVAC system is considered identical to the occupancy schedules defined in [62].

### 2.3. Climate data

Obtaining high-quality and detailed climate data is crucial in any study related to climate change and adaptation decisions [67]. The current study uses climate data based on the General Circulation Model (GCM) outputs. GCM outputs are not directly applicable to building simulations due to their high spatial and temporal resolution. They should be transformed using statistical or dynamical downscaling techniques in order to generate compatible weather data. For this aim, a dynamical downscaling technique called the Regional Climate Model (MAR) "Modèle Atmosphérique Régional" (in version 3.11.14) [68] was used to generate the weather data in this paper. MAR is calculated by coupling a three-dimensional atmospheric model to a one-dimensional transfer scheme between the surface, vegetation, and atmosphere [69]. MAR results in physically consistent climate parameters and extreme weather events and is widely adapted for Belgium [70,71].

Two different methods were used to ensure the validity of future weather data:

- MAR ERA5: In this method, MAR was initially forced every 6 h by its lateral boundaries (temperature, specific humidity, and etc.) based on the reanalysis ERA5 [72] assimilated by different sources of observation between 1980 and 2014. The sources of observation were in-situ weather stations, satellites, etc. Therefore, MAR ERA5 is assumed to be the reconstruction of the observed climate data.
- MAR BCC-CSM2-MR: In this method, MAR was forced based on the Earth System Model (ESM) BCC-CSM2-ME (mean temperature of all ESMs up to 2100 over Belgium) from the 6th Coupled Model Intercomparison Project (CMIP6). CMIP6 characterizes the average evolution of climate parameters between 1980 and 2014 based on observations and 2015-2100 based on Shared Socioeconomic Pathway (SSP) scenarios [73]. SSPs are used to project the Green House Gas (GHG) emission scenarios based on global socioeconomic evolution by 2100 . In other words, they quantify the GHG emissions under different global climate policies. In total, there are five SSPs, i) SSP1-1.9- $\mathrm{CO}_{2}$ emissions cut to net zero around $2050\left(1.4^{\circ} \mathrm{C}\right.$ estimated global warming by 2100 ), ii) SSP1-2.6- $\mathrm{CO}_{2}$ emissions cut to net zero around 2075 ( $1.8{ }^{\circ} \mathrm{C}$ estimated global warming by 2100), iii) SSP2-4.5- $\mathrm{CO}_{2}$ emissions around current levels until 2050, then falling but not reaching net zero by $2100\left(2.7^{\circ} \mathrm{C}\right.$ estimated global warming by 2100 ), iv) SSP3-7.0- $\mathrm{CO}_{2}$ emissions double by $2100\left(3.6{ }^{\circ} \mathrm{C}\right.$ estimated global warming by 2100$)$, and v) SSP5-$8.5-\mathrm{CO}_{2}$ emissions triple by $2075\left(4.4{ }^{\circ} \mathrm{C}\right.$ estimated global warming by 2100) [74,75]. In this paper, the SSP2-4.5 scenario is selected, which is the most plausible scenario according to [76], in which the evaluation of 1184 IPCC AR5 [77] and 127 IPCC AR6 $[1,74]$ scenarios are compared to observations over 2005-2020 [78] and projections to 2021-2050 from the International Energy Agency's (IEA) 2021 World Energy Outlook (WEO) [79]. From the perspective of the IPCC scenarios, it is evident from [76] that the globe is not now very far off the Fossil Fuel and Industry (FFI) emission trajectory envisioned in IPCC scenarios to be consistent with meeting $2{ }^{\circ} \mathrm{C}$ policy goals and all plausible scenarios fall between $2{ }^{\circ} \mathrm{C}$ and $3{ }^{\circ} \mathrm{C}$ by 2100 ( global warming estimation in SSP2-4.5). This is also in line with the IPCC AR6 [1], which recently determined that mid-range scenarios (e.g., SSP2-4.5) are more likely and high-emission scenarios (e.g., SSP5-8.5) have a low likelihood.

MAR BCC-CSM2-MR was validated using the results of MAR ERA5 to confirm whether it can be used to calculate future climate data [68].

This paper uses the annual weather data for the optimization stage based on the protocol defined by ISO 15927-4 [80]. Accordingly, the Typical Meteorological Year (TMY) is used for the period 2001-2020 based on the outcomes of MAR BCC-CSM2-MR. TMYs are widely used by building designers and modelers [81] since they are accounted to be reasonably accurate and useful in estimating long-term building energy and thermal performance [82].

During the second stage of this paper, the heatwave weather data are used. According to the Royal Meteorological Institute (RMI) of Belgium, a heatwave is a period of a minimum of five consecutive days with a maximum air temperature higher than $25^{\circ} \mathrm{C}$, in which at least three days have a maximum air temperature higher than $30{ }^{\circ} \mathrm{C}$ [83]. The above definition is static and does not consider the climate variations in different regions. In addition, a fixed threshold for heatwave definition leads to artifacts when comparing the data obtained from different ESMs, since each ESM has its own biases and variations. The heatwave weather data used in the second stage are derived based on a statistical method by [84] coupled to the RMI static heatwave definition. Therefore, they lack the abovementioned limitations. The calculation method was based on three principles, which can be found in [68]. All the heatwaves are characterized based on three criteria, including duration (number of consecutive days during the heatwave period), maximal temperature (maximum daily mean air temperature), and intensity (the cumulative difference between the air temperature and $S_{d e b}$ during the heatwave period, divided by the difference between $S_{d e b}$ and $S_{p i c}$ ). $S_{d e b}$ and $S_{p i c}$ are $97.5 \%$, and $99.5 \%$ percentiles of the reference period air temperature dataset, respectively. In this paper, the highest maximal temperature heatwaves are selected during three different periods, including 20012020 (historical scenario), 2041-2060 (mid-future scenario), and 2081-2100 (future scenario). The selection of the periods is based on the recommendations of the dynamic simulation guideline provided by the International Energy Agency (IEA) EBC Annex 80 "Resilient cooling of buildings" project $[46,85]$ and a previous study in the scientific literature [47]. All the weather data in this paper are obtained from [68].

### 2.4. Stages of analysis

As mentioned earlier, this paper consists of optimizing passive cooling design strategies (Stage 01) and a short-term analysis during heatwave events and the cooling system outage (Stage 02). The following sections (i.e., Section 2.4.1 and Section 2.4.2) are allocated to describe each stage and its corresponding indicators.

### 2.4.1. Stage 01: Optimization using passive design strategies

Optimization in building design is the practice of using mathematical models to formulate a design problem in order to select the optimal design solutions among many other alternatives. In this paper, the NSGA-II algorithm is used to determine nondominated design solutions developed by the combinations of 13 passive design strategies (see Table 4) to minimize final HVAC energy use and Indoor Discomfort Degree (IDD). The NSGA-II multi-objective genetic algorithm method [86] is widely used to optimize the design of new buildings and the renovation of existing ones [87-89]. The NSGA-II is based on crowding distance sorting mechanisms and is defined by some main features such as generation population size, crossover probability, mutation probability, the maximum number of generations, and the number of objectives. Based on the literature analysis and considering the available computational capacity, the following parameters are set for the analysis in this paper, (i) generation population size $=50$,
(ii) crossover probability $=1$, (iii) mutation probability $=0.4$, (iv) the maximum number of generations $=400$, and (v) number of objectives $=2$.

In this paper, the input factors for optimization are selected among those representing passive and bioclimatic design strategies. For this aim, a set of 13 design strategies are chosen based on the literature review [90-93], in order to determine their relative impact on thermal comfort and energy performance of the studied model. Those strategies are applicable to the examined model considering its components and climate. All the input factors' characteristics, including type, minimum/maximum/step value (for numeric factors), and options (for non-numeric factors), are listed in Table 4. The objective functions are based on two indicators, final HVAC energy use ( $\mathrm{E}_{\mathrm{f}, \mathrm{HVAC}}$ ) for energy efficiency analysis and Indoor Discomfort Degree (IDD) for thermal comfort analysis. The final HVAC Energy use includes the electricity consumption of the compressor, condenser/evaporator pump, condenser/evaporator fan, and tank supplementary internal heating coil for the reversible air-to-water heat pump system. The optimization process is conducted using the Typical Metrological Year (TMY) weather data for the period 2001-2020 (see Section 2.3).

In this paper, the Indoor Discomfort Degree (IDD) indicator is proposed for thermal comfort assessment, inspired by the recommendations of the guidelines developed in the International Energy Agency (IEA) EBC Annex 80 - "Resilient cooling of buildings" project $[46,48,94]$ and the scientific literature $[47,64,95]$. $\operatorname{IDD}\left[{ }^{\circ} \mathrm{C}\right]$ is a symmetric time-integrated thermal discomfort index that sums up Indoor Overheating Degree (IOhD) $\left[{ }^{\circ} \mathrm{C}\right]$ and Indoor Overcooling Degree (IOcD) $\left[{ }^{\circ} \mathrm{C}\right][64,94]$. IOhD and IOcD are multizonal indices that accumulate the heating and cooling degree hours over the total number of zonal occupied hours, respectively. The multizonal feature of $I O h D$ and $I O C D$ allows for the implementation of zone-specific thermal comfort models (i.e., static or adaptive) and requirements (e.g., comfort categories) tracking the zonal occupied hours. The formulas to calculate $I D D, I O h D$, and $I O c D$ are as follows,

$$
\begin{aligned}
& I D D=I O h D+I O c D(1) .
\end{aligned}
$$

$$
\begin{align*}
& I O C D \equiv \frac{\sum_{z-1}^{z} \sum_{i-1}^{N_{\text {occ }}(z)}\left[\left(T_{\text {comf }, \text { low }(z, i}-T_{i n z, i,}\right)^{+} \times h_{i, z}\right]}{\sum_{z-1}^{2} \sum_{i-1}^{N_{\text {oc }}(z)} h_{i, z}} \tag{2}
\end{align*}
$$

Where $Z[-]$ is the total number of building zones, $z$ is zone counter, $\mathrm{N}_{\mathrm{occ}}(\mathrm{Z})[-]$ is the total number of occupied hours in zone $z, i$ is hour counter, $\mathrm{T}_{\mathrm{in}, \mathrm{o}, \mathrm{z}}$ is the indoor operative temperature in zone $z$ at hour $i, T_{\text {comf,upper, }, \mathrm{i}}$ is maximum comfort threshold in zone $z$ at hour $i, \mathrm{~T}_{\text {comf,lower,z, }, \mathrm{i}}$ is the minimum comfort threshold in zone $z$ at hour $i$. This paper refers to ISO 17772-1 standard to define the upper and lower limits of comfort (i.e., $\mathrm{T}_{\text {comf,upper,z,i }}$ and $\mathrm{T}_{\text {comf,lower,z,i}}$ ). ISO 17772-1 standard provides category-based static (Cat. I, Cat. II, Cat. II and Cat. IV) and adaptive (Cat. I, Cat. II, and Cat. III) thermal comfort criteria. This paper selects, (i) the static criterion that is recommended to actively heated and cooled buildings [47] and (ii) Category II that is recommended for new buildings and renovations [96]. As a result, $\mathrm{T}_{\text {comf,upper,z,i }}$ and $\mathrm{T}_{\text {comf,lower,z,i }}$ are set to $26^{\circ} \mathrm{C}$ and $20^{\circ} \mathrm{C}$, respectively, assuming a sedentary activity for the occupants ( 1.2 met ) as well as clothing factors of 0.5 clo for summer and 1 clo for winter. It should be noted that the target zones for the calculation of IDD are living + kitchen, bedroom 01, bedroom 02 , and office.

### 2.4.2. Stage 02: Overheating analysis during heatwaves and cooling system outage

In Stage 02, a set of optimal solutions obtained from Stage 01 is analyzed under short-term heatwave conditions coinciding with the outage of the cooling system. The heatwave weather data used

Table 4
The ranges/options of input factors for optimization.

|  | Factor | Type | Min. value Options | Max. value | Step | Number of values / options |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| F1 | Natural ventilation rate [ac/h] | Discrete | 1 | 5 | 2 | 3 |
| F2 | Building orientation $\left[{ }^{\circ}\right]$ | Discrete | 135 | 315 | 180 | 2 |
| F3 | Wall solar absorptance [-] | Discrete | 0.40 | 0.90 | 0.10 | 6 |
| F4 | Roof solar absorptance [-] | Discrete | 0.40 | 0.80 | 0.10 | 5 |
| F5 | Infiltration rate [ac/h] | Discrete | 0.10 | 1.20 | 0.10 | 12 |
| F6 | Shading strategy ${ }^{(1)}$ | Discrete | No shading, Electrochromic glazing, Roller blind, venetian blind |  |  | 4 |
| F7 | Glazing type | Discrete | Thermochromic, U0.8 ${ }^{(2)}$-SHGC0. $2^{(3)}$, U0.8-SHGC0.5, U0.8-SHGC0.8, U0.9-SHGC0.2, U0.9-SHGC0.5, U0.9SHGC0.8, U1-SHGC0.2, U1-SHGC0.5, U1-SHGC0.8, U1.1-SHGC0.2, U1.1-SHGC0.5, U1.1-SHGC0.8, U1.2SHGC0.2, U1.2-SHGC0.5, U1.2-SHGC0.8 |  |  | 16 |
| F8 | Window frame type | Discrete | Aluminum frame with no thermal break, Aluminum frame with thermal break, Painted wood, UPVC |  |  | 4 |
| F9 | External wall construction | Discrete | $\begin{aligned} & \text { U0.1-ThM1000 }{ }^{(4)} \text {, U0.1-ThM2000, U0. } 1 \text {-ThM3000, } \\ & \text { U0.2-ThM1000, U0.2-ThM2000, U0.2-ThM3000, } \\ & \text { U0.3-ThM1000, U0.3-ThM2000, U0.3-ThM3000 } \end{aligned}$ |  |  | 9 |
| F10 | Ground floor construction | Discrete | U0.1-ThM1000, U0.1-ThM2000, U0.1-ThM3000, U0.2-ThM1000, U0.2-ThM2000, U0.2-ThM3000, U0.3-ThM1000, U0.3-ThM2000, U0.3-ThM3000 |  |  | 9 |
| F11 | Internal wall construction | Discrete | U1-ThM1000, U1-ThM2000, U1-ThM3000, U1.5ThM1000, U1.5-ThM2000, U1.5-ThM3000, U2ThM1000, U2-ThM2000, U2-ThM3000 |  |  | 9 |
| F12 | Internal floor construction | Discrete | U0.8-ThM1000, U0.8-ThM2000, U0.8-ThM3000, U0.9-ThM1000, U0.9-ThM2000, U0.9-ThM3000, U1ThM1000, U1-ThM2000, U1-ThM3000 |  |  | 9 |
| F13 | Roof construction | Discrete | U0.1-ThM1 <br> ThM2000, <br> U0.1-ThM3 <br> ThM1000 + <br> U0.2-ThM3 <br> ThM1000, <br> U0.3-ThM2 <br> ThM3000 + | $\begin{aligned} & \text { hM1000 + GR } \\ & 000 \text { + GR, U0. } \\ & \text { Io.2-ThM1000 } \\ & \text { hM2000, U0.2 } \\ & \text { hM3000 + GR } \\ & 000+\text { GR, U0. } \\ & \text { Jo.3-ThM300 } \end{aligned}$ | $+ \text { GR, }$ | 18 |

${ }^{(1)}$ all shading devices are positioned outside and controlled by inside air temperature set-point of $24{ }^{\circ} \mathrm{C}$ during occupied hours
${ }^{(2)} \mathrm{U}$-Value (thermal conductivity) $\left[\mathrm{W} / \mathrm{m}^{2} \mathrm{~K}\right]$,
(3) Solar Heat Gain Coefficient [-],
${ }^{\text {(4) }}$ Thermal Mass [ K$] / \mathrm{m}^{2} \mathrm{~K}$ ], and
${ }^{\text {(5) }}$ Green Roof $\rightarrow$ Substrate layer $=15 \mathrm{~cm}$, drainage layer $=5 \mathrm{~cm}$, plant height $=0.1 \mathrm{~m}$, leaf reflectivity $=0.22$, and leaf emissivity $=0.95$ [97].
in this stage represents the heatwaves with the highest maximal temperature over three periods, including 2001-2020 (historical), 2041-2060 (mid-future), and 2081-2100 (future) (see Section 2.3).

Initially, a zonal thermal comfort analysis is carried out using three fit-to-purpose indices, including maximum operative temperature (derived from air temperature, mean radiant temperature, and air velocity), maximum Heat Index (HI) [98], and Thermal Autonomy (TA) [99]. HI metric, also known as the apparent temperature, is a metric that quantifies the human body's thermal sensation by coupling relative humidity (RH) and air temperature ( $\mathrm{T}_{\text {air }}$ ). $\mathrm{HI}\left[{ }^{\circ} \mathrm{C}\right]$ metric is proposed by RELi 2.0. [98] guideline developed by U.S. Green Building Council (USGBC) to ensure thermal safety or thermally habitable conditions in buildings during the power outages. The formula to calculate HI has resulted from multiple regression analyses performed by [100] that requires adjustments for different ranges of air temperature and relative humidity. HI is calculated via Rothfusz's equation as below,

$$
H I=-42.379+2.04901523 \times T_{\text {air }}+10.1333127 \times R H-
$$

$0.22475541 \times T_{\text {air }} \times R H-0.00683783 \times T_{\text {air }}^{2}-0.05481717 \times R H^{2}+$ $0.00122874 \times T_{a i r}^{2} \times R H+0.00085282 \times T_{a i r} \times R H^{2}-0.00000199 \times$ $T_{\text {air }}^{2} \times R H^{2}$
whereifRH $<13 \%$ \& $26.66^{\circ} \mathrm{C}<T_{\text {air }}<44.44^{\circ}$
C : adjustment(subtracted) $=[(13-$ RH $) / 4] \times$
$\operatorname{SQRT}\{[17-\operatorname{ABS}(T-95)] / 17\}$
ifRH $>85 \% \& 26.66^{\circ} \mathrm{C}<T_{\text {air }}<30.55^{\circ} \mathrm{C}: \quad$ adjustment(added) $=$ $[(R H-85) / 10] \times\left[\left(87-T_{\text {air }}\right) / 5\right]$

Where $S Q R T$ and $A B S$ are square root function and absolute value, respectively. The US National Oceanic and Atmospheric Administration (NOAA) defines different ranges for HI index based on their effect on the human body (see Table 5). HI has become popular in environmental health research and has been widely used in previous studies [101-104].

Thermal Autonomy (TA) [\%] index is defined as "the percentage of the occupied time over a period where a thermal zone meets or

Table 5
Classification of the Heat Index ranges based on the effect on the human body.

| Classification | Heat <br> Index | Effect on the body |
| :--- | :--- | :--- |
| Caution | $26.6^{\circ} \mathrm{C}-32.2^{\circ} \mathrm{C}$ | Possible fatigue with <br> prolonged exposure and/ <br> or physical activity <br> Heat stroke, heat <br> cramps, or heat <br> exhaustion possible with <br> prolonged exposure and/ <br> or physical activity <br> Heat cramps or heat <br> exhaustion likely, and <br> heat stroke possible with <br> prolonged exposure and $/$ <br> or physical activity <br> Heat stroke highly likely |
| Danger $32.2{ }^{\circ} \mathrm{C}-39.4^{\circ} \mathrm{C}$ | Extreme danger | More than $51.1^{\circ} \mathrm{C}$ |

exceeds a given set of thermal comfort acceptability criteria through passive means only" [99]. TA puts forward the building construction as the main factor in defining the building's thermal performance. It is different from the conventional design approach of ensuring thermal comfort via a prosthetic mechanical system remedially. Therefore, $T A$ fits to the aim of the current study at this stage while evaluating the building's thermal performance assuming the outage of the active cooling system. The formula to calculate TA is,

Where $w f_{i}$ is the weighting factor [-], $T_{i n}$ is indoor operative or air temperature $\left[{ }^{\circ} \mathrm{C}\right]$, and $T_{\text {comfort,upper }}$ is the maximum temperature threshold.

Subsequently, the resistivity of building to overcome the increasing risk of overheating due to climate change is assessed using the Climate Change Overheating Resistivity (CCOR) index developed in [47]. CCOR metric shows the rate of change in indoor overheating risk represented by IOhD metric (See Section 2.4.1) with the change in outdoor weather conditions represented by the Ambient Warmness Degree (AWD) metric. In other words, it couples the indoor and outdoor environments to assess the ability of the building to withstand the warming outdoor weather conditions. AWD metric is used to quantify the severity of outdoor thermal conditions by averaging the Cooling Degree hours (CDh) calculated for a base temperature ( $\mathrm{T}_{\mathrm{b}}$ ) of $18^{\circ} \mathrm{C}$ over the total number of building occupied hours [94]. The formulas to calculate AWD and CCOR are,

Where $\mathrm{T}_{\text {out, }, \mathrm{i},}$ is the outdoor dry-bulb air temperature and $N$ is the total number of building occupied hours, $S c$ is the weather scenario counter, $M$ is the total number of weather scenarios, and $1 O \overline{h D}$ and AWD are the averages of all IOhDs and AWDs calculated for different scenarios. Only the positive values of $\left(\mathrm{T}_{\text {out }, \mathrm{a}, \mathrm{i}}-\mathrm{T}_{\mathrm{b}}\right)^{+}$are taken into account in the summation. CCOR $>1$ means that the building is able to suppress the increasing outdoor thermal stress due to climate change, and CCOR $<1$ means that the building is unable to suppress the increasing outdoor thermal stress due to climate change. CCOR metric is recommended by Thermal Conditions Task Force [48] and Dynamic Simulation Task force [46] in (IEA) EBC Annex 80 - "Resilient cooling of buildings" project.

## 3. Results

### 3.1. Outdoor weather conditions

Fig. 3 shows the daily outdoor dry-bulb air temperature for the Typical Meteorological Year (TMY) generated for Brussels considering the 2001-2020 period based on the Regional Climate Model (MAR) "Modèle Atmosphérique Régional" (BCC-CSM2-MR). Heating Degree Days (HDD10 $\left.{ }^{\circ} \mathrm{C}\right) 929^{\circ} \mathrm{C}$. days and Cooling Degree Days $\left(\mathrm{CDD} 18^{\circ} \mathrm{C}\right) 294^{\circ} \mathrm{C}$. days are calculated, showing that Brussels is generally a heating-dominated region with an annual average air temperature $10.83{ }^{\circ} \mathrm{C}$. January and February are the coldest months, with a mean air temperature $3.18{ }^{\circ} \mathrm{C}$ and $4.75^{\circ} \mathrm{C}$, respectively. At the same time, July and August are the hottest months, with a mean air temperature $17.88^{\circ} \mathrm{C}$ and $17.86^{\circ} \mathrm{C}$, respectively, The minimum air temperature $-11.5^{\circ} \mathrm{C}\left(-7.1^{\circ} \mathrm{C}\right.$ assuming $1 \%$ percentile) is estimated during January, and the maximum air temperature $36.8^{\circ} \mathrm{C}\left(29.8^{\circ} \mathrm{C}\right.$ assuming $99 \%$ percentile $)$ is estimated during July. It is clear from Fig. 3 that the fluctuations between the day and night temperatures during the summer are higher than in the winter. In the cold months (January, February, and December), the average day and night temperature difference is $3{ }^{\circ} \mathrm{C}$; in the hot months (June, July, August, and September), it becomes $8^{\circ} \mathrm{C}$. Also, April has the highest standard deviation $8.07{ }^{\circ} \mathrm{C}$, making it the month with the highest temperature gradient.

As explained in Section 2.3, the highest maximal temperature heatwaves are selected during three periods, including 20012020 (historical scenario), 2041-2060 (mid-future scenario), and 2081-2100 (future scenario). It should be noted that the midfuture and future scenarios are based on the SSP2-4.5 emission scenario. According to the heatwave characterization in [68], the highest maximal temperature heatwave occurred in 2019 during the 2001-2020 period and will occur in 2047 and 2098 during the 2041-2060 and 2081-2100 periods, respectively.

Fig. 4 shows the heat maps representing the distribution of outdoor air temperature for the years with the highest maximal temperature heatwave (i.e., 2019, 2047, and 2098). It also provides weather summaries, including Heating Degree Days (HDD10 ${ }^{\circ} \mathrm{C}$ ), Cooling Degree Days (CDD18 ${ }^{\circ} \mathrm{C}$ ), average, hottest, and coldest yearly air temperature, and annual cumulative horizontal solar radiation. According to the results, the average annual air temperature will increase $1.4{ }^{\circ} \mathrm{C}$ in 2047 and $4^{\circ} \mathrm{C}$ in 2098 compared to 2019. HDD $10^{\circ} \mathrm{C}$ decreases $18.29 \%$ in 2047 and $55.52 \%$ in 2098. whereas CDD1 $8^{\circ} \mathrm{C}$ increases $39 \%$ in 2047 and $148.94 \%$ in 2098


Fig. 3. The graph shows the daily outdoor dry-bulb temperature for different months in Brussels for the TMY of the period 2001-2020.




Fig. 4. The heat maps and weather summary for 2019, 2047 (under SP2-4.5 emission scenario), and 2083 (under SP2-4.5 emission scenario). The heatwaves are distinguished with green dashed lines. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
compared to 2019. With the decrease of $H D D 10^{\circ} \mathrm{C}$ and the increase of CDD $18^{\circ} \mathrm{C}$, the average heating and cooling loads in buildings are expected to decrease and increase, respectively [105-107]. The highest hottest air temperature $36.5{ }^{\circ} \mathrm{C}$ is estimated in 2098, and the lowest coldest temperature $-7.2^{\circ} \mathrm{C}$ is estimated in 2047. Based on the climate data in this paper, the annual cumulative horizontal solar radiation inconsistently varies between $607.84 \mathrm{kWh} / \mathrm{m}^{2}$ and $698.19 \mathrm{kWh} / \mathrm{m}^{2}$ among the weather scenarios.

Fig. 5 depicts hourly outdoor dry-bulb air temperature during the highest maximal temperature heatwaves, and Table 6 summarizes their main characteristics. The heatwave detection is based on a statistical method [84] by calculating the three percentiles of the daily mean air temperature over the 2001-2020 period, including $S_{i n t}=23.8^{\circ} \mathrm{C}$ (95th percentile) $S_{d e b}=26.9^{\circ} \mathrm{C}$ (97.5th percentile) and $S_{\text {pic }}=33.2{ }^{\circ} \mathrm{C}$ (99.5th percentile). The
highest maximal temperature heatwaves generally start in late June and end by the end of the month or early July, depending on the duration of the event. According to the heatwave data used in this paper, the duration and average air temperature of heatwaves will increase with the continuation of global warming. The highest maximal temperature heatwave detected in 2019 lasted for 120 h (five days), while it increases to 168 h (seven days) by 2047 and 240 h (10 days) by 2098. Similarly, the average air temperature during the detected heatwaves in 2047 and 2098 will increase $3.28 \%$ and $12.15 \%$, respectively, compared to the one in 2019. The intensity of heatwave as the cumulative difference between the air temperature and $S_{d e b}$, divided by the difference between $S_{d e b}$ and $S_{p i c}$, increases $115 \%$ by 2047 and $498 \%$ by 2098 due to the increase in temperature and duration of future heatwaves.


Fig. 5. Hourly outdoor air temperature during the highest maximal temperature heatwaves detected in 2019 for 2001-2020, 2047 for 2041-2060, and 2098 for 2081-2100.

Table 6
Summary of main parameters characterizing the three highest maximal temperature heatwaves: Scenario 01 HW (2019), Scenario 02 HW (2047), and Scenario 03 HW (2098).

|  | Scenario 01_HW (2019) | Scenario 02_HW (2047) | Scenario 03_HW (2098) |
| :--- | :--- | :--- | :--- |
| Date | 25 Jun-29 Jun | 25 Jun-01 Jul | 26 Jun-05 Jul |
| Duration [days] | 5 | 7 | 10 |
| Intensity [-] | 1.38 | 2.98 | 8.29 |
| Max. Air Temperature $\left[{ }^{\circ} \mathrm{C}\right]$ | 41.02 | 43.64 | 43.37 |
| Avg. Air Temperature $\left[{ }^{\circ} \mathrm{C}\right]$ | 28.64 | 29.58 | 32.12 |

### 3.2. Optimal solutions

Fig. 6 shows the optimization solution space to minimize final HVAC energy use ( $\mathrm{E}_{\mathrm{f}, \mathrm{Hvac}}$ ) and Indoor Discomfort Degree (IDD). The optimization problem can be mathematically expressed as,
$\min \left\{E_{f, H V A C}(x), I D D(x)\right\}$ for $x \in X$ subjecttoWD $(x)=T M Y_{2001-2020}(8)$
In multi-objective optimization, a set of solutions that are nondominated by each other but are superior to the rest of solutions in the search space are denoted as the Pareto front or set of the optimal solutions in the space of objective functions. This means that


Fig. 6. Scatter plot of final HVAC energy use ( $\mathrm{E}_{(, \overrightarrow{H v a c}}$ ) vs. Indoor Discomfort Degrec (IDD) for all optimization cases, with green Parcto front and threc optimal solutions distinguished. (For intelpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
no single solution can be found that is superior to all other solutions in terms of all objectives, making it impossible to simultaneously improve all objectives by altering the vector of design variables in a Pareto front made up of numerous non-dominated solutions. As a result, each solution of the Pareto front includes at least one objective inferior to another solution in that Pareto front, although both are superior to others in the rest of search space. In this paper, the selection of optimal solutions from the resulting Pareto front depends on the trade-off between both objective functions. As illustrated in Fig. 6, the Pareto front can be normalized considering the minimum and maximum values of the objective functions via coefficients $\mathrm{R}_{\mathrm{E}_{\text {Efves }}}$ and $\mathrm{R}_{\text {IDD }}$. The optimal solution OSO1 is the most thermally comfortable solution (i.e., $\mathrm{R}_{\text {IDD }}=0$ ) with the highest final HVAC energy use (i.e., $\mathrm{R}_{\mathrm{E}_{\mathrm{t}, \mathrm{Haxc}}}=1$ ). Differently, the optimal solution OSO2 is the most energyefficient solution (i.e., $\mathrm{R}_{\mathrm{E}_{\text {.nvuc }}}=0$ ) with the highest discomfort (i.e., $\mathrm{K}_{\| 01}=1$ ). In addition, the optimal solution OSO3 (or compromise solution) is selected as a trade-off, using $R_{\mathrm{E}_{\mathrm{f}}(\mathrm{IVac}}$ and $\mathrm{R}_{\text {IID }}$ weighting factors (Eq. (9) and Eq. (10)). The compromise solution OS03 is characterized by the minimum value of $\overline{\mathrm{R}}$ using the following equations,

$$
\begin{align*}
& \bar{R}=\sqrt{R^{2} \varepsilon_{f, \text { HWM }}-R^{2}{ }_{I D D}} \tag{10}
\end{align*}
$$

Table 7 summarizes the combinations of input factors and the outputs for the three selected optimal solutions (OSO1, OSO2, and OS03). F1-F13 are the input factors considered during the optimization process (see Table 4) that characterize each optimal solution, In addition to the optimization objectives/outputs, Table 7 lists additional outputs such as cooling energy use, heating energy use, Indoor Overheating Degree (IOhD), and Indoor Overcooling

Degree (IOcD). In order to get the parameter values in Table 7. the optimization output (with a distinction of Pareto front and other solutions) is exported in.csv format from DesignBuilder, which includes all characteristics (i.e., input factors and outputs) of each solution. The exported.csv file is then imported into the Orange data analysis and visualization tool, Using the interactive feature in Orange, initially, the input factors' and outputs' values for the Min. IDD (OS01) and Min $E_{j ; H V A C}$ (OSO2) cases are extracted and recorded. Subsequently, the R is calculated for the rest of the solutions in the Pareto front to find the case with minimum R value (i.e., compromise solution) and extract corresponding input factors' and outputs' values.

It should be noted that $E_{f, H V A C}$ and IDD for the base case are $24.19 \mathrm{kWh} / \mathrm{m}^{2}$ and $0.80^{\circ} \mathrm{C}$, respectively. OSO1 has the lowest $I D D$ value of $0.425^{\circ} \mathrm{C}$ and the highest $E_{f, H V A C}$ value of $22.37 \mathrm{kWh} / \mathrm{m}^{2}$ among all optimal solutions. On the other hand, OSO2 has the highest IDD value of $0.741^{\circ} \mathrm{C}$ and the lowest $E_{f . H V A C}$ value of $16.36 \mathrm{kWh} /$ $\mathrm{m}^{2}$ among all optimal solutions. OS03 has IDD value of $0.487{ }^{\circ} \mathrm{C}$ and $E_{f, H v a c}$ value of $19.53 \mathrm{kWh} / \mathrm{m}^{2}$, falling between the minimum and maximum ranges of IDD and $E_{\text {fIIVAC }}$ owned by OS01 and OSO2. OSO1 has 2118.31 kWh higher cooling energy use, 674.4 kWh lower heating energy use, $91 \%$ higher overheating discomfort, and $44 \%$ lower overcooling discomfort compared to OSO2. It is since: (i) the south-oriented zones that are more exposed to the sun in S 01 (i.e., living + kitchen and bedroom 02 zones) have larger glazing areas than 502 (i.e., bedroom 01 and office zones), (ii) south-oriented zones (with larger glazing areas) in S01 has relatively higher occupancy hours compared to SO (note that the HVAC operates and IDD is calculated during occupied hours; e.g., the living + kitchen zone with higher occupancy hours has more influence on the final HVAC energy use and IDD than the office), (iii) the solar heat gains through the envelope and glazing areas is higher in S01 than S02 due to higher wall solar absorptance, roof solar absorptance, and Solar Heat Gain Coefficients (SHGC) of windows.

Table 7
The characteristics of the selected optimal solutions: minimum Indoor Discomfort Degree (IDD) case (OSO1), minimum final HVAC energy use ( $\mathrm{E}_{\mathrm{f}, \mathrm{HVAC}}$ ) case (OSO2), and compromise solution case (OSO3).


There are some factors that are common between the selected optimal solutions. The first common factor is the natural ventilation rate of $5 \mathrm{ac} / \mathrm{h}$, which is the maximum specified value. This is in line with the findings of previous research [94,108-110] on the positive impact of high natural ventilation rates on improved cooling energy efficiency and summer comfort. It is since high rates of natural ventilation in mixed-mode buildings can adequately provide fresh outdoor airflow to maintain comfort during intermediate and summer seasons and delay the operation of active cooling systems. However, its potential is expected to diminish with the continuation of global warming [94,108,110,111]. The second common factor is the infiltration rate of $0.1 \mathrm{ac} / \mathrm{h}$, which is the minimum specified value. Previous research [112-114] also confirmed that the infiltration rate negatively correlates with HVAC energy consumption and thermal comfort in buildings. It is because the infiltration rate is an uncontrolled phenomenon and consistently blows cold air in the winter and hot air in the summer into the building, adding to the heating and cooling loads. The third common factor is the lowest specified U-value for building envelope components. This shows that high insulation levels in an actively heated and cooled building in a temperate climate contribute to both energy-saving and thermal comfort. It is because high insulation levels can prevent the unwanted heat flux from the indoor environment in the winter and to the indoor environment in the summer. The same result is achieved in [115] for an envelope-dominated building with low
levels of internal gains in a temperate climate. The fourth common factor is the highest specified thermal mass value of $3000 \mathrm{KJ} / \mathrm{m}^{2} \mathrm{~K}$ for envelope components. High thermal mass sets a high heat storage capacity for the building. It can help dampen the hot and cold peak temperatures, and if coupled with active systems, it helps in lowering the overall HVAC energy consumption [116]. The fifth common factor is the integration of green roofs. Like insulation, green roofs enhance the roofs' insulation, minimizing heat transfer [117]. Therefore, they can help reduce heating and cooling loads and improve thermal comfort in air-conditioned buildings [118]. The sixth common factor is the application of roller blinds as a shading strategy. Even though operable shading devices have limited benefits in lowering heating loads and overcooling discomfort, they are helpful in reducing cooling loads and overheating discomfort. According to the optimization objectives in this study, roller blinds are the best choice for achieving optimal thermal comfort and final HVAC energy use.

### 3.3. Thermal comfort assessment during heatwaves for optimized solutions

### 3.3.1. Zonal analysis

Fig. 7, Fig. 8, and Fig. 9 show the zonal indoor operative temperature for OS01, OS02, and OS03 during Scenario 01 HW (2019), Scenario 02 HW (2047), and Scenario 03 HW (2098) concurrent with the outage of the cooling system. Full-year simulations are per-


Fig. 7. The plots show the indoor operative temperature for different zones during the three heatwave scenarios for OS01 (including three days shoulder periods).


Fig. 8. The plots show the indoor operative temperature for different zones during the three heatwave scenarios for 0502 (including three days shoulder periods).
formed; only heatwaves and three-days shoulder periods are reported in the graphs. The shoulder periods are intended to indicate the building's thermal state before and after the heatwave occurrence.

The results show that OSO2 is the only case that can fully maintain the indoor operative temperature within the comfort limits before the heatwaves start by only relying on passive measures. It means that OSO1 and OSO2 require active cooling to prevent
overheating even during normal conditions. During the heatwaves, all three optimal solutions deviate from the maximum comfort limit of $26^{\circ} \mathrm{C}$ (according to the Cat II static comfort model in ISO 17772-1) by different extents. For OSO1, the maximum operative temperature reaches $32.86{ }^{\circ} \mathrm{C}$ in the most critical zone (i.e., bedroom 02) in the 2019 heatwave and increases up to $34.53{ }^{\circ} \mathrm{C}$ in the 2098 heatwave. For OSO2, the maximum operative temperature reaches $28.09^{\circ} \mathrm{C}$ in the most critical zone (i.e., office) in the






Fig. 9. The plots show the indoor operative temperature for different zones during the three heatwave scenarios for OS03 (including three days shoulder periods).

2019 heatwave and increases up to $29.35^{\circ} \mathrm{C}$ in the 2098 heatwave. For OSO3, the maximum operative temperature reaches $31.27^{\circ} \mathrm{C}$ in the most critical zone (i.e., bedroom 02) in the 2019 heatwave and increases up to $33.64{ }^{\circ} \mathrm{C}$ in the 2098 heatwave. Furthermore, the indoor operative temperatures for the bedrooms significantly exceed, in all cases, the healthy sleeping temperature limit of 24 ${ }^{\circ} \mathrm{C}$ recommended by the World Health Organization (WHO). The results also show that non of the cases are able to recover right away after the termination of the heatwave period. The situation is worse for OS01 and OS03, in which the indoor operative temperatures remain at similar ranges as during the heatwaves.

Table 8 summarizes the zonal maximum operative temperature, maximum Heat Index (HI), and Thermal Autonomy (TA) for OS01, OS02, and OS03 during Scenario 01 HW (2019), Scenario 02 HW (2047), and Scenario 03 HW (2098) concurrent with the outage of the cooling system. According to RELi 2.0, HI should not go beyond $32.2^{\circ} \mathrm{C}$, corresponding to the "Extreme Caution" threshold (see Table 5) for residential units during the hot season. The results show that OS01 and OSO2 fail to keep the abovementioned limit for Bedroom 02 in all three heatwave scenarios. The maximum $H I$ values between $33.61^{\circ} \mathrm{C}$ and $34.43{ }^{\circ} \mathrm{C}$ result for bedroom 02 in OSO1 and between $32.29{ }^{\circ} \mathrm{C}$ and $32.80^{\circ} \mathrm{C}$ in OSO2. Therefore, there is a risk of heat stroke, cramp, or exhaustion for the occupants in Bedroom 02 with prolonged exposure and/or physical activity. On the other hand, OSO2 can successfully maintain the maximum threshold of $32.2{ }^{\circ} \mathrm{C}$ in all scenarios.

Thermal Autonomy (TA) index correlates thermal comfort, building fabric, building operation, and climate [99]. It shows to what extent the building is able to maintain the comfort criteria autonomously (i.e., without the need for active heating and cooling) during occupied hours. In general, climate change causes a decrease in TA during heatwaves between $17 \%$ and $28 \%$ in selected optimal solutions. OSO1 has TA values of $37.30 \%$ in Scenario 01_HW (2019), 32.68\% in Scenario 02_HW (2047), and 28.056\% in Scenario 03_HW (2098) averaged over all zones. OS02 has TA values of 83.70\% in Scenario 01_HW (2019), 73.23\% in Scenario 02_HW (2047), and 69.14\% in Scenario 03_HW (2098) averaged over all
zones. OSO3 has TA values of 57.1\% in Scenario 01_HW (2019), 43.17\% in Scenario 02_HW (2047), and 40.68\% in Scenario 03_HW (2098) averaged over all zones. Consequently, OSO2 and OSO1 are identified as the most autonomous and the least autonomous cases during the heatwaves, respectively.

### 3.3.2. Resistivity to overheating impact of climate change

The analyses of the Indoor Overheating Degree (IOhD), Ambient Warmness Degree (AWD) and Climate Change Overheating Resistivity (CCOR) are presented in this section. IOhD represents the frequency and intensity of overheating by implementing zonal comfort criteria. AWD shows the outdoor thermal severity by accumulating the cooling degree hours averaged over total building occupied hours. CCOR couples IOhD and AWD (i.e., couples indoor and outdoor environments) to quantify the extent of variation in IOhD corresponding to a variation in AWD. In other words, CCOR is the inverse of the slope of the linear regression line between IOhD and AWD. As shown in Fig. 10, there is a direct correlation between $10 h D$ and AWD ; that is, when $A W D$ increases, $10 h D$ increases as well. The severity of heatwaves is represented by AWD in Fig. 10 as follows: AWD for the 2019 heatwave $=4.871$ ${ }^{\circ} \mathrm{C}$, AWD for the 2047 heatwave $=6.3^{\circ} \mathrm{C}$, and AWD for the 2098 heatwave $=8.855^{\circ} \mathrm{C}$.

This study calculated the highest IOhD value of $1.84^{\circ} \mathrm{C}$ for sOS01 in the 2098 heatwave. It means that the building configuration (i.e., the combination of passive design strategies) in OSO1 leads to the highest risk of overheating in the future. The results also show that the difference in IOhD between the three optimal cases increases with worsening heatwave events in the future. In the 2019 heatwave, the $I O h D$ difference between OS01 and OS02 is $0.87{ }^{\circ} \mathrm{C}$, and it increases up to $1.57{ }^{\circ} \mathrm{C}$ in the 2098 heatwave. This shows that OSO1 will be affected more by intensifying heatwave events due to climate change. This is also confirmed by CCOR values for the selected optimal solutions that vary between 4,63 and 21.16. OS01 has the lowest $C C O R$ of 4.63 , representing the case that will be affected the most by climate change (i.e., least resistant case). On the other hand, OSO2 has the highest CCOR of 21.16 and therefore

Table 8
Summary of the maximum operative temperature, maximum Heat Index ( H ), and Thermal Autonomy ( TA ) in different zones during the three heatwaves scenarios in OS01, OS02, and 0503 .

| OS01 <br> Scenario 01_HW (2019) <br> Zone | Office | Living + kitchen | Bedroom 01 | Bedroom 02 |
| :---: | :---: | :---: | :---: | :---: |
| Max. Op. temperature $\left.{ }^{\circ} \mathrm{C}\right\rfloor$ | 28.19 | 30.26 | 28.18 | 32.86 |
| Max. Heat Index (HI) [ $\left.{ }^{\circ} \mathrm{C}\right]$ | 29.29 | 31.35 | 29.19 | 33.61 |
| Thermal autonomy (TA) [\%] | 36.36 | 23.10 | 65.15 | 24.62 |
| Scenario 02_HW (2047) |  |  |  |  |
| Max. Op, temperature [ ${ }^{\circ} \mathrm{C}$ ] | 29.61 | 31.75 | 29.25 | 34.53 |
| Max. Heat Index (HI) [*C] | 29.60 | 31.31 | 29.05 | 33.60 |
| Thermal autonomy (TA) [\%] | 31.73 | 26.28 | 48.07 | 24.67 |
| Scenario 03_HW (2098) |  |  |  |  |
| Max. Op. temperature [ ${ }^{\circ} \mathrm{C}$ ] | 30.06 | 33.31 | 29.83 | 35.61 |
| Max. Heat Index (HI) [ ${ }^{\circ} \mathrm{C}$ ] | 29.59 | 32.21 | 29.20 | 34.43 |
| Thermal autonomy (TA) [\%] | 31.71 | 23.43 | 38.80 | 20.31 |
| OSO2 |  |  |  |  |
| Scenario 01_HW (2019) |  |  |  |  |
| Max. Op. Lemperature [ ${ }^{\circ} \mathrm{C}$ ] | 28.09 | 27.03 | 27.19 | 26.68 |
| Max. Heat Index ( Hl ) [ ${ }^{\circ} \mathrm{C}$ ] | 29.54 | 27.94 | 28.33 | 27.77 |
| Thermal autonomy (TA) [\%] | 73.10 | 84.47 | 85.60 | 91.66 |
| Scenario 02_HW (2047) |  |  |  |  |
| Max. Op. temperature [ ${ }^{\circ} \mathrm{C}$ ] | 28.94 | 27.38 | 27.72 | 27.35 |
| Max. Heat Index (HI) [ ${ }^{\circ} \mathrm{C}$ ] | 29.37 | 28.05 | 27.97 | 27.71 |
| Thermal autonomy (TA) [\%] | 60.89 | 73.07 | 78.84 | 80.12 |
| Scenario 03_HW (2098) |  |  |  |  |
| Max. Op. temperature [ $\left.{ }^{\circ} \mathrm{C}\right]$ | 29.35 | 28.80 | 28.27 | 27.95 |
| Max. Heat Index (HI) [ ${ }^{\text {C }}$ C $]$ | 29.19 | 29.24 | 28.36 | 28.63 |
| Thermal autonomy (TA) [\%] | 62.76 | 63.80 | 75 | 75 |
| OS03 |  |  |  |  |
| Scenario 01_HW (2019) |  |  |  |  |
| Max. Op. temperature [ ${ }^{\circ} \mathrm{C}$ ] | 27.36 | 29.63 | 28.48 | 31.27 |
| Max. Heat Index (HI) [ $\left.{ }^{2} \mathrm{C}\right]$ | 28.63 | 30.99 | 28.67 | 32.34 |
| Thermal autonomy (TA) [\%] | 71.59 | 31.81 | 84.47 | 40.53 |
| Scenario 02_HW (2047) |  |  |  |  |
| Max. Op. temperature [ ${ }^{\circ} \mathrm{C}$ ] | 28.49 | 30.85 | 28.30 | 32.68 |
| Max. Heat Index (HI) ${ }^{\circ} \mathrm{C} \mid$ | 28.84 | 30.80 | 28.39 | 32.29 |
| Thermal autonomy (TA) [\%] | 46.79 | 28.48 | 68.91 | 28.52 |
| Scenario 03_HW (2098) |  |  |  |  |
| Max. Op. temperature $\left.{ }^{\circ} \mathrm{C}\right]^{\circ}$ | 28.91 | 32.23 | 28.83 | 33.64 |
| Max. Heat Index (HI) [ $\left.{ }^{\circ} \mathrm{C}\right]$ | 28.70 | 31.36 | 28.90 | 32.80 |
| Thermal autonomy (TA) [\%] | 46.61 | 26.04 | 65.36 | 24.74 |



Fig. 10. Indoor Overheating Degree (IOhD) vs. Ambient Warmoess Degree (AWD). The inverse of the slope of the regression line shows the Climate Change Overheating Resistivity (CCOR) for each optimal solution.
is the most resistant case. Finally, the relative potential to adapt to climate change $P$ [94] is calculated. $P$ is the difference in IOhDs between optimal solutions in the 2098 heatwave
 $I O h D_{j, S \text { Senario3_Hw }(2098)]}$ where $i, j=$ OS01, OS02, or OS03. By calculating $P$, OS02 shows $83 \%$ and $75 \%$ more potential to adapt to climate change compared to OSO1 and OS03, respectively.

## 4. Discussion

### 4.1. Findings and recommendations

According to the Intergovernmental Panel on Climate Change (IPCC), the average global air temperature increased in the past 100 years and will continue to increase due to natural and anthropogenic reasons. The weather data in this paper (derived from MAR BCC-CSM2-MR based on IPCC SSP2-4.5 emission scenario) show an increase in annual mean air temperature $1.4^{\circ} \mathrm{C}$ by 2047 and $3.6^{\circ} \mathrm{C}$ by 2098 compared to 2019 in Brussels. As illustrated in Fig. 4, the cooling seasons are predicted to extend to shoulder seasons. At the same time, the heating seasons will become warmer and outdoor air temperatures in the range of $15^{\circ} \mathrm{C}$ to $18^{\circ} \mathrm{C}$ will be experienced more. The $H D D 10^{\circ} \mathrm{C}$ will decrease $55 \%$ and $C D D 18^{\circ} \mathrm{C}$ will increase $148 \%$, shifting Brussels from a heating-dominated region to a cooling-dominated one by the end of the century. In addition, as shown in Fig. 5, the intensity and duration of heatwaves will increase. More severe heatwaves are expected to (i) make it more troublesome for buildings to maintain a thermally safe indoor environment by only relying on passive cooling strategies [119] and (ii) lead to scarcity or failure of the power supply more frequently due to the heavy use of air conditioning [120].

Building design optimization aims to reach energy and costeffective design with optimum performance in specific circumstances. The combinations of design factors that lead to optimal solutions depend on some parameters, such as climate and building operational properties. In general, to optimize the final HVAC energy use and thermal comfort in any building using passive design strategies, there is a need for making a trade-off between reducing heating energy use/overcooling and cooling energy use/ overheating. As shown in Section 3.2, for this specific case study (i.e., nearly Zero-Energy terraced dwelling) and climatic region (i.e., temperate), high ventilation rate, low infiltration rate, high insulation, high thermal mass, integration of green roof, and application of operable roller blinds are found to contribute to both energy efficiency up to $32 \%$ and thermal comfort up to $46 \%$. Whilst some factors such as orientation, roof/wall solar absorptance, and Solar Heat Gain Coefficient (SHGC) of windows differ between the best solutions in terms of energy efficiency and thermal comfort. As shown in Table 7, the building orientation towards less exposure to the sun in mostly occupied zones coupled with lower values of wall/roof solar absorptance and windows' SHGC can reduce the cooling energy use, whereas increasing the heating energy use and overcooling discomfort. Differently, the building orientation towards more exposure to the sun in mostly occupied zones coupled with higher values of wall/roof solar absorptance and windows' SHGC can reduce the symmetric thermal discomfort arising mainly from overcooling. Therefore, it works the opposite during the summer and forfeits cooling energy use and summer comfort. This shows that in heating-dominated regions, it is not always the solution to increase solar heat gains to optimize final HVAC energy use and thermal comfort. It is since such a measure may significantly increase the cooling energy use, which can overlap, in some cases, the heating energy use. This is more important considering the impact of climate change and warming weather conditions, which will change the building design concept in tem-
perate regions from heat preserving to heat dissipating to enhance energy efficiency and thermal comfort.

Occupants' exposure to extreme heat in buildings can reach dangerous levels if the mechanical cooling system becomes inoperable. In Fig. 7, Fig. 8, and Fig. 9, it is shown that none of the optimal solutions can fully suppress overheating during concurrent heatwaves and the cooling system outage. The indoor operative temperatures go beyond $29^{\circ} \mathrm{C}$, which can cause serious health issues to the occupants, especially elderly and vulnerable groups. The situation will be aggravated by climate change. By comparing the current and future heatwaves (see Table 8), there is an increase in maximum Heat Index (HI) between $0.28{ }^{\circ} \mathrm{C}$ and $0.49{ }^{\circ} \mathrm{C}$, an increase in the maximum operative temperature between $1.34^{\circ} \mathrm{C}$ and $2.33{ }^{\circ} \mathrm{C}$, and a decrease in $T A$ between $17 \%$ and $28 \%$ by 2098 over the three selected optimal solutions. Therefore, provisions are required to increase the preparedness of the buildings against more severe and abnormal conditions to avoid any potential health and comfort issues in the future.

To summarize the main recommendations, the list below is provided:

- It is recommended to analyze the actively heated and cooled buildings not only in normal but also in abnormal conditions such as concurrent heatwave and the outage of the HVAC system. It reveals whether the building can withstand such unprecedented events and keep the indoor environment safe for the occupants.
- Back-up cooling and energy storage systems (e.g., batteries, fuel cells, etc.) should be considered in buildings that fail to maintain a thermally safe environment by only relying on passive measures.
- Due to the continuation of global warming, it is recommended to detach from heat-preserving design concept in temperate regions. The future weather predictions show that such regions will shift from heating-dominated to cooling-dominated ones in the coming decades.
- It is recommended to analyze new buildings and renovations under climate change scenarios to ensure their future performance. It is now imperative that new buildings are designed to be adaptable to a changing climate.
- The use of optimization techniques is recommended during the early design stages of new buildings and the renovation of existing ones. Optimized buildings improve energy, cost, operational efficiency, occupant comfort, and equipment lifecycle [121123].


### 4.2. Strengths and limitations

There are numerous methods to conduct scientific research, each with its strengths and limitations. The first strength of the current study is related to the validity of the weather data used for the simulations. As mentioned in Section 2.3, the weather data in this paper are based on the Regional Climate Model (MAR) "Modèle Atmosphérique Régional" [68] that has high temporal and spatial resolution ( $\sim 5 \mathrm{~km}$ ), detailed parametrization (including mesoscale phenomena), and is tuned for the studied region. In addition, the heatwaves are derived using a statistical method [84], which is adaptable to the studied climate, periods, and geographic region. The second strength of the study relies on the selection of a reference building model as the case study. Therefore, the results are representative and helpful in developing and revising the national or regional building codes. The reference model was developed and validated by some authors of the current paper in a previous study [63]. Third, the paper entails an advanced multi-objective optimization to identify the best combinations of the passive design strategies to enhance energy efficiency and
thermal comfort. Fourth, this paper uses multiple indices to evaluate the overheating risk during heatwaves, including maximum indoor operative temperature, Heat Index (HI), Thermal Autonomy (TA), and Indoor Overheating Degree (IOhD). Such a multiindicator approach allows to evaluate the building's thermal performance through a more composite, complex, and informative way. Fifth, this paper considers not only current climatic conditions but also future weather projections to analyze the variations in indoor overheating risk due to global warming.

It is plausible that several limitations may have influenced the results obtained. First, the study only assesses three periods (i.e., TMYs for 2010-2020, 2041-2060, and 2081-2100) based on the most likely SSP2-4.5 emission scenario. Therefore, it ignores the intermediate periods (i.e., 2021-2040 and 2061-2080) and other emission scenarios (i.e., SSP1-1.9 "very low GHG emissions" and SSP1-2.6 "low GHG emissions", SSP3-7.0 "high GHG emissions", and SSP5-8.5 "very high GHG emissions"). Second, this paper lacks Uncertainty Analysis (UA) and Sensitivity Analysis (SA) to take into account the uncertainties in modelling inputs and to find the most influential factors affecting the final HVAC energy use and thermal comfort. Third, only the indoor operative temperature and relative humidity (latter only in calculating Heat Index "HI") are considered while evaluating thermal comfort. However, it is also crucial to consider other comfort factors such as occupant's metabolic rate, clothing insulation, and air velocity. Therefore, more accurate studies are suggested to overcome the limitations of the current paper.

### 4.3. Implication on practice and future research

The present findings suggest several courses of action to revise current building codes to incorporate compliance criteria during heatwave events. In addition, the new legislation must provide provisions to enhance the preparedness and resistivity of building against global warming. This study also enlightens building professionals, designers, and constructors about the design for climate change. The heat-preserving design concept for buildings in heating-dominated regions should change since it can significantly increase cooling energy use and overheating problems in the future. This study also sheds light on the importance of developing guidelines that include criteria for acute hazard preparation and mitigation strategies as well as chronic risk prevention during abnormal conditions such as power or cooling system outage. Finally, the study establishes a foundation for (IEA) EBC Annex 80 - "Resilient cooling of buildings" project to test and compare different cooling strategies during short-term heatwave events in different climatic zones worldwide. The findings and results will be disseminated publicly to raise awareness about adapting the buildings to such disruptive events.

The findings suggest the following directions for future research. First, future studies should perform similar analyses in other building typologies and climatic regions. In particular, for the Belgian context, the post-World War II buildings are recommended to be studied as the main challenge in renovation schemes [124,125]. Second, further work needs to be carried out by comparing the future weather data obtained from different sources, such as WeatherShift, CORDEX, CCWorldWeatherGen, and Meteonorm. Third, more research is required to improve thermal comfort and overheating indices to incorporate six major comfort parameters (i.e., metabolic rate, clothing factor, relative humidity, air velocity, radiant temperature, and air temperature). Fourth, future research is recommended to perform complementary optimization analyses with different objectives related to cost and environmental impacts. Fifth, the effect of other predicted future global warming scenarios (e.g., SSP1-1.9, SSP1-2.6, SSP3-7.0, and SSP5-8.5) and heatwaves (e.g., the longest and most intense) is of value to be studied in future research. Sixth, further work is recommended
to examine the impact of the change of other climate parameters (e.g., wind and humidity) due to climate change on optimal passive design strategies.

## 5. Conclusion

This paper performs overheating analysis for an optimized nearly Zero-Energy terraced dwelling in Belgium under extreme conditions in two stages. In the first stage, a multi-objective optimization is performed to minimize the final HVAC energy use and thermal discomfort (sum of Indoor Overheating Degree "IOhD" and Indoor Overcooling Degree "IOcD"), considering 13 passive design strategies. In the second stage, three optimal solutions are selected from the resulting Pareto front to analyze the overheating risk during concurrent heatwaves and the cooling system outage. The weather data used in this paper are derived from the Regional Climate Model (MAR) "Modèle Atmosphérique Régional". This paper concludes that, i) even under an optimistic emission scenario of SSP2-4.5, the cooling degree days will overlap the heating degree days by the end of the century in a heating-dominated region like Brussels, ii) high ventilation rate, low infiltration rate, high insulation, high thermal mass, integration of green roof, and application of operable roller blinds can be effective in enhancing thermal comfort and energy performance in similar buildings and climates, and iii) overheating in buildings (even in optimized ones) during abnormal conditions such as heatwaves coincided with the cooling system outage can reach critical and unhealthy levels for the occupants. Overall, overheating in buildings is felt and recognized as a major issue arising from climate change in many regions around the world. There is a need today for additional adaptation and provisions to enhance the preparedness of buildings. Multiple effective strategies have been developed so far that can limit the health, productivity, and well-being impacts of overheating. Governments and policymakers can play a critical role in limiting overheating by encouraging proactive adaptation. This can be achieved by establishing a clear path for well-adapted building stock with quantitative targets backed up with appropriate inspection, enforcement, and access to finance [126].
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