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#### Abstract

We relate the gapped $k$-deck problem introduced by Golm et al. (ISIT 2022) to notions arising in the literature of combinatorics on words. We consider the complexity functions of infinite sequences that count the number of factors up to the equivalence relation of strings having equal gapped $k$-decks. We show that the Thue-Morse sequence, the fixed point of the substitution $0 \mapsto 01,1 \mapsto 10$, has unbounded 1-gap $k$-binomial complexity for $k \geq 2$. We also show that for a Sturmian sequence and $g \geq 1$, all of its long enough factors are always pairwise $g$-gap $k$-binomially inequivalent for any $k \geq 2$.


## I. Introduction

Many situations in coding theory, bio-informatics, formal verification, and number theory are modeled by an infinite sequence $\mathbf{s}: \mathbb{N} \rightarrow A$ taking values in a finite alphabet $A$. It is also often relevant to gather information about subsequences or patterns occurring in $\mathbf{s}$. In combinatorics on words, several counting functions (factor, abelian, pattern complexities) have been successfully introduced to provide insight and information on the combinatorial structure or to capture a measure of complexity of the sequence of interest [1]-[6].

In this paper, we consider a complexity function based on gapped binomial coefficients of strings introduced in Golm et al. [7], which are defined as follows. Let $g \in \mathbb{N}$ and $x=$ $x_{1} \cdots x_{\ell}$ and $u$ be two strings over $A$. The $g$-gapped binomial coefficient of $x$ and $u$ is defined by

$$
\begin{aligned}
& {\left[\begin{array}{l}
x \\
u
\end{array}\right]_{g}:=\#\left\{i_{1}<\cdots<i_{|u|} \mid x_{i_{1}} \cdots x_{i_{|u|}}=u\right. \text { and }} \\
&\left.i_{j+1}-i_{j}>g, 1 \leq j<|u|\right\},
\end{aligned}
$$

where $|u|$ denotes the length of $u$. So we count the number of substring occurrences of $u$ in $x$ with letters spaced by at least $g$ elements. This is quite a natural concept to consider in applications such as the just-in-time scheduling problem where the task is to construct a string with prescribed properties such as given frequencies of the letters (which encode the different items on a production line subject to some physical constraints and ideal production rates) [8], [9]. In arithmetics, gapped binomial coefficients may also be related to some wellstudied integer sequences. For a letter $a,\left[\begin{array}{c}a^{n} \\ a^{k}\end{array}\right]_{1}$ is the number of subsets of $\{1,2, \ldots, n\}$ of size $k \leq n$ and containing no consecutive integers. This sequence has entry A011973 in the celebrated Sloane's On-Line Encyclopedia of Integer Sequences (see also its sibling A102547). For larger gaps,

[^0]we have $\left[\begin{array}{c}a^{n} \\ a^{k}\end{array}\right]_{g}=\binom{n-g(k-1)}{k}$ where on the right-hand side is the usual binomial coefficient of integers.

The aforementioned work of Golm et al. considered the following generalized string reconstruction problem: when does the knowledge of $\left[\begin{array}{c}x \\ u\end{array}\right]_{g}$ for all strings $u$ of length at most $k$ uniquely determine the string $x$ ? Otherwise stated, what is the minimal length such that two distinct strings share the same gapped binomial coefficients of substrings of length at most $k$ ? As pointed out by Golm et al. [7], such knowledge is of interest in molecular random-access storage systems for which gaps in readouts arise due to skipping effects with nanopore sequencers [10], [11]. Similar types of reconstruction problems have received much attention [7], [12]-[15].

## A. Our contributions

We bring tools and results from combinatorics on words that could be useful to information theorists. In Section II, we define $(g, k)$-binomially equivalent strings and then the $(g, k)$ binomial complexity function of infinite sequences. A better understanding of such a function may give insights on the language $\mathcal{L}(\mathbf{x})$ of an infinite sequence $\mathbf{x}$, i.e., the set of finite strings (factors) made of contiguous letters occurring in $\mathbf{x}$, for which the reconstruction problem could be solved. The aim is thus to restrict the reconstruction problem to the language of an infinite sequence having a $(g, k)$-binomial complexity function of the same order as its factor complexity function.
In this paper, we characterize the ( 1,2 )-binomial equivalence of strings over a 2 -letter alphabet. We observe that Lemma 2.1 allows us to connect two related notions from combinatorics on words, namely the 2 -binomial and 2 -abelian equivalences [16]. In Section III we briefly discuss the fact that $(g, k)$-binomial equivalence may be tested in polynomial time. Then we consider the ubiquitous Thue-Morse sequence [17]-[21] and Sturmian sequences. Indeed, the authors of [7] already considered a variation of the Thue-Morse sequence where gaps are produced by conveniently inserting zeroes. In Section IV we show that its $(1, k)$-binomial complexity function is unbounded for all $k \geq 2$. This result is in striking contrast with the fact that the usual ( 0 -gap) $k$-binomial complexity function remains bounded [22]. Nevertheless, we conjecture that its behavior exhibits some regularities linked to base-2 expansions of integers and shows a fractal selfsimilar structure (see Conjecture 4.3 and Fig. 1). Sturmian sequences appear in symbolic dynamics as coding of irrational rotations or in discrete geometry as coding of straight lines [23]. We study their gapped binomial complexity functions in Section V. Balancedness of these sequences have, for instance,
applications in routing arriving jobs to parallel queues [24]. Our result shows again some robustness of the factors of a Sturmian sequence: any two distinct such strings of length $\geq 3$ are never 1 -gap $k$-binomially equivalent for any $k \geq 2$. The result also holds for larger gaps and long enough factors.

## II. Preliminaries

For $k \geq 1$ set $A^{\leq k}:=\bigcup_{1 \leq j \leq k} A^{j}$. For strings $u, v \in$ $A^{*}$, we let $|u|_{v}$ denote the number of factor occurrences of $v$ in $u$. We let $\operatorname{prf}_{\ell}(u)$ (resp., $\left.\operatorname{suf}_{\ell}(u)\right)$ denote the length- $\ell$ prefix (resp., suffix) of $u$. We use $\binom{u}{v}$ in place of $\left[\begin{array}{l}u \\ v\end{array}\right]_{0}$ to distinguish the 0-gapped coefficients from positive gapped coefficients.
Let $g, k \in \mathbb{N}$ with $g \geq 0, k \geq 1$. Two strings $x, y \in A^{*}$ are ( $g, k$ )-binomially equivalent, written $x \sim_{k}^{(g)} y$, if

$$
\left[\begin{array}{l}
x  \tag{1}\\
u
\end{array}\right]_{g}=\left[\begin{array}{l}
y \\
u
\end{array}\right]_{g} \quad \forall u \in A^{\leq k}
$$

The $(0, k)$-binomial equivalence relation is the $k$-binomial equivalence relation studied in [22], and we use $\sim_{k}$ to denote the relation. Observe that for any $g \in \mathbb{N}, \sim_{1}^{(g)}$ is just the abelian equivalence relation $\sim_{1}$, relating two words iff they are permutations of one another. For instance, $x=100110$ and $y=011001$ are $(1,2)$-binomially equivalent: they are abelian equivalent and the $(1,2)$-binomial coefficients are seen as $[\dot{00}]_{1}=2,[\dot{0}]_{1}=3,[\dot{10}]_{1}=3$, and $[\dot{11}]_{1}=2$. Also, as observed in [7], we have $01110 \chi_{2}^{(1)} 10001$ even though the $(1,2)$-binomial coefficients are equal; indeed, the strings are not abelian equivalent. Contrary to the case $g=0$ [22], $\sim_{k}^{(g)}$ is not a congruence for $g \geq 1, k \geq 2$. For example, $x y \not_{2}^{(1)} x x$ because $\left[\begin{array}{c}x x \\ 00\end{array}\right]_{1}=\left[\begin{array}{c}x y \\ 00\end{array}\right]_{1}+1$.

For a string $x$ of length at least $k$, summing up gapped binomial coefficients over all substrings of length $k$ gives

$$
\sum_{u \in A^{k}}\left[\begin{array}{l}
x  \tag{2}\\
u
\end{array}\right]_{g}=\left[\begin{array}{c}
|x| \\
a^{k}
\end{array}\right]_{g}=\binom{|x|-g(k-1)}{k}
$$

Hence if $|x|<|u|+g(|v|-1)$, then $\left[\begin{array}{l}x \\ u\end{array}\right]_{g}=0$. We note that $\binom{x}{a a}=\binom{|x|_{a}}{2}$ for any letter $a$. We deduce, using (2) with $g=0$ and $k=2$, that we have, for any $x, y \in\{0,1\}^{*}$ with $x \sim_{1} y$,

$$
\begin{equation*}
\binom{x}{a a}=\binom{y}{a a} \text { and }\binom{x}{01}+\binom{x}{10}=\binom{y}{01}+\binom{y}{10}, \tag{3}
\end{equation*}
$$

where $a \in\{0,1\}$. From (1) we have $x \sim_{k+1}^{(g)} y$ implies that $x \sim_{k}^{(g)} y$, so for a fixed $g$ we have the chain of implications

$$
\begin{equation*}
x \sim_{1}^{(g)} y \Leftarrow x \sim_{2}^{(g)} y \Leftarrow \cdots \Leftarrow x \sim_{k}^{(g)} y \Leftarrow \ldots \tag{4}
\end{equation*}
$$

## A. Complexity functions

For an infinite sequence $\mathbf{x}$ over an alphabet $A$, we let $\mathcal{L}(\mathbf{x})$ denote the set of its factors and $\mathcal{L}_{n}(\mathbf{x})$ denote $\mathcal{L}(\mathbf{x}) \cap A^{n}$, that is, the set of length- $n$ factors of $\mathbf{x}$. The usual factor complexity function $\mathrm{p}_{\mathbf{x}}: \mathbb{N} \rightarrow \mathbb{N}$ counts the number $\# \mathcal{L}_{n}(\mathbf{x})$ of strings of length $n$ occurring in $\mathbf{x}$. It was first introduced in [1] and the reader may consult [ $25, \S 4$ ] for a comprehensive presentation. For an equivalence relation $\sim$, we consider the quotient of the language $\mathcal{L}(x)$ by $\sim$ and the corresponding
complexity function maps $n \in \mathbb{N}$ to $\#\left(\mathcal{L}_{n}(\mathbf{x}) / \sim\right)$. For example, we let $\mathrm{b}_{\mathrm{x}}^{(g, k)}$ denote the $(g, k)$-binomial complexity function with $\mathrm{b}_{\mathrm{x}}^{(g, k)}(n)=\#\left(\mathcal{L}_{n}(\mathbf{x}) / \sim_{k}^{(g)}\right)$. For shorthand, we let $\mathrm{b}_{\mathrm{x}}^{(k)}:=\mathrm{b}_{\mathrm{x}}^{(0, k)}$. From (4), it follows that, for a fixed gap $g$ and for all $n \in \mathbb{N}$,

$$
\begin{equation*}
\mathrm{b}_{\mathbf{x}}^{(g, 1)}(n) \leq \mathrm{b}_{\mathbf{x}}^{(g, 2)}(n) \leq \cdots \leq \mathrm{b}_{\mathbf{x}}^{(g, k)}(n) \leq \cdots \leq \mathrm{p}_{\mathbf{x}}(n) \tag{5}
\end{equation*}
$$

For a brief example, consider the Thue-Morse sequence $\mathbf{t}=0110100110010110 \cdots$, a fixed point of the morphism $\varphi: 0 \mapsto 01,1 \mapsto 10$. One can check that there are 16 different length -6 factors, hence $\mathrm{p}_{\mathrm{t}}(6)=16$. Among these, the only $\sim_{2}^{(1)}$-equivalent pairs are $010011 \sim_{2}^{(1)} 001101,100110 \sim_{2}^{(1)}$ 011001, and $110010 \sim_{2}^{(1)} 101100$; hence $b_{t}^{(1,2)}(6)=13$.

## B. Another equivalence relation and a first characterization

We define a family of equivalence relations that appear in our considerations, introduced in [26] and further studied in [16]. Let $k \geq 1$ be an integer. Two strings $u, v$ are $k$-abelian equivalent, written $u \equiv_{k} v$, if $|u|_{w}=|v|_{w}$ for each string $w$ of length at most $k$. Observe that $\equiv_{k}$ implies $\sim_{1}$ for all $k \geq 1$.
Note that if $h$ is an integer with $g<h$, then $\left[\begin{array}{l}u \\ v\end{array}\right]_{g} \geq\left[\begin{array}{l}u \\ v\end{array}\right]_{h}$. More precisely, for any string $u$ and any letters $a, b \in A$,

$$
\left[\begin{array}{c}
u  \tag{6}\\
a b
\end{array}\right]_{1}=\binom{u}{a b}-|u|_{a b} \text { and }\left[\begin{array}{c}
u \\
a b
\end{array}\right]_{g+1}=\left[\begin{array}{c}
u \\
a b
\end{array}\right]_{g}-\sum_{x \in A^{g}}|u|_{a x b} .
$$

Hence by induction, we have

$$
\left[\begin{array}{c}
u  \tag{7}\\
a b
\end{array}\right]_{g+1}=\binom{u}{a b}-\sum_{x \in A \leq g}|u|_{a x b} .
$$

As a consequence of the above, if $u \sim_{2} v$ and $u \equiv_{g+1} v$, then $u \sim_{2}^{(g)} v$. The following lemma characterizes the $(1,2)$ binomial equivalence over binary strings. For any letter $a \in$ $\{0,1\}$, we let $\bar{a}$ denote its complement letter, i.e., $\bar{a}=1-a$.
Lemma 2.1: For $u, v \in\{0,1\}^{*}$, we have $u \sim_{2}^{(1)} v$ iff
(i) $u \sim_{2} v$ and $u \equiv_{2} v$; or
(ii) $u \sim_{1} v$ and there exists $a \in\{0,1\}$ such that $u=a u^{\prime} \bar{a}$, $v=\bar{a} v^{\prime} a$, and $\binom{u}{a \bar{a}}-\binom{v}{a \bar{a}}=|u|_{a \bar{a}}-|v|_{a \bar{a}}=1$.
Proof: We first show that (i) or (ii) implies $u \sim_{2}^{(1)} v$. If $u$ and $v$ satisfy (i), then $u \sim_{2}^{(1)} v$ follows from (6). Assume then that $u$ and $v$ satisfy (ii). Since $u \sim_{1} v$, it suffices to show that the four differences $\left[\begin{array}{c}u \\ a b\end{array}\right]_{1}-\left[\begin{array}{c}v \\ a b\end{array}\right]_{1}, a, b \in\{0,1\}$, vanish to find $u \sim_{2}^{(1)} v$. First notice that by (6) and the assumption,

$$
\left[\begin{array}{c}
u \\
a \bar{a}
\end{array}\right]_{1}-\left[\begin{array}{c}
v \\
a \bar{a}
\end{array}\right]_{1}=\binom{u}{a \bar{a}}-\binom{v}{a \bar{a}}-|u|_{a \bar{a}}+|v|_{a \bar{a}}=1-1=0 .
$$

Using (3) we get $\left[\begin{array}{c}u \\ a a\end{array}\right]_{1}-\left[\begin{array}{c}v \\ a a\end{array}\right]_{1}=|v|_{a a}-|u|_{a a}$ from (6). We claim that these quantities vanish. To this end, note that $|x|_{a \bar{a}}+$ $|x|_{a a}=|x|_{a}-\left|\operatorname{suf}_{1}(x)\right|_{a}$ for any binary string $x$. This fact and the assumptions in (ii) lead to the desired calculation

$$
\begin{equation*}
|u|_{a a}-|v|_{a a}=|u|_{a a}-|v|_{a a}+|u|_{a \bar{a}}-|v|_{a \bar{a}}-1=0 \tag{8}
\end{equation*}
$$

Consider next $\left[\begin{array}{c}\dot{a} a\end{array}\right]_{1}$; now $\left(\frac{u}{a} a\right)-\left(\frac{v}{a} a\right)=\binom{v}{a \bar{a}}-\binom{u}{a \bar{a}}=-1$ from (3) which, together with (6), gives

$$
\left[\begin{array}{c}
u  \tag{9}\\
\bar{a} a
\end{array}\right]_{1}-\left[\begin{array}{c}
v \\
\bar{a} a
\end{array}\right]_{1}=|v|_{\bar{a} a}-|u|_{\bar{a} a}-1 .
$$

Moreover, using (8), we have

$$
|v|_{\bar{a} a}-|u|_{\bar{a} a}=|v|_{\bar{a} a}-|u|_{\bar{a} a}+|v|_{a a}-|u|_{a a}=1,
$$

and plugging this into (9), we have $\left[\begin{array}{c}u \\ a\end{array}\right]_{1}-\left[\begin{array}{c}v \\ a\end{array}\right]_{1}=0$. Finally, since the sum of the $(1,2)$-binomial coefficients is constant over strings of the same length (cf. (2)) we conclude that $\left[\frac{u}{a a}\right]_{1}=\left[\frac{v}{a a}\right]_{1}$ as well, and hence $u \sim_{2}^{(1)} v$, as was claimed.
We now show that, assuming $u \sim_{2}^{(1)} v$, we have (i) or (ii). We have $u \sim_{1} v$. Moreover, $\binom{u}{a b}-\binom{v}{a b}=|u|_{a b}-|v|_{a b}$ for all $a, b \in\{0,1\}$ by (6). Using (3), $0=\binom{u}{a a}-\binom{v}{a a}=|u|_{a a}-|v|_{a a}$ for $a \in\{0,1\}$. Hence if $\binom{u}{a \bar{a}}=\binom{v}{a \bar{a}}$, then also $\binom{u}{\bar{a} a}=\binom{v}{\bar{a} a}$ (by (3)), and we conclude that $u \sim_{2} v$ and $u \equiv_{2} v$, whence (i) holds. If $\binom{u}{a \bar{a}} \neq\binom{ v}{a \bar{a}}$, then we may assume by symmetry of (3) that $\binom{u}{a \bar{a}}-\binom{v}{a \bar{a}}=|u|_{a \bar{a}}-|v|_{a \bar{a}}>0$. We now claim that (ii) holds. Since $|u|_{a a}=|v|_{a a}$, we get

$$
\begin{aligned}
0 & <|u|_{a \bar{a}}-|v|_{a \bar{a}}=|u|_{a \bar{a}}-|v|_{a \bar{a}}+\left(|u|_{a a}-|v|_{a a}\right) \\
& =|u|_{a}-\left|\operatorname{suf}_{1}(u)\right|_{a}-|v|_{a}+\left|\operatorname{suf}_{1}(v)\right|_{a} \\
& =\left|\operatorname{suf}_{1}(v)\right|_{a}-\left|\operatorname{suf}_{1}(u)\right|_{a},
\end{aligned}
$$

whence $\operatorname{suf}_{1}(u)=\bar{a}$ and $\operatorname{suf}_{1}(v)=a$, and $\binom{u}{a \bar{a}}-\binom{v}{a \bar{a}}=$ $|u|_{a \bar{a}}-|v|_{a \bar{a}}=1$. It remains to show that $\operatorname{prf}_{1}(u)=a$ and $\operatorname{prf}_{1}(v)=\bar{a}$. This follows straightforwardly from (3) and arguments similar to the ones for the suffixes.

## III. Testing Gapped binomial equivalence

Testing ( $g, k$ )-binomial equivalence of strings can be done in polynomial time adapting the automaton with multiplicities given by Freydenberger et al. [27].
The idea is to define, for a string $u=u_{1} \cdots u_{\ell}$, a nondeterministic finite automaton $\mathcal{A}_{u}$ that accepts the strings $x$ of length at most $k$ with multiplicity $\left[\begin{array}{l}u \\ x\end{array}\right]_{g}$. In doing so, testing $(g, k)$-binomial equivalence reduces to deciding pathequivalence of two such automata, which can be done in polynomial time, see [27], [28]. Here we only sketch the definition of the automaton $\mathcal{A}_{u}$. There are $k|u|+1$ states represented by pairs of integers (omitting the sink state). The first component records the position within $u$ and the second one the length of the considered string $x$. The initial state is $(0,0)$. There is an edge labeled by $a$ from $(0,0)$ to $(i, 1)$ iff $u_{i}=a$ for some $1 \leq i \leq \ell$. For $1 \leq j<k$, there is an edge labeled by $a$ from $(i, j)$ to $\left(i^{\prime}, j+1\right)$ iff $i^{\prime}>i+g$ and $u_{i^{\prime}}=a$. States of the form $(\cdot, j)$ with $1 \leq j \leq k$ are accepting.

## IV. The ( 1,2 )-binomial complexity of the Thue-Morse sequence

In this section, we consider the Thue-Morse sequence t defined in Section II. The first few values $1,2,3,6,10,12$, $13,16,12, \ldots$ of $b_{t}^{(1,2)}$ are graphed in Fig. 1 .
Theorem 4.1: Let $k \geq 2$. The function $\mathrm{b}_{\mathrm{t}}^{(1, k)}$ is unbounded.
Proof: By (5) it suffices to prove the claim for $k=2$. It is known that $b_{t}^{(2)}$ is bounded; in fact in [19] it is shown that $b_{t}^{(2)}(1)=2, b_{t}^{(2)}(2)=4, b_{t}^{(2)}(3)=6$, and for $n \geq 4$ : $\mathrm{b}_{\mathrm{t}}^{(2)}(n)=9$ if $n \equiv 0(\bmod 4)$ and 8 otherwise. On the other hand, the 2 -abelian complexity of $\mathbf{t}$ is unbounded [20], [21].


Fig. 1. The 1-gap 2-binomial complexity $b_{t}^{(1,2)}$ of the Thue-Morse sequence. The red vertical lines demark powers of 2 .

Let $M \geq 0$ be an arbitrary integer. Let $n \geq 0$ be such that $\mathbf{t}$ contains at least $9 M$ representatives of distinct 2 -abelian equivalence classes of strings of length $n$. By the pigeonhole principle, there exists a 2-binomial equivalence class of strings of length $n$ that contains at least $M$ representatives of distinct 2 -abelian equivalence classes. By Lemma 2.1, all these $M$ representatives are $(1,2)$-binomially inequivalent, thus showing that $\mathrm{b}_{\mathrm{t}}^{(1,2)}(n) \geq M$.
Remark 4.2: The logarithmic growth behavior of the 2abelian complexity of $t$ is known [20], [21], and the above proof can be modified to get that $\sup _{i \leq n} \mathrm{~b}_{\mathrm{t}}^{(1,2)}(i) \in \Theta(\log n)$.
Experiments using E. Rowland's Mathematica package IntegerSequences [29] suggest the following conjecture.
Conjecture 4.3: The (1,2)-binomial complexity $b_{t}^{(1,2)}$ of the Thue-Morse sequence is 2 -regular (we refer to [4] for definitions). More precisely, for all $n \in \mathbb{N}$, we have $\mathrm{b}_{\mathrm{t}}^{(1,2)}(n)=L \cdot M_{d_{0}} \cdots M_{d_{\ell}} \cdot R$, where $d_{\ell} \cdots d_{0} \in\{0,1\}^{*}$ is the base-2 expansion of $n$ (i.e., $n=\sum_{i=0}^{\ell} d_{i} 2^{i}$ ), and

$$
\begin{aligned}
& L:=\left(\begin{array}{lllllllllllll}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right) ; \\
& R:=\left(\begin{array}{llllllllllll}
1 & 1 & 2 & 1 & 3 & 2 & 6 & 1 & 10 & 3 & 13 & 12
\end{array} 1^{\top}\right. \text {; } \\
& M_{0}:=\left(\begin{array}{ccccccccccccc}
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -2 & 0 & 1 & 0 & 0 & 2 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -2 & \frac{5}{16} & 1 & -\frac{1}{8} & \frac{17}{8} & 1 & -1 & -\frac{13}{16} & \frac{1}{2} \\
0 & 0 & 0 & 0 & 2 & -\frac{5}{16} & -1 & \frac{1}{8} & \frac{7}{8} & 0 & 0 & -\frac{7}{16} & 0 \\
0 & 0 & 0 & 0 & -4 & \frac{21}{32} & 2 & -\frac{1}{16} & \frac{25}{16} & \frac{3}{2} & -\frac{5}{2} & \frac{11}{32} & \frac{5}{4} \\
0 & 0 & 0 & 0 & -4 & \frac{5}{8} & 2 & -\frac{1}{4} & \frac{9}{4} & 2 & -2 & -\frac{5}{8} & 1 \\
0 & 0 & 0 & 0 & -2 & \frac{3}{8} & 1 & \frac{1}{4} & \frac{7}{4} & 0 & -2 & \frac{5}{8} & 1
\end{array}\right) \\
& M_{1}:=\left(\begin{array}{ccccccccccccc}
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & -\frac{13}{16} & -\frac{1}{2} & \frac{1}{8} & \frac{7}{8} & 0 & -1 & \frac{13}{16} & \frac{1}{2} \\
0 & 0 & 0 & 0 & 2 & -\frac{29}{16} & -\frac{3}{2} & \frac{1}{8} & \frac{7}{8} & 1 & 0 & -\frac{7}{16} & 1 \\
0 & 0 & 0 & 0 & 1 & -1 & -1 & 0 & 0 & 1 & 2 & -\frac{1}{4} & -\frac{1}{2} \\
0 & 0 & 0 & 0 & \frac{1}{2} & -\frac{19}{16} & -\frac{1}{2} & -\frac{1}{8} & \frac{1}{8} & \frac{3}{2} & \frac{1}{2} & -\frac{15}{16} & \frac{5}{4} \\
0 & 0 & 0 & 0 & 2 & -2 & -2 & 0 & 0 & 2 & 2 & -\frac{3}{2} & 1 \\
0 & 0 & 0 & 0 & -2 & -\frac{3}{4} & 2 & -\frac{1}{2} & \frac{1}{2} & 2 & 0 & -\frac{5}{4} & 1
\end{array}\right) .
\end{aligned}
$$

The conjecture implies, e.g., that $\mathrm{b}_{\mathbf{t}}^{(1,2)}\left(2^{n}\right)=12$ for all $n \geq 3$.

## V. Complexities of Sturmian sequences

Sturmian sequences are those infinite sequences $s$, for which the factor complexity function $\mathrm{p}_{\mathbf{s}}(n)=n+1$ for all $n \geq 0$. See [31, §2] for a comprehensive introduction of their theory. They are also characterized as those aperiodic binary sequences $\mathbf{s}$ that are balanced, i.e., for all $u, v \in \mathcal{L}(\mathbf{s})$, $\left||u|_{1}-|v|_{1}\right| \leq 1$ whenever $|u|=|v|$. The archetypical Sturmian sequence is the Fibonacci word $\mathbf{f}=0100101 \cdots$, i.e., the fixed point of the morphism $0 \mapsto 01,1 \mapsto 0$. For a Sturmian sequence s , we have $\mathrm{b}_{\mathbf{s}}^{(k)}=\mathrm{p}_{\mathbf{s}}$ for all $k \geq 2$ [22, Thm. 7], while $\mathrm{b}_{\mathbf{s}}^{(1)}(n)=2$ for all $n \geq 1$. In fact, Sturmian sequences are characterized by the property that, for some $k \geq 2$, $\mathrm{b}_{\mathrm{s}}^{(k)}=\mathrm{p}_{\mathrm{s}}$ [30]. The main result we show is the following.

Theorem 5.1: For any Sturmian sequence $\mathbf{s}$ and any $k \geq 2$, $\mathrm{b}_{\mathrm{s}}^{(1, k)}(2)=2$ and $\mathrm{b}_{\mathrm{s}}^{(1, k)}(n)=n+1$ otherwise.

From (5), $\mathrm{b}_{\mathbf{s}}^{(1,2)}(n) \leq \mathrm{b}_{\mathbf{s}}^{(1, k)}(n) \leq \mathrm{p}_{\mathbf{s}}(n)=n+1$, so it is enough to prove the claim for $k=2$.

## A. Preparatory results on Sturmian sequences

Let s be a Sturmian sequence that contains 00 ; thus any occurrence of 1 is isolated. There then exists $k \in \mathbb{N}$ such that each 1 is followed by $0^{k} 1$ or $0^{k+1} 1$. Letting $\mu: 0 \mapsto 0^{k} 1,1 \mapsto$ $0^{k+1} 1$, there is a sequence $\mathbf{s}^{\prime}$ such that $\mu\left(\mathbf{s}^{\prime}\right)=0^{j} \mathbf{s}$ for some $j \leq k+1$. A remarkable result tells us that $\mathbf{s}^{\prime}$ is also a Sturmian sequence (see, e.g., [23, §2]). It follows that any factor $x$ of $\mathbf{s}$ can be written in the form $0^{r} 10^{k+\epsilon_{0}} 1 \cdots 0^{k+\epsilon_{m-1}} 10^{s}$, where $r, s \leq k+1$, and $\epsilon=\epsilon_{0} \cdots \epsilon_{m-1}$ is a factor of $\mathbf{s}^{\prime}$. See [22, Cor. 9] for details. For such a binary string $\epsilon$, we define for each $0 \leq \ell<m$ the quantities

$$
\begin{equation*}
S_{\epsilon}(\ell):=\sum_{i=0}^{\ell}(m-i) \epsilon_{i} \quad \text { and } \quad S_{\epsilon}:=S_{\epsilon}(m-1) \tag{10}
\end{equation*}
$$

Then for a string $x=0^{r} 10^{k+\epsilon_{0}} 1 \cdots 0^{k+\epsilon_{m-1}} 10^{s}$, we find

$$
\begin{equation*}
\binom{x}{01}=r(m+1)+S_{\epsilon}+k \frac{m(m+1)}{2} \tag{11}
\end{equation*}
$$

(See [22, Rem. 4] for details.)
For two binary strings $x$ and $y$ of equal length, we let $\Delta_{x, y}(i):=\left|\operatorname{prf}_{i}(x)\right|_{1}-\left|\operatorname{prf}_{i}(y)\right|_{1}$ for each $1 \leq i \leq|x|$. For the sake of conciseness, when the strings $x$ and $y$ are clear form the context, we write $\Delta(i)$ instead.

Lemma 5.2: If $x$ and $y$ are length- $m$ factors of a Sturmian sequence, then $\left|\Delta_{x, y}(i)\right| \leq 1$ for each $i=1, \ldots, m$. Furthermore, all non-zero $\Delta_{x, y}(i)$ have the same sign.

Proof: If $x \neq y$, there is a minimal $i \leq m$ such that $x_{i} \neq$ $y_{i}$. Without loss of generality, we may assume that $\Delta(i)=1$. Then $\Delta(j) \geq 0$ for all $j \geq i$, as otherwise

$$
|y[i+1, j]|_{1}-|x[i+1, j]|_{1} \geq 2
$$

contradicting the balancedness of the Sturmian sequence. By symmetric arguments, $\Delta(j) \geq 0$ for all $j \leq i$ as well.
The next lemma is key in our forthcoming arguments.
Lemma 5.3: Let $\epsilon$ and $\epsilon^{\prime}$ be distinct length- $m$ factors of a Sturmian sequence. Then we have $0<\left|S_{\epsilon}-S_{\epsilon^{\prime}}\right| \leq m$. If moreover $\epsilon \sim_{1} \epsilon^{\prime}$, then $0<\left|S_{\epsilon}-S_{\epsilon^{\prime}}\right|<m$.

Proof: The first part of the statement is shown within the proof of [22, Lem. 10]. We give a sketch of the proof here, as a careful analysis allows also to conclude the second claim.
Assume without loss of generality that $S_{\epsilon}-S_{\epsilon^{\prime}} \geq 0$. Hence the minimal index at which the strings differ is positive (i.e., $\epsilon$ has a 1 while $\epsilon^{\prime}$ has a 0 ). It can be shown that, if $i_{0}, \ldots$, $i_{t}$, with $t \geq 0$, are the indices in $\{0, \ldots, m-1\}$ at which the strings $\epsilon=\epsilon_{0} \cdots \epsilon_{m-1}$ and $\epsilon^{\prime}=\epsilon_{0}^{\prime} \cdots \epsilon_{m-1}^{\prime}$ disagree, then

$$
S_{\epsilon}-S_{\epsilon^{\prime}}=\sum_{r=0}^{\lceil t / 2\rceil-1}\left(i_{2 r+1}-i_{2 r}\right)+ \begin{cases}m-i_{t} & \text { if } t \text { is even }  \tag{12}\\ 0 & \text { if } 2 \text { is odd }\end{cases}
$$

where we understand the first sum as empty if $t=0$. Using the bounds $1 \leq i_{2 r+1}-i_{2 r}<i_{2 r+2}-i_{2 r}$, one can show that $\lfloor t / 2\rfloor<S_{\epsilon}-S_{\epsilon^{\prime}} \leq m-i_{0}-\lceil t / 2\rceil$, and the first claim follows immediately. For the second claim, we notice that $\epsilon \sim_{1} \epsilon^{\prime}$ implies that $t$ must be odd. Hence the above bounds show that $S_{\epsilon}-S_{\epsilon^{\prime}}<m$.

## B. Proof of the $(1,2)$-binomial complexity

Proof of Theorem 5.1: Without loss of generality, we may assume that 00 appears in the Sturmian sequence $\mathbf{s}$ but 11 does not. The claim holds for $n \leq 2$ by straightforward inspection (and observing that $01 \sim_{2}^{(1)} 10$ ). Let then $n \geq 3$ and let $u$, $v$ be distinct length- $n$ factors of $\mathbf{s}$. Assume, towards a contradiction, that $u \sim_{2}^{(1)} v$. By [22, Thm. 7], $u \not \chi_{2} v$. Therefore, Lemma 2.1 implies that $u \sim_{1} v$ and, without loss of generality, $u=0 u^{\prime} 1$ and $v=1 v^{\prime} 0$. Notice that $u$ must contain at least two 1 's; otherwise $\left[\begin{array}{c}v \\ 01\end{array}\right]_{1}=0 \neq\left[\begin{array}{c}u \\ 01\end{array}\right]_{1}$. Write

$$
u=0^{r} 10^{k+\epsilon_{0}} 1 \cdots 0^{k+\epsilon_{m-1}} 1 ; v=10^{k+\epsilon_{0}^{\prime}} 1 \cdots 0^{k+\epsilon_{m-1}^{\prime}} 10^{s}
$$

with $r, s>0, \epsilon=\epsilon_{0} \cdots \epsilon_{m-1}$, and $\epsilon^{\prime}=\epsilon_{0}^{\prime} \cdots \epsilon_{m-1}^{\prime}$. By Lemma 2.1(ii) on the one hand and (11) on the other, we find

$$
\begin{equation*}
1=\binom{u}{01}-\binom{v}{01}=r(m+1)+S_{\epsilon}-S_{\epsilon^{\prime}} . \tag{13}
\end{equation*}
$$

By Lemma 5.3, we have $0<\left|S_{\epsilon}-S_{\epsilon^{\prime}}\right| \leq m$, so we conclude that $r=1$ and $S_{\epsilon}-S_{\epsilon^{\prime}}=-m$. It can be similarly shown that also $s=1$.
Now we show $\epsilon \sim_{1} \epsilon^{\prime}$. Indeed, (6) together with $u \sim_{2}^{(1)} v$ and $u \sim_{1} v$ yield $0=\binom{u}{00}-\binom{v}{00}=|u|_{00}-|v|_{00}$. Recalling $r=s=1$, by straightforward counting we get

$$
|u|_{00}=m(k-1)+\sum_{i=0}^{m-1} \epsilon_{i} \text { and }|v|_{00}=m(k-1)+\sum_{i=0}^{m-1} \epsilon_{i}^{\prime} .
$$

Since these quantities are equal, we conclude that $\sum_{i=0}^{m-1} \epsilon_{i}=$ $\sum_{i=0}^{m-1} \epsilon_{i}^{\prime}$, i.e., $\epsilon \sim_{1} \epsilon^{\prime}$ as desired.
The second part of Lemma 5.3 implies $S_{\epsilon}-S_{\epsilon^{\prime}}>-m$, however, contrary to the assertion that $S_{\epsilon}-S_{\epsilon^{\prime}}=-m$. This contradiction suffices for the proof of the theorem.

## C. On larger gaps in Sturmian sequences

Let us consider larger gaps in Sturmian sequences. Take $g \geq 2$. For factors of length at most $g+1$, the $(g, 2)$-binomial equivalence is determined by abelian equivalence, and hence the $(g, 2)$-complexity of a Sturmian sequence is constant 2
up to length $g+1$. At length $g+2$, we see that the $(g, 2)$ binomial equivalence is determined by abelian equivalence together with the first and last letters (which determine exactly one occurrence of a $(g, 2)$-binomial coefficient). This implies that at length $g+2 \geq 4$, the ( 1,2 )-complexity coincides with the 2 -abelian complexity, which in turn is known to be 4 in a Sturmian sequence (cf. [16]). For longer factors, the situation becomes slightly more complicated. We can show that there exist distinct length- $2 g$ factors $u$, $v$ of a Sturmian sequence s for which $u \sim_{2}^{(g)} v$. Indeed, there exist arbitrarily long factors $z$ such that $z 01 z$ and $z 10 z$ appear in s (cf. [16]). Letting $|z| \geq g-1$ and setting $x=\operatorname{prf}_{g-1}(z), y=\operatorname{suf}_{g-1}(z)$, the factors $y 01 x$ and $y 10 x$ are $(1,2)$-binomially equivalent: the central letters 01 (or 10 ) do not appear as part of a $g$-gapped substring, and the strings are otherwise equal.

We have the following result pertaining to long factors.
Theorem 5.4: Let $g, k \geq 2$. For a Sturmian sequence $\mathbf{s}$ which does not contain $11, \mathrm{~b}_{\mathbf{s}}^{(g, k)}(n)=\mathrm{p}_{\mathbf{s}}(n)=n+1$ for all $n$ such that any length- $n$ factor of $\mathbf{s}$ contains more than $g$ occurrences of 1 .
Again it is sufficient to prove the claim for $k=2$ for any $g$. It is a well-known fact that for a length $n$ factor of a Sturmian sequence of slope $\alpha$ such that $\lfloor\alpha n\rfloor>g$, its interpretation as a mechanical sequence intersects the horizontal lines of the unit grid more than $g$ times and thus contains more than $g$ 1's. Hence, the above theorem can be reformulated as: For a Sturmian sequence $\mathbf{s}_{\alpha}$ of slope $\alpha<1 / 2, \mathrm{~b}_{\mathbf{s}_{\alpha}}^{(g, k)}(n)=\mathrm{p}_{\mathbf{s}}(n)$ for all $n$ such that $\lfloor\alpha n\rfloor>g$.

Proof sketch of Theorem 5.4: Towards a contradiction, assume that there exist two distinct such factors $u, v$ of $\mathbf{s}$ such that $u \sim_{2}^{(g)} v$. Hence, for all $a, b \in\{0,1\}$ we have $\binom{u}{a b}-\binom{v}{a b}=\sum_{x \in A<g}|u|_{a x b}-|v|_{a x b}$ by (7). When $a=b$ we have $\binom{u}{a b}-\binom{x}{a b}=0$ by (3). Therefore, we can add $0=$ $\sum_{x \in A^{<g}}|u|_{1 x 1}-|v|_{1 x 1}$ to $\binom{u}{01}-\binom{v}{01}$ without changing its value (which is positive without loss of generality, and not vanishing, as otherwise $u=v$ by [22, Thm. 7]). Hence we find that

$$
\begin{aligned}
\binom{u}{01}-\binom{v}{01} & =\sum_{x \in A<g}|u|_{0 x 1}-|v|_{0 x 1}+\sum_{x \in A<g}|u|_{1 x 1}-|v|_{1 x 1} \\
& =\sum_{1 \leq|y| \leq g}|u|_{y 1}-|v|_{y 1}=\sum_{i=1}^{g} \Delta_{v, u}(i) \leq g
\end{aligned}
$$

where in the last equality we use the facts that $u \sim_{1} v$ and $\sum_{|y|=i}|v|_{y 1}=|v|_{1}-\left|\operatorname{prf}_{i}(v)\right|_{1}$. The bound $g$ follows from $u$ and $v$ being factors of $\mathbf{s}$, so we may use Lemma 5.2. By a similar argument, we also find $\binom{u}{01}-\binom{v}{01}=\sum_{i=1}^{g} \Delta_{\tilde{u}, \widetilde{v}}(i)$ (where $\widetilde{x}$ is the reversal of the string $x$ ).

We thus have three formulas to count $\binom{u}{01}-\binom{v}{01}$; the above two and one obtained by applying (11) to $u$ and $v$ (with suitable factorizations): $\binom{u}{01}-\binom{v}{01}=\left(r-r^{\prime}\right)(m+1)+S_{\epsilon}-S_{\epsilon^{\prime}}$, where $m+1>g$. By carefully examining $\sum_{i=1}^{g} \Delta_{v, u}(i)$, we can express its value as a sum similar to (12). To have equality between $\sum_{i=1}^{g} \Delta_{v, u}(i)$ and the aforementioned sum, we conclude that $i_{t}$, the last position where $\epsilon$ and $\epsilon^{\prime}$ differ, must appear within the first $m / 2$ letters of $\epsilon$ and $\epsilon^{\prime}$ due to the
assumption on $g<m+1$. This means that we cannot see a difference in the last $g$ letters of $u$ and $v$, which renders $\sum_{i=1}^{g} \Delta_{\widetilde{u}, \widetilde{v}}(i)=0$ contrary to it being positive.

## VI. Conclusions

As stated in the introduction, the concept of $(g, k)$-binomial equivalence has some potential applications in information theory while, as we have shown in this article, it also allows to make links between several notions arising in combinatorics on words. From a theoretical point of view, gapped binomial coefficients and gapped binomial complexity functions open the way to study new concepts such as Pascal-like triangles, applications in formal language theory (generalizing piecewise testable languages or Simon congruence [32] by introducing a gapped support), links to Parikh matrices, etc. Another interesting direction is to efficiently generate the strings of an equivalence class. Inspired by [33], [34], we search for string manipulations preserving the ( 1,2 )-binomial equivalence. To this end, it is straightforward to check the following assertions.
Lemma 6.1: For binary strings $u, v, x, y, z \in\{0,1\}^{*}$ and $a, b \in\{0,1\}$, we have

1) $x a 10 b y a 01 b z \sim_{2}^{(1)} x a 01 b y a 10 b z$;
2) $x a 10 a 01 a y \sim_{2}^{(1)} x a 01 a 10 a y$;
3) $x a 10 a y \bar{a} 01 \bar{a} z \sim_{2}^{(1)} x a 01 a y \bar{a} 10 \bar{a} z$.

Proposition 6.2: Let $u, v, x, y \in\{0,1\}^{*}$ and $a \in\{0,1\}$. If $1 u 1 \sim_{2} 0 v 0,|1 u 1|_{00}=|0 v 0|_{00}+1$, and $|1 u 1|_{01}=|0 v 0|_{01}$, then $x a 1 u 1 \bar{a} y \sim_{2}^{(1)} x a 0 v 0 \bar{a} y$. In particular, $x a 1001 \bar{a} y \sim_{2}^{(1)}$ xa0110āy.

Proof: Since $1 u 1 \sim_{2} 0 v 0$, the letters $a$ and $\bar{a}$ playing the role of a buffer, it is enough to show that $w=a 1 u 1 \bar{a} \sim_{2}^{(1)}$ $a 0 v 0 \bar{a}=z$. Using (6), either $a$ or $\bar{a}$ contributes to $|u|_{0}$ substrings 00 occurring in $w$, so

$$
\left[\begin{array}{c}
w \\
00
\end{array}\right]_{1}=\binom{w}{00}-|w|_{00}=|u|_{0}+\binom{1 u 1}{00}-|1 u 1|_{00}
$$

and similarly,

$$
\left[\begin{array}{c}
z \\
00
\end{array}\right]_{1}=\binom{z}{00}-|z|_{00}=2+|v|_{0}+\binom{0 v 0}{00}-|0 v 0|_{00}-1 .
$$

The two coefficients are equal since $1 u 1 \sim_{1} 0 v 0$ and thus $|u|_{0}=2+|v|_{0}$. We may show in the same way that $\left[\begin{array}{c}w \\ 01\end{array}\right]_{1}=\left[\begin{array}{c}z \\ 0 \\ 01\end{array}\right]_{1}$. Since $1 u 1$ and $0 v 0$ start and end with equal letters, $|1 u 1|_{10}=|1 u 1|_{01}=|0 v 0|_{01}=|0 v 0|_{10}$ and the same conclusion holds for $\left[\begin{array}{c}w \\ 10\end{array}\right]_{1}=\left[\begin{array}{c}z \\ 10\end{array}\right]_{1}$. From (2), there is no need to compute the fourth coefficient for 11.

For instance, the following strings comprise a full $\sim_{2}^{(1)}$ equivalence class and we have underlined the substrings that are manipulated thanks to the above results to highlight equivalence from one string to the next:
$000 \underline{01110101}, 0001 \underline{0110011}, 00 \underline{011001011}, \underline{01010} \underline{\underline{1}} \underline{111}$,
$01000 \underline{100111}, 0 \underline{10} \underline{0011} \underline{01} 1,00100011101$.
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